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Rules and standards 

This volume highlights a range of theoretical and empirical approaches to some of the 
persistent- and new- questions in the field. It will be useful for students and scholars through
out the social sciences and humanities, including science and technology studies, history, 
geography, critical race studies, sociology, communications, women's and gender studies, 
anthropology, and political science. 

Daniel Lee Kleinman is Professor and Chair in the Department of Community and 
Environmental Sociology at the University ofWisconsin-Madison. 

Kelly Moore is Associate Professor of Sociology at Loyola University Chicago. 



'This Handbook shows how power relations are both exercised and disguised through appar
ently neutral expertise or artefacts, as well as how such linkages are disrupted by subaltern 
groups. The articles offer STS methods for critical analysis to learn from struggles for social 
justice and to inform them.' 

Les Levido~ Editor, Science as Culture 

'This timely set of essays results in much more than a summary of a field; it is an incisive and 
forward-looking collection, offering a substantive journey into new directions in STS 
scholarship today. The book will be widely read for its diversity of approaches, yet coherence 
of chapters that together challenge a rethinking of sociotechnical processes as they unfold in 
the major areas of contemporary public debate.' 

Laura Mamo, Author of Queering Reproduction 

Routledge Handbook of 
Science, Technology, 

and Society 

Edited by Daniel Lee Kleinman and Kelly Moore 

~~ ~~o~~!~n~~~up 
LONDON AND NEW YORK 



First published 2014 
by Routledge 
2 Park Square, Milton Park, Abingdon, Oxon OX14 4RN 

and by Routledge 
711 Third Avenue, New York, NY 10017 

Routledge is an imprint cf the Taylor & Francis Group, an itiforma business. 

© 2014 selection and editorial material Daniel Lee Kleinman and Kelly Moore; individual 
chapters, the contributors. 

The right of the editors to be identified as the author of the editorial material, and of the 
authors for their individual chapters, has been asserted in accordance with sections 77 and 
78 of the Copyright, Designs and Patents Act 1988. 

All rights reserved. No part of this book may be reprinted or reproduced or utilized in any 
form or by any electronic, mechanical, or other means, now known or hereafter invented, 
including photocopying and recording, or in any information storage or retrieval system, 
without permission in writing from the publishers. 

Trademark notice: Product or corporate names may be trademarks or registered trademarks, 
and are used only for identification and explanation without intent to infringe. 

British Library Cataloguing in Publication Data 
A catalogue record for this book is available from the British Library. 

Library (f Cmgress Cataloging in Publication Data 
Routledge handbook of science, technology and society I edited by Daniel Lee Kleinman 
and Kelly Moore. 
pages em 
Includes bibliographical references and index. 
1. Science-Social aspects. 2. Technology-Social aspects. 3. Science and civilization. 
4. Technology and civilization. I. Kleinman, Daniel Lee. II. Moore, Kelly. 
Q175.5.R68 2014 
303.48'3-dc23 
2013039839 

ISBN: 978-0-415-53152-8 (hbk) 
ISBN: 978-0-203-10182-7 (ebk) 

Typeset in Bembo 
by FiSH Books Ltd, Enfield 

!"\ MIX 
..,f .,J Papertrom 

reaponalble1011fC811 

~ FSC" C013056 
Printed and bound in Great Britain by 
TJ International Ltd, Padstow, Cornwall 

To the memory of my parents, Barbara and Gerald Kleinman. 
- Daniel Lee Kleinman 

To EB, KKB, ESC, and RHW for their ongoing intellectual support and inspiration. 
-Kelly Moore 



Contents 

List if Illustrations 
Contributors 
Acknowledgements 

Introduction: Science, technology and society 
Daniel Lee Kleinman and Kelly Moore 

PART I 
Embodiment 

Xl 

xiii 
xxii 

1 

19 

1 The Emergence, Politics, and Marketplace of Native American DNA 21 
Kim TallBear 

2 Technoscience, Racism, and the Metabolic Syndrome 38 
Anthony Ryan Hatch 

3 Standards as "Weapons of Exclusion": Ex-gays and the materialization 
of the male body 56 
Tom Waidzunas 

4 Curves to Bodies: The material life of graphs 71 
Joseph Dumit and Marianne de Laet 

PART II 
Consuming technoscience 91 

5 Producing the Consumer of Genetic Testing: The double-edged sword 
of empowern1ent 93 
Shobita Parthasarathy 

6 The Social Life of DTC Genetics: The case of 23andMe 108 
Alondra Nelson and Joan H. Robinson 

vii 



Contents 

7 Cultures of Visibility and the Shape of Social Controversies in the 
Global High-Tech Electronics Industry 
Hsin-Hsing Chen 

8 The Science of Robust Bodies in Neoliberalizing India 
]aita Talukdar 

PART Ill 

Digitization 

9 Toward the Inclusion of Pricing Models in Sociotechnical Analyses: 
The SAE International Technological Protection Measure 
Kristin R. Eschenftlder 

10 The Web, Digital Prostheses, and Augmented Subjectivity 
PJ Rey and Whitney Erin Boesel 

11 Political Culture of Gaming in Korea amid Neoliberal Globalization 
Dal Yong ]in and Michael Borowy 

12 Cultural Understandings and Contestations in the Global Governance of 
Information Technologies and Networks 
JP. Singh 

PART IV 

Environments 

13 Green Energy, Public Engagement, and the Politics of Scale 
Roopali Phadke 

14 Political Scale and Conflicts over Knowledge Production: The case of 
unconventional natural-gas development 
Abby J Kinchy 

15 Not Here and Everywhere: The non-production of scientific knowledge 
Scott Frickel 

16 Political Ideology and the Green-Energy Transition in the United States 
David] Hess 

17 Risk State: Nuclear Politics in an Age of Ignorance 
Su!fikar Amir 

viii 

124 

140 

155 

157 

173 

189 

204 

223 

225 

246 

263 

277 

292 

18 From River to Border: The Jordan between empire and nation-state 
Samer Alatout 

19 State-Environment Relationality: Organic engines and governance 
regimes 
Patrick Carroll and Nathaniel Freibut:ger 

1 
PARTV 
Technoscience as Work 

20 Invisible Production and the Production of Invisibility: Cleaning, 
maintenance, and mining in the nuclear sector 

21 

22 

23 

Gabrielle Hecht 

Social Scientists and Humanists in the Health Research Field: A clash of 
epistemic habitus 
Mathieu Albert and Elise Paradis 

Women in the Knowledge Economy: Understanding gender inequality 
through the lens of collaboration 
Itai Vardi and Laurel Smith-Doerr 

The Utilitarian View of Science and the Norms and Practices of Korean 
Scientists 
Hee-Je Bak 

24 Science as Comfort: The strategic use of science in post-disaster settings 
Brian Mayer, Kelly Bet:gstrand and Katrina Running 

PART VI 

Rules and Standards 

25 Declarative Bodies: Bure~ucracy, ethics, and science-in-the-making 
Laura Stark 

26 Big Pharma and Big Medicine in the Global Environment 
Anne E. Figert and Susan E. Bell 

27 On the Effects of e-Government on Political Institutions 
Jane E. Fountain 

Contents 

307 

332 

351 

353 

369 

388 

406 

419 

435 

437 

456 

471 

ix 



Contents 

28 Science, Social Justice, and Post-Beln1ont Research Ethics: Implications for 
regulation and environmental health science 488 
Rachel Morello- Frosch and Phil Brown 

Index 501 
List of Illustrations 

Figures 

4.1a Aicher's lavatory sign 71 
4.1b Image sent on the starships Pioneer 10 and 11 to inform aliens about diversity on 

Earth 71 
4.2a Calorie requirements by weight and activity level (men) 75 
4.2b Calorie requirements by weight and activity level (women) 75 
4.3 Why sex differences don't always measure up 76 
4.4 Sexed calorie graphs, superimposed 78 
4.5 1977 growth chart for boys 79 
4.6 Growth chart for boys, from birth to 36 months 81 
4.7 Timeline of the new international growth references 83 
10.1 A screenshot of Amanda Todd's 2012YouTube video, "My story: struggling, 

bullying, suicide, self-harm" 181 
11.1 Global trade of domestic game products 191 
13.1 Wind resources in Michigan 231 
13.2 Billboards and yard signs present in summer 2011 232 
13.3 Data from the community mail survey 235 
13.4 Sample survey from someone "strongly opposed" 236 
13.5 Confidence and uncertainty 237 
13.6 Images from the symposium 238 
13.7 Sketches by graphic artist Emma Anderson made during the symposium 239 
14.1 Shale gas development in Pennsylvania 251 
18.1 Dead Sea sinkholes 308 
18.2 East Ghor Canal and the National Water Carrier 309 
18.3 The Sykes-Picot Agreement, 1916 314 
18.4 The Zionist proposal for the 1919 Paris Conference 317 
18.5 The hydrological system of Palestine as depicted by Picard, 1940 319 
18.6a The Peel Commission Partition Plan, 1937 321 
18.6b The United Nations' General Assembly's Partition Plan, 1947 321 
18.7 The Jordan River Project ofWalter Lowdermilk, 1944 324 
18.8 The United Nations' General Assembly's partition plan, 194 7, Tessler 325 
21.1 Two types of decoupling 372 
21.2 Number of members with specific background, by committee 375 
21.3 CIHR funding allocation per research domain for fiscal year 201Q-2011 378 
27.1 Cross-Agency Priority (CAP) goals 477 



List of Illustrations 

Tables 

4.1 A typical matrix of men's and women's individual needs, based on an age-specific 
algorithm 7 6 

12.1 National telecommunications infrastructures 
22.1 Institutionalization and disruption cycle in gender inequality (particularly in 

the U.S.): Historical and analytic trends 

xii 

209 

390 Contributors 

Samer Alatout is Associate Professor of Community and Environmental Sociology, 
Environmental Studies, and Geography at the University ofWisconsin-Madison. He is also 
affiliated with the Holtz Center for Science and Technology Studies and the Center for 
Culture, History, and Environment. He has published extensively on water history, policy, and 
politics in the Middle East, focusing on the relationship between notions of water 
scarcity I abundance and political identity, state-building and governance. His work has appeared 
in, among others, Social Studies of Science, Political Geography, Environment and Planning D, 
and the Annals of the Association of American Geographers. He is conceptually interested in 
biopolitics, border studies, and the sociology and history of science and technology. At present, 
Alatout is writing a book manuscript on water politics in historic Palestine tentatively titled A 
Palestiniatt Century: Water Politics from Empire to Globalization. 

Mathieu Albert is Associate Professor in the Department of Psychiatry and the Wilson Centre 
for Research in Education, University ofToronto. His current work primarily focuses on the 
multidisciplinary relationship between academics and the struggle for scientific authority. He 
has published in a wide range of disciplinary and interdisciplinary journals in social science and 
in medicine, including articles on symbolic boundaries between scientific groups (Minerva and 
Social Science and Medicine), science policy-making process (Science, Technology & Human values), 
academic assessment criteria (Higher Education) and funding agencies (Canadian Journal cif Higher 
Education). He received the 2011 American Sociological Section on Science, Knowledge and 
Technology Best Paper Award for "Boundary-Work in the Health Research Field: Biomedical 
and Clinician Scientists' Perceptions of Social Science Research" (Minerva, 2009), and the 2001 
Sheffield Prize awarded by the Canadian Society for the Study of Higher Education for his 
paper entitled "Funding Agencies' Coping Strategies to the Canadian and Quebec 
Governments' Budget Cuts" (Canadian Journal cif Higher Education). 

Sulfikar Amir is Assistant Professor in the Division of Sociology, Nanyang Technological 
University, Singapore. He has conducted research on nuclear politics in Southeast Asia, specif
ically Indonesia and Thailand. Currently he is working on a research project investigating 
sociotechnical vulnerability in the Fukushima nuclear disaster. Apart from nuclear politics, his 
research explores technological nationalism, technopolitics, development, city resilience, and 
design studies. He is the author of The Technological State in Indonesia: the Co-constitution cif High 
Technology and Authoritarian Politics. In 2012, he produced Nuklir Jawa, a documentary film that 
depicts the controversy surrounding Indonesia's desire to build a nuclear power station in 
Central Java. 

xiii 



Contributors 

Hee-je Bak is Professor in the Department of Sociology and Director of the Center for 
Science, Technology and Society at Kyung Hee University. His research centers on the roles of 
scientists in the transformation of higher education and the politics of scientific and environ
mental risks. He is the co-author of The Scientific CommUitity in Korea (2010). Currently he is 
leading a research group for a study of scientific governance in Korea. His email address is 
hbak@khu.ac.kr. 

Susan E. Bell is A. Myrick Freeman Professor of Social Sciences/Professor of Sociology, 
Bowdoin College, 1983-present. She has published widely about medicalization, women's 
health, experiences of illness, visual and performative representations of cancer, medicine and 
women's bodies, and the circulation and transformation of biomedical knowledges. She is an 
editorial advisor for Sociology of Health & fllness, on the editorial boards of Qualitative Sociology 
and the journal of Health and Social Behaviour. She is the author of DES Daughters: Embodied 
Knowledge and the Transformation ofWomen~ Health Politics (Temple, 2009) and the guest editor 
with Alan Radley of a special issue of Health, "Another Way of Knowing: Art, Disease, and 
Illness Experience" (2011). Recent publications include her work with Anne E. Figert, 
"Disrupting Scholarship", an invited chapter for Open to Disruption: Practicing Slow Sociology R. 
Hertz, A. Garey and M. Nelson (Eds.) (Vanderbilt, forthcoming 2014); "Claiming justice: 
Knowing mental illness in the public art of Anna Schuleit's 'Habeas Corpus' and 'Bloom"' 
(Health, 2011); and "Artworks, collective experience, and claims for social justice: the case of 
women living with breast cancer" (with Alan Radley), Sociology of Health & fllness (2007). She 
is the Chair of the Department of Sociology and Anthropology at Bowdoin College and the 
incoming Chair of the Medical Sociology section of the American Sociological Association. 

Kelly Bergstrand is a Ph.D. candidate at the University of Arizona and specializes in social 
movements, environmental sociology, and social psychology. Her current research projects 
include examining the role of grievances in mobilization, investigating activism on the U.S.
Mexico borde.r, and mapping the community impact of environmental disasters. 

Whitney Erin Boesel is a Ph.D. student in sociology at the University of California, Santa Cruz. 
She is a weekly contributor for the blog Cybot;gology, and serves on the planning committee for 
the Theorizing the Web conferences. Her dissertation work focuses on self-quantification and 
mood tracking as part of what she terms "biomedicalization 2.0"; she also writes regularly 
about social media. 

Michael Borowy is a researcher at the Centre for Policy Research on Science and Technology 
(CPROST). He studied human geography and English at the University of British Columbia 
and holds an M.A. in Communication from Simon Fraser University. His published work 
includes an article exploring the history of marketing and conceptual thought related to 
"eSport" in the International journal of Communication. His current research interests include the 
video and computer games industry, digital policy, and the development of new sports. 

Phil Brown is University Distinguished Professor of Sociology and Health· Sciences at 
Northeastern University, where he directs the Social Science Environmental Health Research 
Institute, which extends the work of the Contested Illnesses Research Group, which started in 
1999 at Brown University. He is the author of No Safe Place: Toxic JiVczste, Leukemia, and 
Community Action, and Toxic Exposures: Contested fllnesses and the Environmmtal Health Movement, 
and co-editor of fllness and the Etwirotlment: A Reader in Contested Medicine, Social Movements in 

xiv 

I 

Contributors 

Health, and Contested flltlesses: Citizens, Science and Health Social Movements. His current research 
includes biomonitoring and household exposure, social policy concerning flame retardants, the 
ethics of reporting back research data to participants, data privacy, and health social movements. 

Patrick Carroll is Associate Professor of Sociology and a member of the Science and 
Technology Studies Program at the University of California, Davis. He is the author of Science, 
Culture and Modern State Formation (University of California Press, 2006). He is currently work
ing on a book entitled California Delta: The Engineered Heart of a Modern State Formation. 

Hsin-Hsing Chen is Associate Professor in the Graduate Institute for Social Transformation 
Studies at Shih-Hsin University, Taiwan. His research interests include agriculture and rural 
development, labor studies, anthropology of work, and more recently, scientific causation in law. 
He is also a labor activist with special attention on labor conditions in Taiwanese-owned facto
ries abroad. He received his Ph.D. in Science and Technology Studies from Rensselaer 
Polytechnic Institute, and he teaches courses ranging from contemporary East Asian political 

thoughts to organizing methods in social movements. 

Joseph Dumit is Director of Science and Technology Studies and Professor of Anthropology at 
the University of California, Davis. He is the author of Drugs for Life: How Pharmaceutical 
Companies Dfjine Our Health (Duke, 2012) and Picturing Personhood: Brain Scans and Biomedical 
Identity (Princeton University Press, 2004). Dumit has also co-edited Cybot;gs & Citadels: 
Anthropological Interventions in Emet;ging Sciences and Technologies; Cybot;g Babies: From Techno-Sex 
to Techno- Tots; and Biomedicine as Culture. He was associate editor of Culture, Medicine & Psychiatry 
for ten years. He is a founding member of the Humanities Innovation Lab 
(http: I I modlab. ucdavis. edu) and is currently studying how immersive 3D visualization platforms 
are transforming science (http:/ lkeckcaves.ot;g). He has begun work on a new project on the 
history of flow charts, cognitive science, and paranoid computers. His website is 

http:/ /dumit.net. 

Kristin R. Eschenfelder is Professor and Director at the School of Library and Information 
Studies at the University of Wisconsin-Madison. She is also an affiliate of the Holtz Center for 
Science and Technology Studies, the School of Journalism and Mass Communications and a 
founding board member of the Wisconsin Digital Studies program. Her research interests focus 
on access and use regimes - or the complex, multi-level networks of laws, customs, technolo
gies and expectations that shape what information we can access in our daily lives and how we 
can make use of it. Her recent work examines the development of and changes to access and 
use regimes for digital scholarly works including electronic publications Gournals, books, cita
tion databases), digital cultural materials, (such as museum, archival or anthropological works) 
and data sets. Her past work explored web-based government information and policy and 
management issues inherent in digital production of government information and records. She 
has also published in the areas of public libraries and financial literacy. 

Anne E. Figert is Associate Professor of Sociology at Loyola University Chicago (1991-
present). Her research interests are in the sociology of diagnosis, medicalization, and the 
construction of expertise and authority. She is the author of Women and the Ownership of PMS: 
The Structuring of a Psychiatric Disorder (Aldine de Gruyter 1996) and the co-editor of two 
volumes: Building Community: Social Science in Action (Pine Forge Press, 1997) and Current 
Research on Occupations and Professions, volume 9 (JAI Press, 1996). Recent publications include 

XV 



Contributors 

her work with Susan E. Bell, "Doing God's Work and Doing Good Work(s): Unique Challenges 
to Evaluation Research in Ministry Settings" in Public Sociology, P. Nyden, G. Nyden and G. 
Hossfield (Eds.) (Pine Forge Press, 2011), "The Consumer Turn in Medicalization: Future 
Directions with Historical Foundations" in The Handbook <if the Sociology <if Health, fllness and 
Healing, B, Pescosolido,J.Martin,J. McLeod and A. Rogers (Eds.) (Springer Publishing, 2011) 
and "White Coats: The Shape of Scientific Authority and its Relationship to Religion and 
Religious Authority" in Christianity, Gender, and Human Sexuality, P. Jung and A. Vigen (Eds.) 
(University of Illinois Press, 2011). She is the Chair of the Medical Sociology section of the 
American Sociological Association. 

Jane E. Fountain is Distinguished Professor of Political Science and Public Policy, and Adjunct 
Professor of Computer Science, at the University of Massachusetts, Amherst. She directs the 
National Center for Digital Government and the Science, Technology and Society Initiative, 
both based at the University of Massachusetts, Amherst. Previously, she served on the faculty of 
the John F. Kennedy School of Government at Harvard University. Fountain is the author of 
Building the Virtual State: Itiformation Teclmology and Institutional Change (Brookings Institution 
Press, 2001), among many other publications. She holds a Ph.D. from Yale University and has 
been a Radcliffe Institute Fellow, a Mellon Foundation Fellow, and a Yale Fellow. Fountain is 
an elected fellow of the National Academy of Public Administration. 

Nathaniel Freiburger is a doctoral candidate in the Department of Sociology and the Science 
and Technology Studies Program at the University of California, Davis. His research interests 
include the political dimensions of artifacts, state formation and theories of the state, material
ity, resource topographies, and object-centered ethnography. His dissertation titled "Lithium: 
Object, Concept, Event" explores the intersection of technoscience and state formation in 
Bolivia around lithium resources in the Salar de Uyuni. 

Scott Frickel i§ Associate Professor of Sociology at Brown University. He predominantly works 
on environment, science, and the politics of knowledge. In addition to studying the non
production of knowledge, his current research projects include a relational sociology of 
interdisciplinarity, a comparative environmental sociology of cities, and the political sociology 
of science, with a specific focus on the impacts of disasters on scientific networks and knowl
edge practices. 

Anthony Ryan Hatch is Assistant Professor in the Department of Sociology at Georgia State 
University. His teaching and research interests are in critical social theory, cultural studies, and 
social studies of science, medicine, and technology. His research investigates how biomedical 
researchers, government agencies, and pharmaceutical corporations use social categories of 
race - producing new forms of both race and racism - in the scientific management of 
disease and illness. His work has received support from the National Institute of Mental 
Health. 

Gabrielle Hecht is Professor of History at the University of Michigan. She is the author of 
Being Nuclear: Africans al'ld the Global Uranium Trade (MIT Press and Wits University Press, 2012) 
and The Radiance <if France: Nuclear Power and National Identity after World JiVtzr II (MIT Press, 
1998; new edition, 2009), both of which received awards from the American Historical 
Association and elsewhere. She has held visiting positions in France, the Netherlands, Norway, 
and South Africa. Her new research focuses on transnational toxic trash. 

xvi 

Contributors 

David J. Hess is Professor in the Sociology Department at Vanderbilt University, where he is 
the Associate Director of the Vanderbilt Institute for Energy and Environment and Director of 
the Program in Environmental and Sustainability Studies. He publishes widely on science, tech
nology, and publics and on the politics of the green economy, and his most recent book is Good 
Green Jobs itz a Global Economy (MIT Press). His website is www.davidjhess.org. 

Dal Yong Jin received his Ph.D. from the Institute of Communications Research at the 
University of lliinois at Urbana Champaign. He has taught in several institutions, including the 

1 
University of Illinois in Chicago, Korea Advanced Institute of Science and Technology (KAIST), 
and Simon Fraser University. His major research and teaching interests are on globalization and 
media, social media and game studies, transnational cultural studies, and the political economy 
of media and culture. He is the author of three books: Korea's Online Gaming Empire (MIT Press, 
2010), De-Cotwergence <?.[Global Media Industries (Routledge, 2013), and Hands On/Hands Off: The 
Korean State and the Market Liberalization of the Communication Industry (Hampton Press, 2011).Jin 
also edited two books, entitled The Political Economies <if Media (with Dwayne Winseck, 
Bloomsbury, 2011) and Global Media Convergence and Cultural Transformation (IGI Global, 2011). 

Abby J. Kinchy is Associate Professor in the Department of Science and Technology Studies at 
Rensselaer Polytechnic Institute. She specializes in the study of political controversies 
surrounding changes in the systems that produce food and energy. Her research examines the 
unequal distribution of the negative consequences of agricultural and energy systems, as well as 
the varying capacity of conmmnities and social movements to participate in making decisions 

about technological change. 

Daniel lee Kleinman is Associate Dean for Social Studies in the Graduate School at the 
University ofWisconsin-Madison, where he is also Professor in the Department of Community 
and Environmental Sociology. Kleinman spent five years as Director of the Robert F. and Jean 
E. Holtz Center for Science and Technology Studies at the University ofWisconsin and has 
served as chair of the Science, Knowledge and Technology section of the American Sociological 
Association and as a member of the council of the Society for the Social Studies of Science. 
Kleinman is the author of three books, including Impure Cultures: University Biology and the World 
<if Commerce. His work has also appeared in a wide array of journals ranging from Issues in Science 
and Teclmology to Theory and Society. Among his current projects are investigations of emerging 
knowledge about and government regulation related to Colony Collapse Disorder, the malady 
associated with massive die-offs of honey bees, the commercialization of higher education, and 
the organizational dynamics of interdisciplinary scientific research. 

Marianne de laet is Associate Professor of Anthropology and Science, Technology, and Society 
at Harvey Mudd College in Claremont, California. She has observed the emerging collabora
tion of the California Extremely Large Telescope (CELT) (now TMT) at the California 
Institute ofTechnology, and has published on astronomy and physics, appropriate technologies, 
patenting practices, music, and dogs. Her current research concerns the relationship between 
tasting and knowing. Her email address is delaet@g.hmc.edu. 

Brian Mayer is Associate Professor in the School of Sociology at the University of Arizona. His 
research interests focus on the contestations that emerge around environmental problems in the 
areas of science, policy, and medicine. Recent research projects include a National Institute of 
Environmental Health Sciences-funded project to examine the long-term psychosocial and 

xvii 



Contributors 

community health impacts of the BP Oil Spill in the Gulf of Mexico, an investigation of the 
use of community-based science in social movement organizations, and a project funded by the 
National Science Foundation to explore the interactions of labor and environmental social 
movement organizations in the United States. 

Kelly Moore is Associate Professor of Sociology at Loyola University, Chicago. She studies the 
relationship between science, morality, and politics. She is the author of Disrupting Science: 
Scientists, Social Movements and the Politics of the Military, 1945-197 5 (Princeton University Press, 
2008), winner of the 2009 Charles Tilly Prize from the American Sociological Association 
section on Collective Behavior and Social Movements and the 2011 Robert K. Merton Prize 
from the American Sociological Association Section on Science, Knowledge and Technology, 
and co-editor with Scott Frickel of The New Political Sociology of Science (2006). Her work has 
appeared in sociological and cross-disciplinary journals, including Theory and Society, American 
Journal of Sociology, Geoforum, The Scholar and the Femitlist, and Research in the Sociology of 
Organizations. She has served as Co-director of the National Science Foundation Science, 
Technology and Society Program, Director of the National Science Foundation Ethics 
Education in Science and Engineering Program, and Chair of the American Sociological 
Association Section on Science, Knowledge and Technology. She serves on the Council of the 
Society for Social Studies of Science and on the editorial board of Science, Technology and Human 
values. Her current research project, "Pleasuring Science", is on gendered and raced forms of 
scientific eating and exercise under neoliberalism. 

Rachel Morello-Frosch is Professor in the Department of Environmental Science, Policy and 
Management and the School of Public Health at the University of California, Berkeley. Her 
scientific work examines the combined, synergistic effects of social and environmental factors 
in environmental health disparities. She also studies the ways in which health social movements 
(re)shape scientific thinking about environmental health issues. She is co-author of the book 
Contested fllness-es: Citizens, Science and Health Social Movements. 

Alondra Nelson is Professor of Sociology and Director of the Institute for Research on Women 
and Gender at Columbia University. Professor Nelson is the author of Body and Soul: The Black 
Panther Party and the Fight against Medical Discrimination. She is co-editor of Genetics and the 
Unsettled Past: The Collision of DNA, Race, and History and of Technicolor: Race, Technology, and 
Everyday Life. 

Elise Paradis is Assistant Professor in the Department of Anesthesia and Scientist at the Wilson 
Center at the University of Chicago. She obtained her Ph.D. from Stanford in 2011. Her 
research focuses on two things: the evolution of medical ideas over time, using a sociology of 
knowledge approach and the factors that impact group dynamics in closed settings. She has 
published on body fat, the "obesity epidemic", the social context of medical education, the rise 
of interprofessional research in medicine, interprofessional relations in intensive care units and 
women in boxing. 

Shobita Parthasarathy is Associate Professor ofPublic Policy at the University of Michigan. She 
is the author of Building Genetic Medicine: Breast Cancer, Technology, and the Comparative Politics of 
Health Care (MIT Press, 2007). Findings from this book helped to inform the 2013 Supreme 
Court case over gene patents in the United States. Her next book explores the controversies over 
patents on life forms in the United States and Europe, focusing on 1980 to the present. 

xviii 

Contributors 

Roopali Phadke is an Associate Professor in Environmental Politics and Policy at Macalester 
College. Her research and teaching interests focus on domestic and international environmen
tal politics and policies. Her work over the last decade has focused on how energy technologies, 
such as dams and wind turbines, can be more sustainably and democratically designed and 
managed. Her recent work appears in the journals Science as Culture, Antipode, and Society & 
Natural Resources. She received her Ph.D. in Environmental Studies at University of California, 
Santa Cruz. She also served as a National Science Foundation Postdoctoral Fellow in the 
Science, Technology and Society Program at the Kennedy School of Government at Harvard 

1 
University. 

PJ Rey is a sociology Ph.D. student at the University of Maryland. He is a founding editor of 
the Cyborgology blog and co-founder of the Theorizing the Web conferences. His work exam
ines the social construction of online/ offline and the affordances of digital media. 

Joan H. Robinson is a doctoral candidate in the Department of Sociology at Columbia 
University. Her interests include interactions among women's studies, law, political economy, 
economic sociology, organizations, and science, technology, and medical studies. She received a 
BA (magna cum laude) from Syracuse University, where she garnered awards for her research in 
both political science and women's studies, and a JD from Brooklyn Law School, where she was 
recognized for her extensive work for women and families and in international law. 

Katrina Running is Assistant Professor in the Department of Sociology, Social Work and 
Criminal Justice at Idaho State University. Her primary research interests include the relation
ship between economic development and environmental concern, the effects of climate change 
on rural communities in the American West, and the role of science in informing public policy. 

J.P. Singh is Professor of Global Affairs and Cultural Studies at George Mason University. Singh 
has authored four monographs, edited two books, and published dozens of scholarly articles. He 
has advised international organizations such as UNESCO, the World Bank, and the World Trade 
Organization, played a leadership role in several professional organizations, and served as Editor 
from 2006 to 2009 and dramatically increased the impact of Review of Policy Research, the jour
nal specializing in the politics and policy of science and technology. He holds a Ph.D. in 
Political Economy and Public Policy from the University of Southern California. 

laurel Smith-Doerr is the inaugural Director of the Institute for Social Science Research, and 
Professor of Sociology at University of Massachusetts at Amherst. She held faculty appoint
ments in the Boston University Department of Sociology from 1999 to 2013. Her research and 
teaching interests focus on science and technology communities, issues in gender and work, 
organizations, and social networks. She investigates collaboration, implications of different orga
nizational forms for women's equity in science, gendering of scientific networks and approaches 
to responsibilities, and tensions in the institutionalization of science policy. Results of this 
research have been published in her book, lM>men-5 lM>rk: Gender Equity v. Hierarchy in the Life 
Scietzces and scholarly journals including Nature, Biotechnology, Administrative Science Quarterly, 
Minerva, Regional Studies, American Behavioral Scientist, Sociological Forum, Sociological Perspectives 
and Gerzder & Society. In 2007-2009 she was appointed as a Visiting Scientist and Program 
Officer in Science, Technology and Society at the National Science Foundation. She received 
the NSF Director's Award for Collaborative Integration for her work in leading the Ethics 
Education in Science and Engineering program and on the committee implementing the 

xix 



Contributors 

ethics education policies of the America COMPETES Act of 2007. She has been elected as a 
Council Member at-large to both the Society for Social Studies of Science ( 4S) (2011-2013) 
and the American Sociological Association (2012-2014). She received her BA from Pomona 
College and her MA/Ph.D. from the University of Arizona. 

Laura Stark is Assistant Professor at Vanderbilt University's Center for Medicine, Health, and 
Society, and Associate Editor of the journal History & Theory. She is author of Behind Closed 
Doors: IRBs and the Making <if Ethical Research, which was published in 2012 by University of 
Chicago Press. She is also author of several articles and chapters on the science, the state and 
social theory. Her current research explores research settings through the lives of "normal 
control" research subjects enrolled in the first clinical trials at the U.S. National Institutes of 
Health after World War II. Laura received her Ph.D. in Sociology from Princeton University in 
2006, was a Postdoctoral Fellow in Science in Human Culture at Northwestern University 
from 2006 to 2008, and held a Stetten Fellowship at the Office of NIH History at the National 
Institutes of Health from 2008 to 2009. 

Kim TaiiBear is Associate Professor of Science, Technology, and Environmental Policy at the 
University of California, Berkeley. She studies how genomics is co-constituted with ideas of 
race and indigeneity. More recently, she is engaged in an ethnography of indigenous bio-scien
tists, examining how they navigate different cultures of expertise and tradition, including both 
scientific communities and tribal communities. She is also beginning a new ethnographic proj
ect looking at tribal, federal, and scientific cultural and policy practices related to the Pipestone 
Quarries in southeastern Minnesota, a national monument and chief source of stone used to 
carve ceremonial pipes. 

jaita Talukdar is Associate Professor of Sociology at Loyola University, New Orleans. Her 
research explores the effects in urban India of social forces of gender, social class, culture, and 
globalization on the body, bodily processes, and health. At present, she is investigating how new 
upcoming gynis in the city of Kolkata are shaping perceptions and ideas of a fit and healthy 
body among urban Indians. 

ltai Vardi is a sociologist whose research focuses on the intersections of power, culture, and 
science and technology. As a Postdoctoral Research Associate at Boston University working on 
an NSF-funded project with Laurel Smith-Doerr and Jennifer Croissant, he developed an 
interest in understanding the social dynamics and contexts that enable and inhibit collaborative 
productions of scientific knowledge. He is currendy also working on a book project, which 
analyzes the public discourse on traffic accidents in the United States. His previous co-authored 
book, Driving Forces: The Trans-Israel Highway and the Privatizatiotz <if Civil Infrastructure in Israel 
(Jerusalem, Van Leer, 201 0), explores the relation between sociotechnical systems and resource 
inequality in Israel. By examining the Trans-Israel Highway, the largest infrastructure enterprise 
in the country's history and its first toll road, the book illuminates the troubling social conse
quences of Israel's current transportation and environmental policies. He received his BA and 
MA from Tel Aviv University and his Ph.D. from Boston University. He has published his work 
in scholarly journals such as Journal <if Social History and Food) Culture) and Society. 

Tom Waidzunas is Assistant Professor in the Department of Sociology at Temple University. 
His areas of interest are at the intersections of sociology of sexuality and gender, science stud
ies, and the sociology of social movements. In addition to his research on knowledge 

XX 

Contributors 

controversies and the ex-gay movement, he has also written about the construction and circu
lation of gay teen suicide statistics, and the experiences oflesbian, gay, and bisexual engin~ering 
students. He is currendy working on a book on the ex-gay movement and the relegatiOn of 
reorientation to the scientific fringe in the United States, also examining transnational dimen
sions of controversies over sexual reorientation therapies and religious ministries. 

xxi 



Acknowledgements 

~e thank Souli~ Chacko for her expert technosocial coordination of the manuscript prepara
tiOn. Her orgamzational skills, ability to anticipate and solve problems, and attention to detail 
have been critical to the project. We also thank Beth Dougherty for her coordination of the 
early stages of the project and for her contribution to our discussions about the content of the 
manuscript. 

xxii 

Introduction 
Science, technology and society 

Daniel Lee Kleinman and Kelly Moore 

In the last decade or so, the field of science and technology studies (STS) has become an intel
lectually dynamic interdisciplinary arena. Concepts, methods, and theoretical perspectives are 
being drawn from long-established disciplines, such as history, geography, sociology, communi
cations, anthropology, and political science, and from relatively young fields such as critical race 
studies and women's and gender studies. From its origins in philosophical and political debates 
about the creation and use of scientific knowledge, STS has become a wide and deep space for 
consideration of the place of science and technology in the world, past and present. STS is a 
field characterized by lively debates centered on foundational ideas and by work shaped by 
engagement with contemporary and past techno-scientific issues. If scholars energetically 
pursued questions of what it means to talk about the construction of knowledge and science 
in the early days of the field, today STS covers a wider range of topics, from the experiences 
of nuclear power workers to the hydrological construction of nation-state borders and the poli
tics of scientific dieting among India's economic elites. Beyond those who identify primarily as 
STS scholars are researchers whose work speaks forcefully and compellingly to the techno
science-society I culture nexus. Thus, for example, there are scholars who associate primarily 
with the field of communications, but do engaging work on new social media, and law profes
sors who write provocatively on the politics of the knowledge commons. 

We take a big tent approach to STS, and in this handbook we seek to capture the dynamism 
and breadth of the field by presenting work that pushes us to think about science and tech
nology and their intersections with social life in new ways. The book is not comprehensive in 
the sense of covering every corner of the field, but rather, highlights a range of theoretical and 
empirical approaches to some of the persistent - and new - questions in the field. Rather than 
soliciting traditional handbook review essays concluding with research questions pointing the 
field forward, we asked prospective authors, including senior and early career scholars doing 
some of the most vital work in the broad science, technology and society arena, to contribute 
pieces that are explanatory and weave clear and cogent arguments through important empiri
cal cases. 

The chapters are organized around six topic areas: embodiment, consuming technoscience, 
digitization, environments, science as work, and rules and standards. Over the past half-decade, 
these areas have yielded especially important empirical insights and/ or generated new 
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theoretical ferment. New developments, such as digitization, the role of markets and corpora
tions in the sociotechnical shaping of human bodies (especially gendered, sexualized, 
ethno-racialized, and classed bodies), and increasing citizen participation in local, national and 
international science and technology governance, have been important impetuses for extend
ing and challenging STS theory, including by using insights from other disciplines. Other topics, 
such as science as work, embodiment, and environments, are oflong-standing concern in STS, 
but are the location where some of the fields' freshest ideas are emerging. 

We also aimed to create a collection that, despite the diversity of the chapters, has an element 
of unity across essays. To generate thematic coherence throughout the book, authors, some 
more explicitly than others, address one or more of three key processes: how and why ideas, 
artifacts, and practices come to be institutionalized or disrupted; what explains the scale at 
which technoscience comes to have meaning, is struggled over and travels; and by what means 
materiality and cultural value(s) shape science and technology. These themes are not 
exhaustive but they represent some of the enduring and newer questions that STS addresses. 
Contributors approach questions of institutionalization and disruption by attending to canon
ical explananda, and to newer (for STS) foci, such as advertising and market mechanisms, and 
that most distinctive technology, the internet, that have been ever more important over the past 
decade. Some of our writers, consistent with recent developments in STS, bring renewed 
awareness to contests over the meanings of"global" and "local," exploring how at least some 
aspects of technoscience-infused social life are especially compressed in time and space, and 
others vastly expanded. Finally, materiality and culture have long been at the heart of STS. 
Authors in this book attend closely to how the material is realized, and when and how social 
meanings and symbols matter in questions of technoscience. Materiality, once dismissed by the 
field, is now a topic of central concern, as is culture, in shaping individual and group identities, 
careers, nation-states, and scientific objects and networks. These themes are not exhaustive of 
the strands of work currently being done in STS; they do, however, offer ways of capturing how 
contemporary STS scholars are grappling with new questions and topics. Our big tent 
approach to STS thus seeks to capture concerns that are at the center of the field, and some 
that are at its (current) edges, but which address the crucial issues surrounding the relationship 
among science, technology, and society. 

Situating the work within the book in the context of social studies of science and technol
ogy over the past three decades illuminates some of the specific and enduring insights from the 
field, on which some of bur contributors build, some challenge, and others use only indirectly. 
The canon in STS as a disciplinary arena (as opposed to a wider network of scholarship) was 
built on a specific set of debates that emerged in the 1970s and 1980s; yet some of the insights 
and concerns from this early period, such as the relationship between ethnoracialization and 
science, sexuality, and inequality were never built into the canon. Excellent overviews of the 
field of STS exist (Hess 1995, Biagioli 1999, Bauschpies et al. 2006, Sismondo 2004, Lynch 
2012); our goal in this introduction is more limited: to provide context for the chapters that 
follow, by tracing out some of the key developments in STS, and some of the current direc
tions of the more expansive contemporary field. Rather than rehearse a canonical story, we also 
include some debates and contributions that were dormant but have now come to fore, and 
some of the new areas in which we see considerable dynamism in the field. 

From constructivism to politics 

Long before there was a field of science and technology studies or even science, technology, and 
society, there was a small group of American researchers in the area of the sociology of science. 
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Writing from the middle of the twentieth century forward, these scholars, most especially 
Robert K. Merton, reflected a dominant strain of sociology at the time, focusing on science as 
a distinctive institution with unique dynamics (Merton 1957, 1968, Cole and Cole 1973, 
Zuckerman 1967). Starting from a functionalist perspective, scholars in this tradition were 
concerned with understanding what about the institutional character of science permitted it to 
produce a distinctive kind of knowledge, what factors could interfere with the inherently 
progressive dynamic of science, and how rewards were distributed among scientists. By the late 
1960s and early 1970s, a much smaller group of Marxist-influenced social scientists examined 

1
how class relations were reproduced through scientific work (Whalley 1978), via the suppres
sion of particular research topics (Martin 1981), and via technology more generally (N able 
1977). Marxists, however, never had the same influence on studies of science as the functional
ists did, and indeed, were not associated with the sociology of science per se. Their concerns 
with the social inequalities associated with technology continue to be reflected in other ways 
in the field, as we discuss below. At the same time that Marxist-influenced analysts were asking 
questions about technologies and work, race, gender and sexuality analysts, some of them scien
tists themselves, began to raise questions about how social identities and power relations were 
produced through technopolitical means (Haraway 1982, 1991, Fausto Sterling 1978, Duster 

1981, Cowan 1983, Harding 1986). 
It was Merton, and his students and followers, who became the touchstone against which a 

new wave of European science scholars defined themselves. The Mertonian institutionalist 
approach, according to its critics, treated the core of science the production of knowledge -
as a black box, and presumed, rather than demonstrated, that science operated according to a 
unique set of rules (Merton 1957, 1971). Influenced in part by the postmodern philosophical 
turn in which discursive assumptions and foundations of knowledge claims were scrutinized, 
STS scholars theoretically examined scientific knowledge-making processes, and engaged in a 
series of laboratory-based ethnographic studies. Sometimes seeking to show that scientific 
knowledge is symmetrical with other beliefs (Barnes 1977, Bloor 1976), that technology, not 
nature, played a key role in vetting what counted as scientific fact, and at other times seeking 
to understand how qualifications (modalities) surrounding scientific claims are jettisoned in the 
establishment of"facts" (Latour and Woolgar 1979), much of this work was unconcerned with 
the role of institutional and organizational characteristics, such as government established laws, 
bureaucratic rules, and personnel pipelines, in shaping the content of knowledge (but see, for 
example, Barnes and MacKenzie 1979). The broad rubric under which this work falls is 
"constructivism," and it re-centered the social analysis of science at a particular scale and around 
a specific set of questions and possible answers. One of its major contributions to STS is to have 
demonstrated that knowledge is not simply "discovered," but made through the actions and 

work of scientists. 
In the U.S., working in the broad constructivist tradition, Thomas F. Gieryn (1982) intro

duced the concept of "boundary work," giving STS scholars a way to analyze scientific 
knowledge production as a form of discursive contestation, in which "people contend for legit
imacy, or challenge the cognitive authority of science" (Gieryn 1995: 405). He asked how 
discursive boundaries are drawn between what is science and what is not. Gieryn's analysis drew 
attention to contestations not only among scientists, but between scientists and non-scientists 
over what should count as credible scientific knowledge. The social practice of maintaining 
science as a rarefied work, then, was one of the many activities that scientists undertook to 

produce certified scientific claims. 
Some post-Mertonian work trained its attention on ontological matters, like whether the 

boundaries between context and content, inside and outside, science and society, humans and 
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non-humans, and actors and environments are anything more than analysts' constructions. 
Bruno Latour, most famously associated with "actor network theory," stressed these matters, and 
rejected the possibility of understanding discrete factors and causal relations in patterns of 
technoscience (Latour and Woolgar 1979, Latour 1987, Latour 1993). Along with many other 
analysts, Latour insisted on the mutuality of interactions and the co-construction of such enti
ties as nature and society, human and non-human. Forget cause and effect, independent and 
dependent variables, social structure, and power relations in any traditional sense, said Latour. 
Study the networks and the humans and non-humans who constitute them. Latour argued that 
analysts should capture how actors enroll other actors in a process of interest translation. 
Methodologically, Latour's approach owes much to Michel Foucault's (1977) genealogical tech
nique. Following Foucault, Latour introduced the notion that just as science was an outcome, 
so, too, were the "social" and the "political." That is, they could not, in his view, be used to 
explain anything, since they were made at the same time that science was being made. Latour's 
work contributed key ideas to the field, including the notion of non-humans as actants, the 
claim that scientists seek credit rather than truth itself, the contention that enrollment is a key 
process in scientific credibility contests, and the position that a modernist perspective of unidi
rectional "causality" is an inappropriate underpinning for analysis. 

While Latour's work became a virtually obligatory citation (or should we say obligatory 
passage point?) in science and technology studies in the 1980s and 1990s, and Gieryn's signa
ture concept has generated thousands of citations and research studies, theirs was not the only 
work in the spotlight. Among other prominent scholarship was the social worlds approach 
brought to prominence most especially by Adele Clark and Joan Fujimura's The Right Tools for 
the Job (1992). Reflecting the influence of symbolic interactionism (see Blumer 1969), the social 
worlds approach, like actor network theory, emphasizes the blurring of boundaries between 
such common dichotomies as context and content, structure and agency, and inside and outside. 
Much emphasis in this research tradition is placed on the mechanisms - like boundary objects 
and standardized packages- that enable cooperation among diverse actors (Star and Griesemer 1989, 
Fujimura 1987, 1988, Figert 1996). Social worlds analyses tend to describe how things happen, 
not explain why per se, and to draw attention to the multiple ways that a particular sociotech
nical object can be seen by different actors. Like Latour, social worlds analysts are interested in 
construction processes and the work that it takes to create the common meanings that func
tionalist analysts took for granted as something that scientific training took care of, and that 
Marxist analysts assumed were given by capitalism. They were not focused on "culture," per se 
- for symbolic interactionists there is no separate world of"culture," since symbols are consti
tutive of social life. In this context, they have helped us to see the instability of the meanings 
of objects of scientific study, the problems of cooperating and coordination, and the ways that 
taken for granted ideas about the scientific object itself shape scientists' questions, answers and 
methods. 

At the same time, a group of scholars less concerned with the discursive construction of 
science began to investigate large technological systems. Well before the development of STS 
as a field, social scientists and historians largely saw large-scale technological systems as projects 
whose accomplishment was the result of the straightforward application of engineering skills 
and available resources. It was not until several decades later that scholars of technology began 
to systematically investigate how the technological and social were knitted together across 
expanses of time, geography, and scale. Historian Thomas P. Hughes' foundational 1983 study 
of the simultaneous creation of large-scale technical and social systems of power - in his case, 
electrification - called into question the long standing distinction between the technical and 
the social (Hughes 1983). Elaborated by Trevor Pinch and Wiebe Bijker (1984), this tradition 
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emphasizes how discursive and material processes produce particular cultural understandings of 

the material and social worlds. 
Diane Vaughan (1996) brought these kinds of cultural concerns to the analysis of technical 

systems, but through a different lens. Her study of the NASA Challenger disaster sought to 
understand the place of organizational culture in explaining why failures occur in large-scale 
technosystems. What was especially innovative about Vaughan's work was that she showed that 
cultures that develop in complex technosocial systems can build in high potential for failure. 
Like the work of Ruth Schwartz Cowan (1983), whose study of how household innovations 
that were supposed to lighten women's work loads but simply transformed the type, but not 
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the amount, of work that women did,Vaughan's investigation explicitly called into question the 
long-standing association between technology and progress. Methodologically, STS analysts of 
large-scale technical systems introduced something new to the field: that these systems must be 
studied at the very local and everyday scale, and as large, trans-geographic and trans-temporal 

systems. 
Taken together, this foundational scholarship has played an important role in teaching us that 

we cannot understand knowledge as the product of a simple reading of nature or the develop
ment of technological systems as a reflection of an immanent logic in the technology itself. It 
has also trained us to see that we cannot ignore the local and the contingent, or the role of 
language, or assume the stability of objects. Methodologically, through careful attention to the 
everyday practices of scientists, early STS scholars highlighted that the spread of knowledge as 
an accomplishment that requires work, that technologies and language shape scientific knowl
edge, and that scientific objects must be created and may have multiple meanings and disparate 
interpretations. Many of the scholars in this book draw on tools, methods and frameworks from 
these traditions, often creatively expanding them and joining them together with other ways of 
analyzing science. 

Since the 1990s, STS has expanded and become more intellectually and demographically 
diverse. One of the key developments was that scholars began to pay much greater attention to 
the role of other institutions, but especially the state, and to other logics, such as profit, that 
shaped what was studied, how it was studied, and with what consequences for scientists and 
other relevant groups. Work by Kleinman (1995) and Guston and Keniston (1994) showed the 
power of the state can profoundly shape the direction of scientific research via funding patterns 
and policy decisions that have direct effects on which groups would benefit from science, and 
which would not. Mukerji (1989) and Moore (1996) showed that scientists' close relationships 
with the state, as recipients of funding and as advisors in a variety of capacities, including on 
military matters, simultaneously served to give scientists authority and approbation and to chal
lenge the notion that science was an intellectually and morally autonomous community. In 
moving outside the laboratory and the study of technological systems, state-centered work 
moved the social study of science away from investigation of the everyday lives and work of 
scientists, and toward other social systems and relations of power that shaped scientific knowl
edge formation. The move from lab to other institutions was not the only move made possible 
by this body of work: it also opened up new possibilities for understanding why some groups 
benefited more than others from the fruits of scientific research. While early STS placed scien
tists at the center of analysis, this work placed them in the context of other social systems that 
shaped content, methods, and outcomes. More recent work in this vein explores how and why 
some scientific endeavors result in harm to people and environments, and how government and 
corporate political-scientific categorizations, rules and guidelines can reproduce, create, or 
undermine extant inequalities (Frickel and Edwards 2011, Hess 2007, Suryanarayan and 
Kleinman 2013). 
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Epstein's now-classic book on AIDS activism and its politics (1996) set a new baseline for 
studying intersections among states, scientists and scientific research subjects. Epstein showed 
how scientific credibility could be gained by non-scientists, and how they could transform 
scientific practices and rules. His book played an important role in prompting discussions about 
the role of non-experts in highly technical realms (see also Wynne 1992). In addition to open
ing up new veins of discussion in STS, Epstein's work combined cultural and institutional 
analysis in a way rare in STS in the mid-1990s. Earlier STS scholars had asserted, through care
ful attention to the language and practices of scientists, that science is not as distinctive a 
practice as is often believed. But these earlier scholars made these assertions through their own 
analytic categories. Epstein used ethnographic evidence from the study of AIDS treatment 
activism, scientists' practices, and the mixes between the two to demonstrate how science might 
be revised to incorporate the needs and interests of its subjects, including through changes in 
formal rules that shape who gets to have a say in what is studied, how it is studied, and for what 
purposes. 

Questions of power and challenges by or on behalf of people who are not themselves scien
tists, by scientists with concerns about social justice, or more generally, attention to power from 
below, is now a thriving component of STS (Fricke! 2004, Ottinger 2013, Benjamin 2013, 
Nelson 2011, Allen 2003, Mamo and Fishman 2013, Corburn 2005). These analysts take 
conflict and inequality as enduring features of social life. While attentive to the agency involved 
in creating nature/society and technical/social divides, these scholars also see extant arrange
ments as constraining social action. Questions of inequality are, for these researchers, crucially 
important concerns. In this context, conceptualizing power becomes a matter of explanatory 
capacity (Albert et al. 2009,Albert and Kleinman 2011, Fisher 2009, Frickel and Moore 2005). 
Much of our own scholarship fits into this tradition (Moore 2013, Kleinman 2003). 

One of the most striking aspects of recent work in STS is its attention to social aspects of 
science in places other than the European Union and the U.S. (Varma 2013, Moore et al. 2011, 
Philip et al. 2012, East Asian Science, Technology and Society, Kuo 2012, Petryna 2009). This schol
arship has taught us, first, that the standard stories of innovation in which it flows from the 
technologically and scientifically rich U.S. and the EU to poorer countries fails to take into 
account the reverse of those flows from less wealthy nations to the EU and the U.S. It also 
reveals how and why science and technology are integrated into projects of colonial, postcolo
nial and neoliberal systems of culture and governance in ways that shape the qualities and types 
of relations we have with each other. Adriana Petryna, for example, has demonstrated how the 
global spread of clinical trials, particularly from wealthier countries to those less wealthy, has had 
complex effects that are not neatly captured by the dichotomies of harm and benefit (2009). 
This set of investigations has illuminated how and why governments include science and tech
nology into systems of governance in very different ways from what the first generation of STS 
scholars recognized. 

It is impossible in a few short pages to capture the movement of STS from a relatively 
narrowly focused research arena to a broad, diverse and dynamic scholarly field. Indeed, we have 

not come close to describing all of the prominent work on this intellectual terrain, let alone 
that vast array of scholarship that has led us to think about technoscience differently. We have, 
however, sought to provide some sense of the movement in STS over the past several decades, 
highlighting important conceptual and empirical areas that have been pursued. 

In this handbook, we seek to build on the great array of methods, concepts, and empirical 
foci that that now define STS. At the outset, our aim was to cast a broad net. Among other 
things, our authors are not only trained as sociologists, as we are and many early STS scholars 
were, but also as anthropologists, historians, and political scientists. Some of the authors in this 
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book received their degrees in science and technology studies programs, suggesting how far 
STS has come from its early days. While all of the contributors to this book seek explanations 
and all, in one way or another, are concerned with politics, power, and inequality, some 
approach their empirical focus using the tools of organizational and political sociology, others 
are inspired by action research, and still others take their lead from poststructuralist theory. 

Key topics and themes 

Too often edited collections are connected by little beyond the glue or thread that holds their 
1 

pages together. While we sought diversity in bringing the authors in this handbook together, 
we also aimed to achieve coherence and hoped that directly and indirectly the chapters in this 
Handbook would speak to one another. As we noted earlier, each of the chapters in this book 
addresses one or more central sociocultural processes: institutionalization and institutional 
disruption; scale; and the role of culture and the material world in shaping science and vice
versa. Authors were also asked to read and comment on others' chapters, in order to bring 
further unity to the book. Finally, we have organized the book around several key topic areas. 
We briefly return to our key themes and then move on to an overview of the major topics that 
animate the book and the ways that the chapters engage them. 

As we noted earlier, one of the key developments in STS over the past two decades has been 
a turn toward social systems that constrain and enable action. For social scientists, institutional
ization is the process by which norms, worldviews, or social or cultural structures come to be 
taken for granted and be powerful forces in shaping social life. While institutions are by defini
tion typically stable, an array of factors can undermine or disrupt this stability, creating the space 
for social transformation of various sorts. In the section entitled "Technoscience and/ as Work," 
Vardi and Smith-Doerr, for example, contribute a chapter that explores the ways in which 
gender works in the knowledge economy. They show that in some contexts collaboration in 
research may disrupt gender inequality, while in others it may institutionalize it. 

Analysts of scientific ideas, technological innovation, and the spread of technoscientific 
"goods" and "bads" have drawn attention to problems of aggregation, or scale. Geographers 
have drawn our attention to this concept, and although analysts do not agree on the meaning 
of the term, broadly speaking we might think of scale as specifying degrees of aggregation of 
social action that often point to territorial variation. Capturing the contested meaning of the 
term, our authors deploy the concept of aggregation in a variety of ways. Among those who 
make scale a central piece of their analysis in this collection is Abby J. Kinchy. In her chapter, 
Kinchy uses scale as a way to understand the politics of science-related regulation. She consid
ers the relationship between the scale of environmental governance and the production of 
knowledge of shale gas development in the United States. 

Finally, many of our chapters explore how established cultural values and dimensions of the 
material world shape science. A long-standing concern in STS - if not the preoccupation of 
the field for its first few decades - our authors come at this issue in innovative and provocative 
ways. Some of this newer work is more attentive to questions of social identities other than 
those of scientists, and to relations of power than the first generations of STS researchers were. 
PJ Rey and Whitney Erin Boesel, for example, examine how deeply established perspectives on 
subjectivity and organic flesh as the basis for understanding ourselves as humans prompt us to 
maintain a rigid boundary between "the online" and "the oflline," a boundary that devalues 
digitally mediated experiences and their role in forming our subjectivity. Rey and Boesel argue 
against any notion ofbifurcated subjectivity, suggesting that in the twenty-first century we need 
to understand ourselves as enhanced subjects. 
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The chapters to come 

Beyond considering one or more of the broad processes we outlined above the research 

collected .in this ~o~~ fi~s empir~cally into one of six topic areas: Embodimen;, Consuming 
TechnosCience, Digltlzatwn, Environment, Technoscience as Work, and Rules and Standards. 
While we might have selected many possible empirical foci to ask prospective authors to 
addr~ss, we chose these areas for two reasons. First, we see the issues raised by each of them as 
c~ucial. matters o~broad public debate. Surely, a vital STS should be adding to central societal 
~Iscussions ~bout Issues such as cyber-bullying and the role of hydraulic fracturing in contribut
~ng . to . environmental degradation. Second, much (although certainly not all) of the most 
mtngumg work in STS today covers the broad empirical terrain mapped out in this book. 

Embodiment 

As AIDS spreads in the global south, constraints on drug access inhibit its containment. In the 
U.S., low income citizens are exposed to toxins in their communities and confront limits to 
medical care. ~t the same time, some dream of winning the fight against cancer with targeted 
nanotechological treatments, and implants of various types vow to sharpen our sight, brain

power" an~ , endurance. Promises to "sort out" and group people by sexuality, 
ethno- racial ~geogra~hy, ~nd gen~er via technologies and scientific definitions abound, yet 
the pro~ered SI~ple scientific solutwns are increasingly contested by the very groups that are 
the subjects of mter:ention. Some of the most innovative and important scholarship in STS
related fields today mvolves investigations of health, medicine and the body. In this section, 
authors explore some of the most topical issues at the intersection of technoscience, medicine 
and health, but reach beyond typical subject matter by examining an array of issues centering 
on the politics of the body. 

.In the opening chapter of this section, Kimberly Tallbear uses feminist-indigenous stand

pomt theory t'~ que~~ion ~hether the DNA ancestry tests offered to Native American groups 
to help them solve questiOns of ancestry actually serve Native American interests. The tests 
are often marketed as means of clearing up messy social questions of membership via ancestry, 
but as she demonstrates, not only are the tests offered with little information about what the 
t~sts cannot do, they contribute to undermining Native American cultural and political sover
eignty. 

Technoscienti~c me~ns of. ~ividing bodies into biologically-based "racial" groups argues 
Anthony Hatch, IS a preconditiOn for explaining racial inequality in biological terms. In his 
c.hapter, Hatch d~monstrates that institutionalized racism is filtered through biomedical prac
tices and assumptiOns. One r~sult, he suggests, is that African Americans are now far more likely 
than other groups to be diagnosed with "metabolic syndrome." Metabolic syndrome, he 
demonstrates, compresses group-based differences in the economic and political resources that 
are necessary f~r good health into a term that only references the biological processes within 
the body, effectively turning the interior of bodies into sites of racial categorization. 

Tom Wa~d~unas' chapter takes on just the opposite process: the undoing of a diagnostic stan
dar~ that divided people into homosexuals and heterosexuals. Debates between scientists and 
their (often conservative Christian) supporters who see sexual orientation as a set of social 
behavio~s and ch~ices, ~nd thus potentially changeable via "conversion therapy," and scientists 
who think of onentatwn as fundamentally biological, raged for several decades. But in a 
surprising turn of events, the two camps have converged on a new definition of sexual orien
tation as a biological process, and created a new concept - sexual orientation identity _ to 
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capture one's recognition of one's orientation. As Waidzunas shows, however, the new standard 
is based on a thin understanding of (social) sexuality and is incommensurate with what is 

known about female sexual desire. 
Like the other chapters in this section, Marianne de Laet and Joe Dumit's chapter addresses 

the relationship between symbolic representations of bodies, and bodies themselves. Using the 
cases ofbaby growth charts and calorie counters, they demonstrate how graphs- since Latour, 
a longstanding topic in STS - tell us not only what to know, but how to know, and materially 
shape interventions on human bodies by setting biostandards that users apply to the monitor

~ng and production of the bioself. 

Consuming technoscience 

We think of consumers as those who purchase products in retail environments, but consump
tion has a vastly broader set of meanings. Governments are consumers of new technologies and 
their habits of consumption shape production. The U.S. defense establishment's demand for 
information technology explains the birth of the internet. We consume when we ingest foods 
and medicines. Different actors consume technoscience and do so in different ways, and new 
developments in technoscience shape consumption itself. Local stores are challenged by website 
offerings. Our consumption practices are tracked by internet retailers whose promotions are 
then geared specifically to us. In this section, authors explore a number of the topics at the 
intersection of technoscience and consumption, looking at consumption as "ingestion," as the 
taking in of information, and as the creation and purchase of particular kinds of technoscien-

tific products. 
Shobita Parthasarathy's chapter begins this section, by asking to what extent direct-to-

consumer medical genetics testing empowers "somatic" individuals, as not only its marketers 
but other STS analysts have claimed. She challenges four assumptions: that such tests are easily 
understood and accurate, that all somatic knowledge is valuable, that consumers are sufficiently 
homogenous that the interpretations of the tests are unproblematic, and that the tests are 
unproblematically useful for making health decisions. In a surprising move, given STS' new 
emphases on non-scientists' roles in the development and use of technoscience, Parthasarathy 
raises doubts about whether consumers are well-positioned to make independent decisions 
based on these tests and calls for a greater role for biomedical experts in interpreting test results. 

It is hard to underestimate the global enthusiasm for personal communication technologies 
such as computers, but especially, for mobile phones. The excitement over the consumption of 
what Hsing-Hsin Chen calls "gadgets," however, has not been matched by attention to the 
human costs of the manufacturing of these gadgets in places like Taiwan. As was the case in earlier 
industrial expansions, factory workers who make gadgets face socially and biologically danger
ous work conditions. Only some of the labor controversies that emerge in high-tech 
manufacturing become visible to publics. Using the case of the 2010 suicides at FoxConn, the 
maker of the iPhone, and the less well-known legal fight over cancer rates among RCA work
ers, Chen argues that political institutions shape the way that technopolitical controversies are 
made visible, or invisible, via the theatrical and the mechanical. The visibility of the FoxConn case, 
he shows, had much to do with the ability of activists to harness the profit-driven framing of the 
mobile phone as a consumer fashion item to bring labor issues to light through theatricality. 

Jaita Talukdar's chapter concludes this section by investigating the consumption not of mate
rial products, but of technoscientific ideas about health and eating. Earlier, crude analyses of the 
flow of food ideals and products from the U.S. to other parts of globe decried the" destruction" 
oflocal ways of eating. Through an analysis of women in different parts of the Indian economy, 
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Talukdar shows that "scientific eating" ideals from the west are hardly taken up wholesale. 
Urban women in new economy jobs are most likely to encounter the ideals and their 
purported benefits, and when they consume the ideas, cognitively and through eating, they are 
filtered through gendered Indian ideals about fasting and the social value of foods such as rice 
and oils. 

Digitization 

From social media to web 2.0, commerce, politics, and social life are being transformed by the 
revolution in digital technology. Shopping online is commonplace, retailers, banks and govern
ments track consumers'/citizens' habits. U.S. candidates for public office announce their bids 
on the web, fundraise online, and circulate trial balloons via Twitter. Sexting is new to our lexi
con, and Facebook is a means of party planning. Of course, these practices are not distributed 
equally within countries and across the globe, and the steamroller-like spread of some of these 
technologies raises questions about their virtues and drawbacks and their broad meaning. STS 
scholars and researchers in allied fields are contributing to our knowledge of these develop
ments and can help us understand them. 

STS scholars have assumed that low costs help account for the spread of new information 
and communication technologies such as mobile phones and software, yet they rarely investi
gate how and why price matters. Kristen Eschenfelder shows that pricing effects are far from 
straightforward in the case of digital databases that contain published works, because vendors' 
and diverse users' expectations about database use, such as the seemingly simple idea of" down
loading," are not always aligned. She uses the concepts inscription and anti-program to explain 
users' backlash against pricing schemes, and constant renegotiation- rather than static terms like 
disruption - to characterize the interactions between digital publication database users and 
vendors. 

Just as digitization complicates the meanings of the appropriate use of information, it 
complicates QUr ideas about subjectivity. Debates about how digital communications have 
affected selfhood usually center around the benefits and drawbacks of being able to represent 
ourselves "online," but have less to say about the idea of personhood and subjectivity that 
underlie these normative questions. PJ Rey and Whitney Boesel argue against the idea that 
digitization splits us into distinct "offline" and "online" subjects, wrenching a whole subject 
apart and making her into two uneasily coexisting subjects. They argue, instead, online and 
offline subjectivity are not ontologically distinct. Quite the opposite: our subjectivity is now 
"augmented," such that online and offline are extensions of each other. 

Digital gaming is both an increasingly common subjective experience, and very big busi
ness. South Korea exemplifies both trends: gaming is extremely popular among young men and 
is a source of national identity, and the industry has been so successful that other countries are 
looking to it for clues to global market success. Dal-Yong Jin and Michael Borowy argue that 
Korean gaming industry's market history results in part from neoliberal government interven
tions. The industry's trajectory cannot be understood, they argue, without reference to 
neoliberal interventions to promote the industry atld social protectionist measures to limit game 
use because of social concerns over the effects of internet addiction on family life. Political 
culture, not purely economic logics, must be taken into account to explain the ways that digi
tal industries are created and how they are institutionalized. 

The governance and spread of digital communications, argues J.P. Singh, is profoundly 
shaped by political cultures at the global level, which are formalized and expressed in treaties, 
agreements, and rules. Some cultural ideas are shaped by the interests of actors involved in 
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governance, such as firms and states, others by the cultural ideas about how information should 
flow that were inherited from the governance of early communication technologies, such as 
telephones. Attentive to the multidirectionality of governance, Singh demonstrates that popu
lar participation in digital governance and use, such as indymedias, are increasing, and that 
wealthy countries' ability to dominate global governance is being challenged by regional gover
nance arrangements and voting power blocs among and by lower income countries. 

Environments 

We often speak of one environment- nature - which humans have callously destroyed. But there 
is not one environment. Environments vary across countries, regions, and economies. Environ
ments, but especially those composed of biological entities and physical forces such as wind, fire, 
and water, are macro, micro, inside and outside and everything in between. What is the relation
ship between their fates and technoscience? In this section, our authors explore the relationship 
between an environment and science and technology, addressing some of the crucial questions 
that face citizens and policymakers across the globe. 

Roopali Phadke's chapter introduces what she calls "place-based technology assessment" (PBTA), 
an approach which allows researchers to develop strategies that connect local policy actors with 
social movement demands through multisite, multiscale research collaborations. Phadke 
describes a three-stage process working with a local government in Michigan in which her 
team sought to capture public concerns and opinions about the emergence of wind energy on 
their landscape. Phadke's chapter clearly shows the viability of a place-based approach to the 
anticipatory governance of technology. 

Abby Kinchy's chapter explores the politics of the regulation of £racking, or hydraulic frac
turing natural-gas extraction. Like Phadke, scale figures centrally in Kinchy's analysis. Kinchy 
shows that scientific knowledge claims may be used to justify and institutionalize the scale at 
which regulatory decisions are made and at which the concerns of residents and others are 
attended. Looking at the £racking debate in Pennsylvania, Kinchy also provides evidence that 
the scale of political engagement can shape the way in which scientific understanding takes 
shape by affecting the framing of discussion and "orienting perspectives." 

While questions of the production of non-knowledge (or ignorance) figure in Kinchy's 
chapter, it is Scott Frickel's central concern. In his contribution, Frickel explores the relational 
dynamics of knowledge production and non-production. His chapter is a call for sustained and 
careful study of the problem of ignorance, or the absence of knowledge. Most centrally, Frickel 
is interested in why ignorance, once produced, gets institutionalized within and beyond science. 
Ignorance is a matter of absence, making it difficult to study. Accordingly, Frickel spends a good 
deal of his chapter on methodological matters, and illustrates his methodological and concep
tual insights with data from his own work on the relationship of soil quality to environmental 
risk following hurricane Katrina and the resulting floods. 

David Hess' contribution returns us to the subject of green energy technology. Drawing on 
and extending the work of Pierre Bourdieu and Fligstein and McAdam on field theory, and 
empirically examining green energy transitions, Hess takes up several of the themes that bind 
this collection. He considers the relationship between institutionalization and disruption of 
technology transitions, political values and material culture, and scalar and spatial dynamics of 
the politics governing the energy transitions. He considers the ideological tensions at stake in 
U.S. national- and state-level policy conflicts related to green energy and explores the positions 
and capacities of the relevant stakeholders. 

Prior to the Fukushima disaster, nuclear power was making something of an international 
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comeback, and nuclear power is the empirical focus of Sulifkar Amir's chapter. Amir's central 
contribution is to our understanding of the development of complex technological systems in 
what he calls "less advanced modernity." Amir focuses on the development of nuclear power in 
Indonesia and argues the Indonesian state has contributed to the escalation of risk in the devel
opment of nuclear power as a result of its institutional incapacity. Relatedly, he suggests that in 
the face of the contribution nuclear power can make to national economic development, the 
state makes ignorance a "norm of governance that clouds good and clear judgment." Here, 
national culture and institutionalization and disruption intersect. 

While Amir's work provides insights into the limitations and value of the "risk society" liter
ature in the analysis of countries in the global south, Samer Alatout's chapter seeks to bring 
together concepts from postcolonial studies and STS. Alatout suggests that understanding the 
politics of empire can help us grasp technoscience, and he suggests that empire is itself a prod
uct of scientific knowledge. Alatout takes the Jordan River as his empirical focus. He explores 
how that waterway was transformed as a result, first of the politics of empire, and later of 
nation-states, and their intersection with hydrogeological and archeological knowledge. 
Attentive to the problem of scale, Alatout suggests that it was the encounter with imperialism 
that reframed knowledge of the archaeology and hydrology of Palestine in such a way that 
produced the Jordan River as a border and transformed the quality and quantity of the water 
in it, along the way. 

Carroll and Freiburger conclude the Environments section. These authors reject the distinc
tion between the state and the environment altogether and suggest instead we should think of 
the state-environment as a gathering that is simultaneously human and non-human, material 
and discursive, practice and process. This reconceptualization, according to Carroll and 
Freiburger, necessitates that we understand the practices involved in what they term "environ
ing." They illustrate the environing process and the idea of the state-environment through a 
discussion of a set of boundary objects - land in Ireland from about 1600 to 1900, water in 
California from about 1850 to 1980, and lithium in Bolivia from about 1970 to 2012. 

Technoscience as work 

The labor force required for the production of our technoscientific world is diverse, stratified 
and global. While PhD scientists run their labs in boutique biotechnology companies living in 
a world that may seem more comfortable and stable than a life in U.S. higher education, in 
2010, immigrant workers in the Silicon Valley are exposed to highly toxic chemicals as they 
process computer chips, and workers in the global south disassemble tons of computer hard
ware and are poisoned by mercury. Who does technoscientific labor? What does it mean to do 
scientific or technological work? How are different actors affected by the social organization of 
the new knowledge economy? In this section, authors explore the many meanings of scientific 
work. 

Questions of the environmental damage and the risk to nearby residents resulting from the 
nuclear power disaster in Fukushima,Japan, in 2011 has received a great deal of attention in the 
popular press as well as in an array of scholarly venues. Much less attention has been paid to 
the nuclear plant workers that Gabrielle Hecht describes in her chapter as marginal to the 
technoscientific enterprise. Hecht takes us from Fukushima to Gabon, characterizing the expe
riences of those who maintain nuclear power plants and the workers who mine the uranium 
used to power them. The implications of Hecht's study extend well beyond nuclear power, 
providing insight into contract labor, the transnational distribution of danger, and the regimes 
by which industrial hazards become (im)perceptible. 
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From marginal workers who are neither scientists nor engineers, Mathieu Albert and Elise 
Paradis' chapter turns our attention to scholars who experience marginalization in their work 
environment. Albert and Paradis consider the experience of social scientists and humanists 
working in medical schools with an explicit commitment to interdisciplinary research. They 
find that the commitment to interdisciplinarity and collaboration notwithstanding, social scien
tists and humanities do not garner the same legitimacy or authority accorded to natural 
scientists. Albert and Paradis' analysis, guided by a framework influenced by Pierre Bourdieu in 
which "actors are embedded in a social universe where social and symbolic structures, which 

1 
predate their own entry into this universe, influence actions and social relations," provides a 
valuable way in which to understand how deeply institutionalized values shape scientific 
practice. 

Itai Vardi and Laurel Smith-Doerr extend the theme of researchers' marginalization. In 
their chapter, they explore both the benefits and disadvantages of research collaboration for 
women in the new knowledge economy. The authors find that collaboration, so lauded in 
discussions about the changing face of science, is a complex phenomenon. Drawing on 
secondary sources as well as their own preliminary data on collaboration in chemistry, Vardi 
and Smith-Doerr contend that "The gendered organization of science still favors dominant 
masculinity and hierarchies led by men in ways that usually go unnoticed." That said, these 
authors suggest that research collaboration, which demands a different mode of work than 
individually-oriented research, may undercut cultural and structural patterns of discrimina
tion, and new forms of research organization - like networks - may "disrupt traditional 
masculine power structures." 

Like Albert and Paradis, and Vardi and Smith-Doerr, Hee-Je Bak is interested in the role of 
institutionalized values in shaping scientific practice. While Albert and Paradis train our atten
tion on the varied work experiences of social scientists, humanists, and natural scientists and 
Vardi and Smith-Doerr are interested in the politics of gender, Bak is concerned with the ways 
science policies and commitments vary as we traverse national boundaries. Focusing on South 
Korea, Bak shows how that nation's government has mobilized science and technology for the 
purposes of economic development, and how the government's utilitarian focus has affected 
the norms and practices ofKorean scientists.While much early STS scholarship challenged the 
applicability of Merton's framing of scientific norms to scientists' everyday work, Bak shows 
how national culture and the state can affect scientists' commitments to those norms. 

We move, finally, from researchers central to scientific practice to workers at the margins 
of science - in this case, seafood workers and their role in testing seafood in the wake of the 
Deepwater Horizon oil spill in the Gulf of Mexico in 2011. Truth be told, the contribution 
of Brian Mayer, Kelly Bergstrand, and Kartina Running might have been placed in one of 
several sections in the handbook. Their investigation of seafood testing in the Gulf shows that, 
in this case, science was used as a tool to reduce uncertainty for both consumers and seafood 
workers. Thus, their contribution would fit nicely in the "ConsumingTechnoscience" section 
of the handbook. Mayer, Bergstrand, and Running's chapter is also about government 
responses to environmental disaster and the threat posed to the institutional credibility of 
science in the face of disaster. Thus, their contribution is relevant to matters of regulation and 
standards. These authors examine so-called sniff test science used to evaluate the contamina
tion of seafood and the ways in which this easy to learn procedure, to a certain extent, 
reassured consumers and facilitated seafood worker processing and thus constituted "comfort 
science." 
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Rules and standards 
What's in? What's out? What's good? What's bad? A mainstay of STS scholarship for the past 
several decades has been boundary construction and the creation of systems of classification in 
science and technology. Scholars have taken up these topics for good reason. What science gets 
done, how it is undertaken and who has access to it are all affected by the ways boundaries are 
drawn and standards are set. Rules and standards can sharply affect not only what can be under
taken, but who can participate, and in what ways. In this section, authors explore processes 
through which drug standards are established and institutionalized, how environmental regula
tions protect and harm different communities, and what it means to be a human subject. 

STS scholars have often relied on a key assumption about the intersection of scientistic 
thought and practice and the running of bureaucratic operations: the main role of scientists is 
to make impersonal judgments based on technical rules that enable organizations to carry out 
their goals. Laura Stark shows that this is neither the only role that scientists play in these 
systems, nor does it capture the basis of their decision making. Working in temporary delibera
tive bodies such as review panels and Institutional Review Boards, scientists, Stark shows, use 
discretion, rely on multiple kinds of knowledge, and act on the basis of group agreements to 
create rules and make judgments. In doing so, Stark challenges the conception of scientist-as
machine, and the narrow set of roles assigned to scientists as rule-makers. 

Like Stark, Figert and Bell are interested in the practices and outcomes of scientists as judges. 
Institutional Review Boards in the U.S. and parallel organizations in other countries must sort 
out ethical questions about who should be exposed to risks and acquire benefits in the rapidly 
expanding array of pharmaceutical trials around the world. Controversy over reliance on inter
national standards, and its opposite, ethical variability, has caused scientific, philosophical, 
political, and legal controversy. Figert and Bell show that ethical variability ought to be 
welcomed, for it upholds and disrupts the primacy of western ethical ideals, offering more 
possibilities for pharmaceuticalization to redress rather than reproduce medical global medical 
inequalities. 

Stark and Figert and Bell ask about how human interpretations shape the formation and 
enactment of sociotechnical rules, but Jane Fountain trains her attention on digitally mediated 
systems governing science and technology. In the U.S. and the EU, digitization is increasingly 
used as a means to coordinate science-related activities, including patenting and grants, across 
agencies and nations and among constituents, with highly variable success. Governance 
outcomes are powerfully shaped by institutional processes that include path dependence, the 
cultural values of software engineers and legislators, and extant structures of coordination. The 
uneven results of digital coordination of science governance, Fountain concludes, must be 
understood through close attention to these and other mechanisms of institutionalization. 

In the U.S., standards meant to protect human subjects are formalized in federal laws that 
are based on principles laid out in the 1977 Belmont Report. Meant to ensure that all research 
subjects were treated justly, the report set a baseline in which human subjects are treated as indi
viduals rather than as members of groups, that potential participants are equals at the point of 
entry into the research study, and that ethics boards and researchers, understand the scientific 
problems and probably ethical issues better than participants. Rachel Morello-Frosch and Phil 
Brown show that in socially disadvantaged communities, these assumptions powerfully limit the 
kinds ofbenefits that communities might gain from research, even when scientists are purport
edly working on behalf of a community. In this final chapter, they show that post-Belmont 
research ethics can address these problems. Characterized by community-scientist research part
nerships that include joint decisions on questions and methods, the interpretation of evidence, 
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and agency reporting, as well as reflexive ethics that include individual report-backs, post
Belmont research ethics can contribute to health improvements for communities and more 
knowledge of the limits and possibilities of medical knowledge for addressing health issues. 
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Scientists and the public alike are on the hunt for "Native American DNA."2 Hi-tech genomics 
labs at universities around the world search for answers to questions about human origins and 
ancient global migrations. In the glossy world of made-for-television science, celebrity geneti
cist Spencer Wells travels in jet planes and Land Rovers to far flung deserts and ice fields. Clad 
in North Face@ gear, he goes in search of indigenous DNA that will provide a window into 
our collective human past. 

Others - housewives, retirees, professionals in their spare time - search for faded faces and 
long-ago names, proof that their grandmothers' stories are true, that there are Indians obscured 
in the dense foliage of the family tree. Some are meticulous researchers, genealogists who want 
to fill in the blanks in their ancestral histories. They combine DNA testing with online 
networking to find their "DNA cousins." Some have romantic visions of documenting that 
"spiritual connection" they've always felt to Native Americans. A few imagine casino pay outs, 
free housing, education, and healthcare if they can get enrolled in a Native American tribe. 
Applicants to top-ranked schools have had their genomes surveyed for Native American DNA 
and other non-European ancestries with the hope of gaining racial favor in competitive admis
sions processes. Former citizens of Native American tribes ejected for reasons having to do with 
the financial stakes of membership have sought proof of Native American DNA to help them 
get back onto tribal rolls (Bolnick et al. 2007, Harmon 2006, Harris 2007, Koerner 2005, 
Simons 2007, Takeaway Media Productions 2003, Thirteen/WNET 2007, Wolinsky 2006, 
Marks 2002). 

Genetic scientists, family tree researchers, and would-be tribal members - often with little 
or no lived connection to tribal communities - have needs and perspectives that condition the 
production and use of Native American DNA knowledge in ways that rarely serve Native 
American communities themselves. How did it come to be that Native American bodies are 
expected to serve as sources of biological raw materials extracted to produce knowledge that 
not only does not benefit them, but may actually harm them by challenging their sovereignty, 
historical narratives, and identities? 

Science and Technology Studies (STS) scholars and those in related fields have addressed the 
co-constitution of racial and ethnic identities with genetic markers -both ancestry markers and 
those that are biomedically relevant (for example, Fullwiley 2008, Kahn 2006, Montoya 2011, 
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Nash 2003, 2004, Nelson 2008a, 2008b). Such analyses often focus on cultural, social, and 
economic differences historically of such conmmnities in relation to dominant populations. 
STS scholars have dealt less so with issues of Native American identity as implicated by genet
ics, with several notable exceptions (for example, Reardon 2005, Reardon and TallBear 2012, 
TallBear 2008, 2013). This is no doubt because the Native American racial/ ethnic category has 
the additional aspect of being characterized by the unique government-to-government rela
tionships of tribes with the U.S. state. Like most academic fields STS does not seem particularly 
cognizant of this aspect of indigenous life in the U.S. On the other hand, Native American and 
Indigenous Studies (NAIS) is the field in which Native American identity and governance 
issues are expertly treated. In its U.S. formation, NAIS engages little with the biological and 
physical sciences. Where it focuses on governance, it emphasizes the law over governance 
through science. Approaches from both fields are needed to understand the topic at hand. I 
inhabit both fields. 

What is Native American DNA? 

To understand Native American DNA we must understand not only contemporary genome 
science practices but also how Native American bodies have been treated historically. Native 
American bodies, both dead and living, have been sources ofbone, and more recently, ofblood, 
saliva, and hair, used to constitute knowledge of human biological and cultural history (Ben
zvi 2007, Bieder 1986, Reardon and TallBear 2012, Thomas 2000). In the nineteenth and early 
twentieth centuries, the American School of Anthropology rose to worldwide prominence 
through the physical inspection of Native American bones and skulls plucked from battlefields 
or from recent gravesites by grave-robbers-cum-c~ntract-workers, or scientists. It was certainly 
distasteful work to scavenge decomposing bodies, and boil them down so bones could be sent 
more easily to laboratories clean and ready for examination. 

But two justifications emerged for the work,justifications that will ring familiar in my analy
sis of contemporary genetic scientists' treatment of Native Americans' DNA. First, the Indians 
were seen as doomed to vanish before the steam engine of westward expansion. The idea was 
then and is now that they should be studied before their kind is no more. Second, this sort of 
research was and is purported to be for the good of knowledge, and knowledge was and is 
supposed to be for the good of all. Indeed, the notion that "knowledge is power" continues to 
be used to justify practices that benefit technoscientists and their institutions but with ques
tionable returns to the individuals and conmmnities who actually pay for such knowledge with 
their bodies or their pocketbooks. Extractive genetics research and profit-making is not of 
course limited to marginalized Native Americans. Shobita Parthasarathy in Chapter 5 of this 
volume, "Producing the Consumer of Genetic Testing," questions the knowledge-is-power 
narrative that informs Myriad Genetics' and 23andMe's marketing of genetic tests to the public 
as they seek to turn patients into "healthcare consumers." But the knowledge that companies 
sell is of questionable use to individuals who do not have relevant scientific expertise, yet who 
pay hundreds or thousands of dollars for test results that are difficult to interpret, and which are 
sometimes based on unreplicated scientific studies. Thus we must ask for whom are particular 
forms of genetic knowledge power (or profit), and at whose expense? 

Genetic ancestry 

What in technical terms is Native American DNA? In the early 1960s, new biochemical tech
niques began to be applied to traditional anthropological questions, including the study of 

22 

Emergence, politics, and marketplace of Native American DNA 

ancient human migrations and the biological and cultural relationships between populations. 
The new subfield of "molecular anthropology" was born, sometimes also called "anthropolog
ical genetics" (Marks 2002). Sets of markers or nucleotides in both the mitochondrial DNA 
(mtDNA) and in chromosomal DNA were observed to appear at different frequencies among 
different populations. The highest frequencies of so-called Native American markers are 
observed by scientists in "unadmixed" native populations in North and South America. These 
markers are the genetic inheritance of "founder populations," allegedly the first humans to 
walk in the lands we now call the "Americas." 

The so-called Native American mtDNA lineages A, B, C, D, and X, or Y chromosome line-
1 

ages M, Q3, or M3 are not simply objective molecular objects. These molecular sequences or 
"markers" - their patterns, mutations, deletions, and transcriptions that indicate genetic rela
tionships and histories- have not been simply uncovered in human genomes. Native American 
DNA could not have emerged as an object of scientific research and genealogical desire until 
individuals and groups emerged as "Native American" in the course of colonial history. Without 
"settlers" we could not have "Indians" or Native Americans. Instead, we would have many 
thousands of smaller groups or peoples defined within and according to their own languages, 
by their own names. 

It is the arrival of the settler a half millennia ago, and many subsequent settlements, that 
frame the search for Native American DNA before it is "too late," before the genetic signatures 
of the "founding populations" in the Americas are lost forever in a sea of genetic admixture. 
"Mixing" is predicated on "purity," a presumed state of affairs in the colonial pre-contact 
Americas, which informs the historical constitution of continental spaces and concomitant 
grouping of humans into "races"- undifferentiated masses of "Native Americans," "Africans," 
"Asians," and "Indo-Europeans." This view privileges Europeans' encounter of humans in the 
Americas. Standing where they do - almost never identifying as indigenous people themselves 
-scientists who study Native American migrations desire to know the "origins" of those who 
were first encountered when European settlers landed on the shores of these continents. 

On the order of millennia, anthropological geneticists want to understand which human 
groups or "populations"are related to which others, and who descended from whom. Where 
geographically did the ancestors of different human groups migrate from? What were their 
patterns of geographic migration? When did such migrations occur? In the genomes of the 
living and the dead, scientists look for molecular sequences- the "genetic signatures" of ancient 
peoples whom they perceive as original continental populations: Indo-Europeans, Africans, 
Asians, and Native Americans. Native American DNA, as a (threatened and vanishing) scien
tific object of study, can help answer what are for these scientists, pressing questions. 

In human genome diversity research in anthropology and other fields, origins get opera
tionalized as "molecular origins," ancestral populations inferred for an individual based on a 
specific set of genetic markers, a specific set of algorithms for assessing genetic similarity, and a 
specific set of reference populations (Lee et al. 2009). But each of those constitutive elements 
operates within a loop of circular reasoning. Pure bio-geographic origins must be assumed in 
order to constitute the data that supposedly reveals those same origins. Notions of ancestral 
populations, the ordering and calculating of genetic markers and their associations, and the 
representation of living groups of individuals as reference populations each require the assump
tion. that there was a moment, a human body, a marker, a population that was a 
bio-geographical pinpoint of originality. This faith in originality would seem to be at odds with 
the doctrine of evolution, of change over time, of becoming. 

The populations and population-specified markers that are identified and studied are 
informed by the particular cultural understandings of the humans who study them. Native 
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American DNA, sub-Saharan African, European, or East Asian DNAs are constituted as scien
tific objects by laboratory methods and devices, and also by discourses of race, ethnicity, nation, 
family and tribe. For and by whom are such categories defined? How have continental-level 
race categories come to matter? Why do they matter more than the concept of"peoples" that 
condition indigenous narratives, knowledges, and claims? 

An Anishinaabee with too many non-Anishinaabee ancestors won't count as part of an 
Anishinaabee "population," thus bringing a tribal/First Nation category of belonging into 
conflict with a geneticist's category. To make things even more complicated, genetic population 
categories themselves are not even consistently defined. For example, a scientist may draw 
blood from enrolled members at the Turtle Mountain Band of Chippewa Indians reservation 
in North Dakota and call her sample a "Turtle Mountain Chippewa" sample. At the same time, 
she may have obtained "Sioux" samples from other scientists and physicians who took them at 
multiple sites (on multiple reservations or in urban Indian Health Service facilities) over the 
course of many years. In the Turtle Mountain Chippewa instance, we have a "population" 
circumscribed by a federally-recognized tribal boundary. In the "Sioux" instance, we have a 
population circumscribed by a broader ethnic designation spanning multiple tribes. Histories 
of politics inhere in the samples. Politics are also imposed onto the samples by researchers who 
enforce subsequent requirements for the data - for example, that usable samples come only 
from subjects who possess a certain number of grandparents from within said population. Thus, 
the categories favored by scientists are not "objectively true." 

The DNA profile 

I stretch the definition of Native American DNA beyond its usual reference to "New World" 
genetic ancestry, which is traceable through female mtDNA and male Y chromosome lines and 
through more complex tests that combine multiple markers across the genome to trace ances
try. I include the "DNA profile" or "DNA fingerprint." This form of DNA analysis is often 
treated as a st~ndard parentage test and thus used by Native American tribes to verity that appli
cants are indeed the biological offspring of already enrolled tribal members. As a parentage test, 
the same form of analysis shows genetic relatedness between parent and child, or other close 
biological kin. When used to confer citizenship in U.S. tribes and Canadian First Nations, the 
DNA fingerprint becomes a marker of Native American affiliation. 

In order to follow the complex weave created when threads of genome knowledge loop 
into already densely knit tribal histories and practices of identity-making, one must grasp 
complex knowledges simultaneously: molecular knowledges and their social histories and prac
tices of tribal citizenship. DNA testing company scientists and marketers do not have a deep 
historical or practical understanding of the intricacies of tribal enrollment. Nor do they tend 
to understand the broader historical and political frame circumscribing their work, and 
precisely how their disciplines have fed from marginalized bodies. Tribal folks know these poli
tics and histories well - we live day in and out with enrollment rules, and we all know about 
the Native American Graves Protection and Repatriation Act (NAGPRA). But we do not tend 
to know the molecular intricacies of DNA tests. 

To date, DNA tests used by tribes are simply statements of genetic parentage. Tribal govern
ments make regulatory decisions privileging these tests, instead of or along with other forms of 
parent-child relationship documentation, such as birth or adoption certificates. Tribes increas
ingly combine DNA tests with longer-standing citizenship rules that focus largely on tracing 
one's genealogy to ancestors named on "base rolls" constructed in previous centuries. Until now, 
tribal enrollment rules have been articulated largely through the symbolic language of blood. 
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Like many other Americans, we are transitioning in Indian Country away from blood-talk to 
speaking in terms of what "is coded in our DNA" or our "genetic memory." But we do it in a 
very particular social and historical context, one that entangles genetic information in a web of 
known family relations, reservation histories, and tribal and federal government regulations. 

A feminist-indigenous standpoint analysis of Native American DNA 

The entangled technical imprecisions and troublesome politics of genetic relatedness tech
¢ques are not apparent to most people, thus do little to undermine the authority of genomics 
on questions of human "origins" and identity, including for Native Americans. In our world of 
power and resource imbalances, in which the knowledge of some people is made more rele
vant than others', genetic markers and populations named and ordered by scientists play key 
roles in the history that has come to matter. Native American DNA is both supported by and 
threads back into our social-historical fabric, (re)scripting history and (re)constituting the cate

gories by which we order life, with real material consequences. 
This is where feminist epistemology enters the picture. Feminist science studies scholars 

have called out especially physical and biological science disciplines for representing their views 
as universal and objective - for misrepresenting what tend to be masculinist, Western stand
points and values as being value neutral (Whitt, in Green 1999). At the same time, as Sandra 
Harding explains, the modern/traditional binary that continues to shape both social and natu
ral scientific research as well as philosophy and public policy "typically treats the needs and 
desires of women and traditional cultures as irrational, incomprehensible, and irrelevant - or 
even a powerful obstacle to ideas and strategies for social progress" (Harding 2008: 3). But for 
Donna Haraway the strength of all knowledges lies precisely in their not being universal, but 
rather "situated" - produced within historical, social, value-laden, and technological contexts 
(Haraway 1991: 188). In this context, Harding argues for "stronger objectivity" produced by 
beginning inquiry from the lives of the marginal, for example, from the lives of "women and 
traditional cultures" (Harding 2008: 3). This is not just a multicultural gesture to pay greater 
attention from without, but it is a call to inquire from within the needs and priorities articu

lated in marginal spaces. 
The conversation between feminists and indigenous critics of technoscience should be obvi

ous. Harding argues that both are "valuable 'strangers' to the social order" who bring a 
"combination of nearness and remoteness, concern and indifference that are central to maxi
mizing objectivity." The outsider sees patterns of belief or behavior that are hard for the 
"natives" (in this case, scientists), those whose ways of living and thinking fit "too closely the 
dominant institutions and conceptual schemes," to see (Harding 1991: 124). Standpoint theo
rists also emphasize that subjectivities and lives lived at the intersections of multiple systems of 
domination become complex. Thus they recognize that individuals can be oppressed in some 
instances, yet privileged in others. This is another reason why feminist theorizing is beneficial 
for doing indigenous standpoint analyses in the twenty-first century. 

Feminist objectivity helps shape a critical account of Native American DNA that does not 
simply invert and prioritize one side of nature/ culture, science/ culture, modernity I tradition 
binaries as we try to see things from an indigenous standpoint. I do not argue that only 
indigenous people can speak while scientists have no legitimate ground to speak. I do not 
contend that only "indigenous cultures" or "traditions" matter in circumscribing what it is to 
be Native American. Nor does federal government policy alone matter. But when we look 
from feminist and indigenous standpoints we become more attuned to the particular histories 
of privilege and denial out of which the concept of Native American DNA emerged. We might 
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then convincingly argue against the misrepresentation of this molecular object as an apolitical 
fact, which ignores what indigenous peoples have suffered in its constitution. We might thus 
find ways to take more responsibility for the everyday effects, both material and psychic, of this 
powerful object, and its sister objects- African, Asian, and European DNAs. 

Native American intellectuals, policymakers, and concerned tribal or First Nation citizens 
should find much of interest in this topic. Genetically-determined identity can operate with
out reference to the federal-tribal legal regime that is critical for contemporary indigenous 
governance, including rights to determine citizenship. In some instances, DNA testing can 
support indigenous governance, for example, using a parentage test as part of a suite of enroll
ment or citizenship criteria. But genetic ancestry tests are irrelevant to existing indigenous 
citizenship criteria, while across-the-membership application of parentage tests can contradict 
hard-won legal battles for indigenous self-determination. Such tests foreground genetic iden
tity as if it were always already a fact central to Native American tribal belonging, even while 
tribes struggle to emphasize tribal membership as a political designation, with familial relations 
- documentation of which changes over time - used to support it. As genetic identities and 
historical narratives conm1and increasing attention in society, they may come to rival existing 
historical-legal foundations of indigenous governance authority in determining who is and isn't 
a citizen. 

The Native American DNA marketplace 

To assess this growing genetic fetishism, I examine the work of three DNA testing companies 
DNAPrint Genomics, DNA Today, and Orchid Cellmark- and consider how their work has 

been co-constituted with two categories of conceptual and social organization, "race" and 
"tribe." I examine how these historically and culturally contingent categories have informed 
the marketing and interpretation of company technologies, and to what effect, and then 
contemplate how the technologies loop back to reconfigure and solidify "race" and "tribe" as 
genetic categqries. 

DNAPrint genomics and race 

DNAPrint declared bankruptcy m March 2009. But its patented and popular 
AncestrybyDNAn' test was quickly licensed to DNA Diagnostics Center (DDC).3 

AncestrybyDNA'" provides a detailed and highly visible example of how the concept of race 
gets understood and deployed in the direct-to-consumer (DTC) genetic testing industry. From 
a technical perspective, AncestrybyDNA'" is unique because it is an autosomal ancestry DNA 
test that surveys for "an especially selected panel of Ancestry Informative Markers" (AIMs) 
across all 23 chromosome pairs, not on just the Y chromosome or mtDNA. Mark Shriver 
(former technical advisor to DNAPrint) defines AIMs as "genetic loci showing alleles with 
large frequency differences between populations." Shriver and his colleagues propose that 
"AIMs can be used to estimate biogeographical ancestry (BGA) at the level of the population, 
subgroup (for example, cases and controls) and individual" (Shriver et al. 2003). Because AIMs 
are found at high frequencies within certain groups and at lower frequencies in others, 
DNAPrint surveyed markers and used a complicated algorithm to estimate an individual's BGA 
percentages. 

DNAPrint's final version of its test,AncestrybyDNA"' 2.5, surveyed approximately 175 such 
AIMs (175 markers is a minute sample of the total number of base pairs in the human genome, 
between 3 and 4 billion). The full range of AIMs used to calculate "ancestral proportions" is 
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proprietary information, which makes peer and public review of the science difficult (Lee et al. 
Z009). Only a handful of scholarly articles were ever cited in reference to AncestrybyDNAT" on 
the company website, which collectively disclosed just over one dozen such markers (Parra et 
al. 1998, Parra et al. 2001, Frudakis et al. 2003, Pfaff et al. 2001). Do the 175 markers fairly 
evenly cover different ancestry categories? Does DNAPrint sample randomly across the 
genome in choosing markers to survey? Despite the limited number of known AIMS (Shriver 
et al. 2003: 397), we don't have any evidence other than the fact that they say they do. 

Deborah Bolnick has drawn attention to additional technical problems with 

1AncestrybyDNAn'. In following the company website for one year, she noted problems with 
individual test results posted to the site. First, some individuals claiming to have Native 
American ancestry were shown to have East Asian ancestry, which undermines the idea that 
such categories are genetically distinct. Bolnick also noticed drastic changes in particular indi
viduals' "precise ancestral proportions" over the course of the year despite no official changes 
being made to the test during that time (Bolnick 2003). 

Critiques ofDNAPrint can, in theory, be addressed by more rigorous scientific practices and 
with larger data sets gathered more evenly across the genome and across genetic populations. 
However, these problems too have social and cultural aspects to them. It is both logistically and 
ethically difficult to sample evenly across populations. Some populations require more work to 
sample. Some populations don't want to be sampled. In addition, samples have been gathered 
with longstanding racial categories in mind, and not at random or evenly across even the groups 
that researchers do manage to access. 

While many scientists and social scientists today disclaim the possibility of race purity or 
biological discreteness among populations, DNAPrint has openly promoted popular racial cate
gories as at least partly genetically determined. The DNAPrint website described individuals of 
"relatively pure BioGeographical Ancestry" versus "recently admixed peoples." As of June 2005, 
DNAPrint explicitly claimed that their test "measures 'the biological or genetic component of 
race"' as it detects four "BioGeographical ancestries" or "four lineages or major population 
groups of the human population." As of July 2009, the DNAPrint website offered the follow
ing definition of BGA: 

BioGeographical Ancestry (BGA) is the term given to the biological or genetic compo
nent of race. BGA is a simple and objective description of the Ancestral origins of a person, 
in terms of the major population groups. (e.g. Native American, East Asian, European, sub
Saharan African, etc.) BGA estimates are able to represent the mixed nature of many 
people and populations today. 

The company cannot help but reinforce the possibility of racial genetic purity when it repeat
edly refers to categories commonly understood to be races - European (EU); Sub-Saharan 
African (AF), Native American (NA), and East Asian (EA) -as "major [genetic] populations." 
DNAPrint repeatedly referred, for example, on its Products and Services Page, to "mixed 
heritage" or the "mixed nature of many people and populations today." Importantly, the notion 
mixture is predicated on the idea of purity. 

DNAPrint included, as late as July 2009, a visual representation of the notion of population 
purity. Four prototypical portraits were arranged across the top of the page. They were unla
beled. First was European ancestry: a fair and slender young woman smiles into the camera, 
wearing a hat to cover her hair. To her right was Native American ancestry: a photo of a 
youngish male with brown skin and long black hair falling down his back. Third was African 
ancestry: a portrait of a dark-skinned (by U.S. standards), handsome, middle-aged black male. 
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Fourth was East Asian ancestry: a middle-aged woman about the same color as Native 
American ancestry, with well-cut chin length black hair. When I first I laid eyes on this page, I 
took her to represent Native American ancestry. Then I saw the prototypical Native American
looking male. My initial confusion was fitting. AncestrybyDNAT" sometimes has a hard time 
telling Native American from East Asian ancestry. 

On the FAQ page, "What is race?" DNAPrint described recent disciplinary discussions that 
race is "merely a social construct" as oversimplified: "While, indeed this may often be true, 
depending on what aspect of variation between people one is considering, it is also true that 
there are biological differences between the populations of the world. One clear example of a 
biological difference is skin color."4 DNAPrint takes this biological difference as part of the 
genetic component of race. If society then builds important and sometimes discriminatory 
values and practices around such differences, that is social race, and supposedly external to the 
science of genetic race. 

I agree that race as "a social construct" has been oversimplified, but for reasons different from 
those suggested in the DNAPrint website (Lee et al. 2008, Reardon 2005). Race-associated 
medical problems illustrate the point. Take elevated levels of hypertension, diabetes, heart disease, 
or prostate cancer that are found in higher and lower rates in different racial groups or popula
tions. There are scientists who search for genes that occur in elevated frequencies in order to 
help explain disease risk, or differential responses to medical treatment (for example, Adeyemo 
et al. 2009, Mathias et al. 2010). Eventually, some researchers hope that such knowledge will lead 
to cures or treatments (for example, Burchard et al. 2003, Satel2002). But others emphasize that 
elevated disease is also, sometimes more strongly, tracked to particular histories of deprivation and 
stress. Genetic factors are not the key. Rather, poverty and discrimination lead to health dispari
ties, and society should not neglect such factors in favor of funding sexier genetic research (for 
example, Sankar et al. 2004: 612). I have heard participants at Native American health research 
conferences charge funding agencies and scientific communities with focusing too much on 
genetics. Genetic research may even compound social problems and historical injustice by 
constituting th.e oppressed or deprived body or population as genetically deviant. 

Let's return to DNAPrint's claim that the biological difference of skin color is dramatically 
different "across populations" (my emphasis). (Note the conflation of race and population here.) 
Leading research in the field indicates that the relationship between genes and skin color is not 
so deterministic. As Nina Jablonski puts it, "pigmentation is a trait determined by the synchro
nized interaction of various genes with the environment." Thus, near the equator darker skin is 
selected in order to protect against cancer-causing UV rays. At higher latitudes, lighter skin 
color is advantageous. Therefore, populations living in similar environments around the world 
have independently evolved similar skin pigmentation Gablonski 2004: 612-613). 

Simply put, recent science on skin color does not support but confounds DNAPrint's overly 
simplistic representation of race as a continental-level category with a "genetic component," 
demonstrable in part by calculating distributions of skin pigmentation markers among different 
populations. DNAPrint assumes that genetic differences have produced visible differences among 
people that we can objectively label as "race." They continue to over-simplify when they intimate 
that genetics can be severed from social aspects of race. Skin color was used to break the biolog
ical continuum of humanity into continental races long before we knew anything about 
underlying genetic differences. Skin color shapes scientists' choices today about which other 
biological characteristics to look for. DNAPrint's 175 ancestry informative markers do not pres
ent us with objective scientific evidence that our race boundaries are genetically valid. Markers 
were chosen with those racial boundaries in mind and not at random (Bolnick 2008, Fullwiley 
2008, Weiss and Long 2009). For DNAPrint, continental ancestry equals population equals race. 
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DNAToday, Orchid Cellmark, and "Tribe" 

DNAToday and Orchid Cellmark have marketed the DNA profile or parentag~ test to U.S. 
tribes and Canadian First Nations for purposes of enrollment. The parentage test IS both more 

d less informative than the genetic ancestry tests discussed so far because it gauges related
:ss at a different biological level. DNA profiling can be used to confirm close relations (for 
example, mother, father, siblings) with very high degrees of probability. It does not analyze 

markers judged to inform one's "ethnic" ancestry. . 
This technology is commonly used in paternity testing, although It can also b~ used to 

I examine maternal lineages. The technology examines repeated sequences of nucleotides such 
"GAGAGA" called "short tandem repeats" (STRs).We inherit STRs from both parents, but as , . . . 

our total individual STR pattern is, in practical terms, unique. DNA fingerprmtmg exammes 
very specific patterns of multiple STRs. A single such sequence is .not u~~ue .. But when 
viewed in combination with other STRs, the pattern becomes increasmgly distmctive. 

Genetic ancestry test findings do not generally illuminate the biolo~ic~ :elationshi~s that 
tribes care about, i.e., an applicant's close biological relationship to an mdividual who Is/was 
already on the tribal rolls, or to individuals who were on the tribe's "base rolls." Genetic ances
try tests document an individual's descent from unnamed "founding an~estors" who first set~led 
the Americas. Such genetic information is interesting, but generally Irrelevant ~ro~ a. t.nbal 
enrollment point of view. On the other hand, parentage tests are useful in certam mdividu~ 
enrollment cases. They are already commonly used when an applicant's biological parentage IS 
in question and the tribal status of that parent is essential for the applic~nt to ~e enro~ed. 
However, in the majority of tribal enrollment cases, biological parentage IS not m questiOn. 
Theoretically, parentage testing would be used only occasion~y. But. due to onslaught~ of 
enrollment applications especially in wealthier tribes, we see mcreasmg numbers o.f tnbes 
moving to a system in which a DNA parentage test is applied across t~e board, especially for 
new applicants. This is done in part to reduce the work burden of tn~al enroll~ent offices 
related to managing large volumes of identity documents. There are nsks. to t~s appro~ch, 
however, including finding "false" biological parentage where it was not origmall~ m. ~uestwn. 
When gaps in biological descent are uncovered, sometimes decades after the fact, m~viduals or 
entire branches of families can be ejected from the tribal citizenry. When genetic facts get 
misconstrued as objective truths about kinship they cast a shadow over generations oflived rela

tions, profoundly disrupting families and a people. 

Origins Today™ and the Tribal Identity Enrollment System (TIES)™ 

DNAToday, LLC, until it declared bankruptcy in 2006, marketed the pa~ent~ge test. in .c~mbi~ 
t" on with its TIES System that includes an ID card, a "smart card With an mdividual s 

;~~tograph and embedded computer chip that can hold ~ "DJ~A profile and an ind~vidual's 
other tribal government records" (i.e., enrollment, voter registratiOn, and health and social serv

ices data). Such records would be managed with the OriginsTod~y~
1 

Sover~~~gnty and 
Sovereignty Plus Edition software.s Tribal government customers. of OngmsT~day span the 
country and include tribes in Oregon, Washington State, Anzona, ~yommg, Neb.raska, 
Oklahoma, Minnesota, Mississippi, and New York State.6 This technologically savvy smte of 
products aimed to "factor out political issues" and establish "clear ans:vers" for "all fu~re gener
ations."? Thus tribal identity can be technologized, made more precise by the mergmg of two 

types of information - computer code and genetic data. . 
I first encountered DNAToday at a 2003 national conference for U.S. tnbal enrollment 
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office staff attended by approximately 200 individuals. I was informed about the conference 
from the enrollment director of the tribe in which I am a member. Coincidentally, DNAToday 
had already approached our tribe to pitch their services and were declined. The conference 
hosts, DCI America, allowed me to enroll - at full fee ($459) - as a graduate student who was 
studying the role of DNA testing in Native American identity. As I entered the brightly-lit 
ballroom on that October morning with its tapestries and sconces on the walls and its massive 
chandeliers, the large circular tables were already full with conference goers - many middle

aged and elderly women - eight to a table. I later learned that tables were largely populated by 
groups of staff from individual tribal enrollment departments. Arriving too late to grab a seat 
at a table, I sat down next to several individuals dressed in business attire whom I later learned 
were DCI America staff. 

Geared toward the directors and staff of federally-recognized tribal enrollment departments, 
the conference is held annually at different locations around the U.S. In 2003 it played out like 
a three-day infomercial for DNA testing services. DNAToday was front and center, leaving the 
impression that genetic testing is key to solving existing inefficiencies in enrollment. 
DNAToday company president Steven Whitehead (a self-declared former insurance salesman) 
sat on the keynote panel in the conference's opening session, and took all questions related to 
the use ofDNA in enrollment, giving the impression that the genetic science at play somehow 
only involves questions of genetics and not the politics and histories of enrollment. He was 
accompanied by a tribal chairman, a tribal court judge, and a BIA field office superintendent 
who addressed questions of law and policy, but with no reference to genetics. 

~ompany scientists and software technicians also staffed a trade-show-like table in the regis
tratiOn lobby where they offered a product demonstration. Company executives and scientists 
were given the title of"Instructor." DNAToday hosted "workshops" throughout the three-day 
event, some of which played out more like glitzy product demonstrations. At one point a 
conference attendee was chosen through a raffie to receive a free DNA test. As her name was 
called out, the room erupted in applause. The conference goer walked to the front of the ball
~oom and sat ~own at a table. Whitehead explained that she and a witness were signing an 
mformed consent form. Whitehead then narrated the taking of her DNA deliberately and in a 
hushed voice into his microphone, like a sportscaster narrating a quiet, tense moment in a sports 
match: "He is swabbing one side, now he's swabbing the other." 

Workshop overheads included "Reasons to Select the T.I.E.s.n• System," "Your Investment 
Options,""3 Ways to Get. Started," and the name of a contact for further information.s Despite 
t~e focus on DNA testing services, conference organizers did not offer basic genetics educa
tiOn, especially as it might be read against current tribal blood rules. It was clearly necessary. 
One atten.dee asked if DNA testing could be used to scientifically determine the blood quan
tum .of tnbal members. DNAToday President Whitehead responded that DNA testing says 
nothing about blood quantum, "but you can prove a child is related to a mother."9 Despite this 
clarification, during the keynote panel, Whitehead claimed that DNAToday's technology is 
"1 00% reliable in terms of creating accurate answers" to questions of tribal enrollment.to 
Whitehead did not respond to the loaded and complicated symbolic meanings ascribed to 
blood that go beyond lineal biological relations that DNAToday and other companies focus on. 
He took the blood quantum question as purely a molecular knowledge question. 

In another session Whitehead advocated tribal-wide paternity testing so that "only Native 
Americans .who deserve to be members of your tribe will be." 11 Another company's spokesper
son has cla1med that a DNA parentage test "validates tribal identity" or "can preserve a tribe's 
h . "PTh 1 entage. - ese statements g oss over a much more complex process in which tribal commu-
nities entertain deep philosophical and political-economic disagreements about who should 
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rightly be a citizen and who should not, who belongs and who does not. Kirsty Gover (2008) 
has shown that those relations in the twentieth century became increasingly biological or 
genealogical and less based on residence, marriage, and adoption. The boundaries and defini
tions of the "tribe" will continue to change. By glossing over the initial decision that tribes 
make about which relationship(s) to count as pivotal, the DNA spokesperson fetishizes mole
cules, making certain shared nucleotide sequences stand for a much more complex 
decision-making process. They make the DNA test appear to be scientifically precise and 
universal instead of a technique chosen as part of a broader set of political maneuvers in which 

1 

there are deep philosophical, cultural, and economic disagreements within tribes about who 
should count, for example, as Dakota or Pequot or Cree. 

In 2003, DNAToday offered its "legal" paternity test for a group of2-3 individuals (an indi
vidual plus one or both biological parents) for $495. 13 The price of such services remained the 
same through 2010.14 Take a 10,000-member tribe. The number of tests required to retroac
tively test every member of that tribe might be 4,000 (an average of 2.5 people included per 
test). At $495 per test the cost to test all members would be nearly $2 million. Add to that the 
costly ID card sold to accompany tribal-wide DNA testing. DNAToday generated each indi
vidual card in their facilities at a cost of $320 per tribal citizen. Thus it would cost $3.2 million 
for a 10,000 member tribe to equip each tribal member with a programmed card. 

Such products and services also present concerns for tribes related to privacy and legal self
determination. For example, while the tribe purchasing the DNA Today /DCI America products 
would determine the specific data to be programmed to cards and would maintain the data 
base, DNAToday would retain control of issuing original and replacement cards. DNAToday 
did note that they purged data from their system after generating cards, and a tribe's confiden
tiality agreement would no doubt require such safeguards. But DNAToday also proposed to 
store tribal DNA samples, which raises privacy concerns. Whitehead noted that after identity 
markers were analyzed individuals could request that their samples be destroyed and receive 
affidavits certifying as much. Enrollment applicants could also sign as "registered agents" on 
their samples, which would then require that notarized permission be obtained from agents for 
others to obtain access to their DNA. But it is difficult to anticipate, plan for, and regulate the 
array of potential privacy risks that emerge related to the storage and protection of genetic data. 
Federal and state governments find this work politically thorny, expensive, and onerous. Tribal 
governments have barely begun to tackle issues of property and control that run deep in this 
domain. 

Given privacy concerns and that DNA storage is fairly low-tech and not too expensive, 
tribes would probably want tribally-controlled management of samples. I raised this possibility 
during the question and answer period of a DNAToday workshop. The company representa
tive's response was again a non-sequitur - simply that the industry standard was to include 
twenty-five years storage at no extra cost. So why not just let the company handle it? For the 
DNAToday executive, technology and cost were the golden keys to solving the most pressing 
issues of sovereignty in Indian Country. A few individual tribal enrollment officers and one 
tribal community panelist expressed hesitation about DNA testing and the smart card system, 
either because they seemed to contradict notions of tribal citizenship based on indigenous 
cultural concepts or because the technologies seemed invasive. One elderly woman in the audi
ence was clearly irritated when Whitehead explained how far the smart card and its attendant 
software could be made to reach across tribal programs and facilities to monitor individual 
tribal member engagements with different programs, their records, histories, and identities. She 
asked Whitehead, "Does anyone else carry around this type of info? Do you?" I took her to 
mean, "Do we expect non-Natives to be so monitored in their day-to-day lives?'' DNAToday 
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noted that they provide the same technologies to the U.S. State Department and Homeland 
Security. Question answered. But the vast majority of attendees seemed either unworried and 
unimpressed by the technology, or hopeful that it would provide a scientific solution to their 
considerable and messy political problems in the enrollment office. 

In October 2010, I returned to the DCIAmerica National Tribal Enrollment Conference ts 
this time hosted at the tribally-owned Hard Rock Casino & Resort Hotel in Albuquerque. In 
2010 I was invited to speak on a panel presentation on DNA and tribal enrollment. I was grate
ful for the opportunity to speak to a tribal audience about genetic ancestry testing and the 
DNA profile as they relate to tribal enrollment and more broadly to tribal sovereignty. This 
perspective was absent from the 2003 tribal enrollment conference. Like in 2003, the audience 
largely lacked a basic understanding of genetics. Before my presentation, I heard a tribal enroll
ment office staff member ask of another enrollment officer from a tribe that does DNA 
parentage testing, "How does DNA work? How do they determine if your DNA is from a 
particular tribe?" The representative from the DNA testing tribe responded, "No. It just says 
Indian." Ouch. 

During this conference, the DDC spokesperson did a quick, efficient overview of the basic 
science. I also covered some basic science in my talk. The DDC representative contradicted his 
careful elucidation of the science during the formal presentation with genetically fetishistic 
statements that seemed to condition tribal identity on a DNA test. Indeed, there was confusion 
displayed in conversations between different enrollment staff during question and answer 
sessions about exactly what the DNA tests reveal about genetic relationships and, by extension, 
about Native American or tribal-specific identity. 

Unlike in 2003, multiple tribal enrollment officers at the 2010 conference noted their tribes' 
use of DNA parentage testing for enrollment. Listening to participant comments over the two 
days, I heard confirmed Gover's (2008) insights about the turn to genealogical tribe-making. 
Any talk I heard of genetics at this conference showed that DNA profiles are clearly being used 
to support the move to constitute the genealogical tribe. Interestingly, symbolic blood loomed 
much larger t~an gene talk in discussions of tribal enrollment processes and debates. Unlike 
with genetics-based knowledge, the officers who spoke out loud were expert in the nuances of 
blood rules in enrollment, and potential or hoped-for links to cultural affiliation. They 
recounted tribal community debates about whether to retain or lower blood quantum require
ments. Some talked about the turn to lineal descent criteria instead, but they worried then 
about the enrollment of too many individuals who really had no cultural connection to their 
tribes. On the other hand, several participants expressed concern about increasing numbers of 
reservation residents, including children, who cannot be enrolled due to having too many tribal 
lineages in their backgrounds. They cannot meet the blood quantum requirements of any tribe 
from which they are descended. As such, they are disenfranchised when they actually do live 
within, and are connected socially to, the tribal community. 

The exact same predicaments were recounted by tribal enrollment staff during the 2003 
enrollment conference. Nothing had changed on that front. DNA testing was clearly of greater 
interest by 2010. Participants could embrace the use of the DNA profile because it continues 
to support the broader understanding of relatedness that is already figured through symbolic 
blood. The question now seems to be less about how "useful" DNA will become in enrollment. 
But rather, the question seems to be "For how long will blood continue to dominate in the 
tribal imaginary and condition the take up of DNA tests?" Also, "How will blood and genetic 
concepts increasingly work together to (re)constitute the notion of the tribe?" 
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Orchid Cellmark: Which truth is in the DNA? 

In Orchid Cellmark advertisements that ran from May to November 2005 in a national news 
magazine targeted to tribal governments, American Indian Report, an Indian in silhouette faced 
the setting sun. The image in purples, pinks, and blues recalled the classic "End of the Trail" 
depiction, the broken nineteenth-century Indian on horseback. But Orchid's Indian sat upright. 
Did he envision a more hopeful future for his progeny than did his nineteenth-century coun
terpart? After centuries of predicting their demise, could scientists now testify to the American 
Indians' survival? Orchid's ad announced that genomic technologies reveal "the truth."Was the 
audience to assume the ad referred simply to DNA markers or were they meant to think that 
Orchid's science can reveal - via those markers - an ethnic essence, the stereotypical nobility 
portrayed in the image? 

In a unique move, Orchid Cellmark entered the Native American identity market offering a 
more complete array of DNA testing services than did other companies. 16 Like DNAToday, 
Orchid promotes the standard parentage test for U.S. tribal and Canadian First Nations enroll
ment.17 But it also markets tests for Y chromoso~e and mtDNA Native American markers and 
-when it was available- the DNAPrint test that supposedly determined one's "percentage of 
Native American-associated DNA."18 By offering both the DNA fingerprint and the genetic 
ancestry tests to the Native American identity market, Orchid Cellmark presents a more 
complex set of implications for Native American identity than the products offered by other 
companies. Like DNAToday, Orchid stresses that its DNA parentage test can "confirm the famil
ial relationship of specific individuals to existing tribal members."19 Again, the parentage test is 
technically helpful for tribal enrollment. Native American markers tests, in contrast, are bad tech
nical matches for tribal enrollment. They do not confirm enrollment applicants' relationships 
with named ancestors who are also documented tribal members, the central requirement in all 
tribes' enrollment processes. A company spokesperson confirmed in a 2005 interview that tribes 
and First Nations had purchased only paternity tests for enrollment purposes.20 However, genetic 
ancestry tests are important symbolically. They promote the notion of shared ethnic/racial 
genetic material by constituting objects such as "Native American," "European," "African," and 
"East Asian DNAs." The AncestrybyDNA ™ test also provided a percentage calculation of 
"biogeographical ancestry" allocated between such categories. 

Conclusion 

The terminology of"tribe" (or First Nation) and "race" contradict and overlap each other as 
they help construct the different Native American identities to which DNA testing companies 
respond. Advocates for tribal government sovereignty typically talk about the fundamental 
difference between the concept of race and that of the tribe/First Nation in justifying self-gover
nance. They commonly argue that tribes are nations (also implying culture), and not races, and 
nations decide who gets citizenship and who does not. Tribe and race share common ground. 
Part of that common ground is symbolic blood, increasingly complemented by DNA, although 
blood and gene talk take different forms when used to support different positions (i.e., reckon
ing race versus reckoning tribal membership). Orchid Cellmark simultaneously appeals to DNA 
as an indicator of race and as representative of one's relatedness to tribe. Because tribes operate 
in a world that is both tribalized and racialized, they struggle to mediate a Native American iden
tity according to those sometimes contradictory, sometimes overlapping categories. 

More than any other company discussed, the work of Orchid Cellmark reflects the breadth 
of ways in which DNA testing and gene talk can expand into territory previously claimed by 
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blood-quantum regulations and symbolic blood. Unlike blood, DNA testing has the advantage 
of claims to scientific precision and objectivity. Orchid Cellmark's Director ofNorthAmerican 
Marketing noted that in using DNA fingerprint analysis, there is "no possibility of incorporat
ing a subjective decision into whether someone becomes a member or not."2t Of course, 
whether or not someone is verifiable biological kin of the type indicated by a parentage test is 
not an "objective" enrollment criterion. Allowing a DNA profile to trump other ways of reck
oning kin (for example, blood quantum as a proxy for cultural affiliation by counting relatives, 
or a signed affidavit of family relatedness) for purposes of enrollment prioritizes technoscien
tific knowledge of certain relations over other types of knowledge of the same and other 
relationships. Nonetheless, the idea of scientific definitiveness attached to genetic testing is 
influential, even if it is not realized. The DNA profile may increasingly look like a good 
complement to traditional blood (quantum) and other non-genetic documentation- especially 
if traditional documentation of named relations is difficult to obtain or if enrollment applica
tions are politically contentious. 

The increasing use of the DNA profile may condition tribes' eventual acceptance of DNA 
knowledge as a substitute for tracking blood relations. Some will see such a move as advanta
geous, as scientifically objective and less open to political maneuvering. DNA testing will not 
solve what is the most divisive problem in contemporary enrollment debates: in the majority 
of cases parentage is not in question, but due to out-marriage, increasing numbers of tribal 
members' offspring cannot meet blood requirements. They simply do not have enough suffi
ciently "blooded" parents and grandparents to meet standards set by tribes. Using DNA 
parentage tests can be seen as supporting Gover's (2008) genealogical tribe in which blood rules 
move away from the broader racial category of "Indian blood" to constitute blood as tribal
specific. In that, she argues, tribes are relying less on race than have federal agents in the past. 
On the other hand, the increasing tribal practice ofDNA testing across-the-membership can 
also pave the way for a re-racialization of Native Americans by promoting the idea that the tribe 
is a genetic population. The incommensurable nature of the DNA profile with the genetic 
concept of"p9pulation" and its re-articulations of older notions of race will be lost on many 
observers. In addition, if genetic ancestry tests come to be coupled with the DNA profile - the 
DNA Diagnostics Center spoke-scientist at the 2010 tribal enrollment conference noted the 
use sometimes of mtDNA lineage tests to ascertain maternal lineages in tribal enrollment cases 
-"race" is certain to loom larger in our conception of Native American tribal and First Nations 
identity in the U.S. and Canada. 

If race in the form of genetic ancestry comes to have greater influence in how we under
stand Native American and Aboriginal identity, federal government obligations to tribes and 
First Nations established historically as treaty obligations between nations may fade further 
from view. In turn, claims to land and self-governance that refer to such nation to nation agree
ments may be denied and justified by the absence or presence of Native American DNA in 
individual claimants. This would be the result of privileging the priorities and situated knowl
edge of dominant society- its misguided application of race to a situation that (also) requires 
knowledge of tribal governance rights. This could have two effects: first, anti-indigenous inter
ests will have ammunition to use against tribes whom they already view not as beneficiaries of 
treaty obligations, but of special race-based rights; second, people heretofore racially identified 
as other than Native American, may increasingly claim indigenous nation authority and land 
based on DNA. Clearly, the marketing to tribes and First Nations of DNA tests originally 
developed by extracting indigenous biological resources for the benefit of researchers, and later 
for consumers mostly without lived connections to tribes, has much broader implications than 
revisions in tribal enrollment policies. Given the commercialization of genetic-ethnic identities 
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and capitalism's ubiquitous reach, we must consider that the scientific object of Native 
American DNA (or the definitive absence of such markers) will be important in re-making 

Native American identity in the twenty-first century. 
In October 2010, I left the tribal enrollment conference in Albuquerque thinking that 

Native Americans selling cappuccinos, serving slightly upscale steak dinners, and renting hotel 
rooms decorated in a tranquil and vaguely "Asian" theme seemed a preferable kind of cultural 
hybridity to reconfiguring the tribe as a genetic entity. I can't comment on the gaming facili
ties. I prefer cafe Wifi to slot machines. Of course, gaming is central to the constitution of the 
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twenty-first-century capitalist Indian, and that wealth challenges well-worn ideas of authentic 
indigeneity (Deloria 2002, Cattelino 2010). It felt particularly troublesome to see wealthy 
gaming tribes with little knowledge of the social and technological contexts that give rise to 
DNA testing technologies and likewise DNA testing company executives with little knowledge 
of the social, technological, and historical contexts that frame dynamic blood rules together 
reconfiguring the tribe into a genetic entity. Will the advent of tribal DNA testing serve to 
unsettle claims to indigenous sovereignty and implicate current tribal members in that politi

cally complicated perturbation? 
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18 TallBear interview with Orchid company spokesperson,July 7, 2005. 
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Introduction 

Heart disease, diabetes, obesity, and stroke have become epidemic health problems and consti
tute major causes of death and disability in the United States and globally. Each of these chronic 
metabolic health problems impacts millions of lives, costs healthcare consumers billions of 
~ollars ~ach year, and has provoked large-scale societal responses of disease prevention, biolog
Ical tes~mg, and medic_al treatment. Taken together, these conditions represent and embody 
somethmg altogether different. As the scope and impact of these epidemics has grown, and the 
science of human metabolism has become an important site of technoscience, scientists and 
clinicians hav: de~eloped new ways of thinking about and acting on the interrelationships 
among the bwlogical processes that encompass human metabolism. Biomedical researchers 
physicians, government agencies, and pharmaceutical companies are increasingly using the tern; 
metabolic syn~rome to describe the combination of biological risk factors that are statistically 
correlated with the incidence of heart disease, diabetes, and stroke: high ·blood pressure, blood 
sugar, body fat/weight,and cholesterol. 1 Supported by robust epidemiological findings that the 
group_ of people with three or more abnormally high biological risk factors are more likely to 
expenence heart attacks, strokes, and the onset of diabetes compared to those with two or fewer 
factors, biomedical researchers are in the process of institutionalizing metabolic syndrome as a 
legitimate, diagnosable, and treatable disease. 

~etabolic syndrome is metabolic because it concerns the biological processes by which 
~odi~s metab~lize nu~rien_ts ~erived from food and describes these processes in terms of phys
IOlogical or bwchenucal mdicators of disease processes that are measured at the level of an 
individual body. Specifically, metabolic syndrome is comprised of so-called abnormal levels of 
several clinical and laboratory measurements that, if present in one body, represent a substan
tially increased risk of serious metabolic health problems: elevated blood pressure, elevated 
cholesterol, elevated blood sugar, and elevated weight. 2 

Metabolic syndrome is a syndrome precisely because it is an aggregation of clinical and labo
ratory n~easurements that has not yet reached designation as a disease (Hall et al. 2003: 414). 
Metab~lic syndron~e represents the co-occurrence of hypertension, dyslipidemia, hyper
glycenua, and obesity, each of which has been identified as so-called risk factors for heart 
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disease, diabetes, and stroke. Thus, the International Diabetes Federation (IDF) authored its own 
iteration of metabolic syndrome and drew upon a definition of sy11drome from a 1995 diction
ary of epidemiology (Last 1995), which states that what distinguishes syndromes from diseases 
is their lack of a clearly defined cause. The Federation notes: 

A syndrome is defined as a recognizable complex of symptoms and physical or biochem
ical findings for which a direct cause is not understood. With a syndrome, the components 
coexist more frequently than would be expected by chance alone. When causal mecha
nisms are identified, the syndrome becomes a disease. 

Alberti et al. 2006: 473 

Currently, the National Library of Medicine's online medical dictionary defines a syndrome as "a 
group of signs and symptoms that occur together and characterize a particular abnormality."·' 

Despite its ontological status, the fact that so many people can be classified with metabolic 
syndrome has helped to establish a context where a range of biomedical, government, and 
corporate social actors have taken up metabolic syndrome in their research. According to an 
analysis of the 2003-2006 National Health and Nutrition Examination Survey (NHANES), a 
nationally representative study of adult populations in the United States, 34 percent of American 
adults could be classified as having metabolic syndrome (Ervin 2009). Global prevalence of meta
bolic syndrome ranges between 20 percent and 30 percent of adults (Grundy 2008). In 2000, 
the World Health Organization's International Classification if Disease (ICD-9) included an itera
tion of metabolic syndrome named "dysmetabolic syndrome X." In 2002, a group ofbiomedical 
researchers started The Metabolic Syndrome Institute, an independent and not-for-profit organ
ization that is the first organization dedicated to the dissemination of knowledge of metabolic 
syndrome.4 In 2003, a new academic journal, Metabolic Syndrome and Related Disorders, was estab
lished to publish research articles specifically on metabolic syndrome. Metabolic syndrome is also 
the subject of numerous medical books and monographs intended for the lay public (Reaven et 
al. 2000), physicians (Grundy 2005), mental health professionals (Mendelson 2008), and animal 
and biomedical researchers (Hansen and Bray 2008). In the years since, metabolic syndrome 
research has continued to accelerate in the United States and globally. 

In this chapter, I argue that metabolic syndrome not only constitutes a new way of under
standing the metabolism of bodies in technoscientific terms, it has also become a new way for 
technoscientific practices to be placed in service of racism - teclmoscientiftc racism. This term 
connotes the sense that the contemporary human sciences of molecular biology, genomics, and 
biomedicine reproduce race as a materially real object to be discovered through the investiga
tion of bodily materials quite literally beneath the skin. It operates through the use of various 
biotechnologies on the body itself (diagnostic, experimental, medicinal, genetic, molecular, 
endocrine, reproductive, and so on) that are deployed to produce new knowledges of race and 
the body. Grounding race in the biology and/ or genetics of human beings is an epistemologi
cal and technical precondition to claiming that racial inequalities can be explained by 
group-based differences in biology and/ or genetics, or, what has been alarmingly called the 
return of scientific racism (Carter 2007, Duster 2003 [1990]). 

Race and ethnicity are both socially constructed systems of categorization that are used to 
identify, group, and rank human beings, albeit based on different criteria. Race is a social cate
gory that emerged in the 1700s to classify individuals into so-called races based on presumed 
biological differences between population groups. Ethnicity is a social category that emerged 
in the 1920s to classify individuals into so-called ethnic groups based on presumed differences 
in culture, geographic origin, and ancestry (Weber 1978). Race and ethnicity are related in that 
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ethnicity emerged in large part in response to early cnttques of race concepts that were 
grounded in biology. Given this historical relationship, race and ethnicity are not interchange
able systems; however, there is meaningful overlap between what constitutes particular racial 
and ethnic groups. For example, African Americans are widely considered to be both a racial 
and an ethnic group. Race and ethnicity are both controversial systems of categorization, espe
cially in the context of biomedical research, because individual biological and genetic 
differences do not fall neatly along the boundary lines circumscribed by racial and ethnic clas
sifications. In other words, despite their shared origins in response to biological interpretations 
of human differences, race and ethnicity are social constructions whose meanings are shaped by 
historical and social circumstances (Roberts 2011). 

In 1997, the United States Office of Management and Budget (OMB) provided the defini
tions of race and ethnicity that must be used in all biomedical and health policy research funded 
by the federal government (Office of Management and Budget 1997).5 Consistent with the 
OMB guidelines, the sampling frame, analytic strategy, and research findings of metabolic 
syndrome research studies are often contextualized using these racial and ethnic categories. In 
this regulated scientific environment, it is also common to see published research focused 
exclusively on particular racial and ethnic groups. In this context, many researchers also reframe 
their research on particular racial groups using culturally-based categories of ethnicity or geog
raphy seemingly to avoid talking explicitly about race in ways that could be interpreted as racial 
bias, or worse, scientific racism (Bliss 2011, Fujimura and Rajagopalan 2011). 

As a form of technoscientific racism, metabolic syndrome draws on and circulates racial 
meanings that construct race as a biological and genetic feature of bodies that can now be 
understood through technoscience. I situate the relationship between technoscience, racism, 
and metabolic syndrome in the context of the resurgence of what many commentators term 
the "reification," "biologization," or "geneticization" of race (Azoulay 2006, Duster 2005, 
Gannett 2004). This resurgence is fueled by the new institutional knowledge-making practices 
that signal how technoscience shapes societies. Because of long-standing historical conventions 
and current :(ederal regulations on the use of race in biomedical research, statistical information 
about a body's race is also routinely collected along with anthropomorphic, biological, and 
genetic information about a body's metabolism. Then, by using this new concept of metabolic 
syndrome, researchers are positioned to argue that racial groups have unequal rates of metabolic 
health problems because metabolic processes are fundamentally different across racially catego
rized bodies. Metabolic syndrome folds group-based differences in the economic and political 
resources that are necessary for good metabolic health into a term that only references the 
biological processes within the body that create and use energy, a move that obscures the oper
ation of institutionalized racism. 

As a result of the implicit and explicit institutionalization of race, all racial and ethnic minor
ity groups now seem to comprise high-risk populations that require permanent forms of 
metabolic examination, surveillance, and regulation. How, then, do race concepts that serve 
technoscientific racism become institutionalized in the production of knowledge of metabolic 
syndrome? One way to think about the puzzle that race presents for metabolic syndrome 
researchers is in terms of how to measure and interpret metabolic differences across individual 
bodies and population groups in ways that are consistent with prevailing cultural ideas about 
racial differences between bodies and populations. To examine this puzzle, I trace the produc
tion of racial meanings across three specific domains of metabolic syndrome science: (1) the use 
of race concepts to organize the measurement of metabolic syndrome; (2) the use of race 
concepts to analyze racially categorized bodies"'susceptibilities" to metabolic syndrome; and (3) 
the use of race concepts to construct explanatory theories of "genetic admixture" in racial 
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disparities research on metabolic syndrome.6 These mappings each contribute in turn to one of 
the substantive aims of this volume, namely, to understand how technoscience is institutional

ized, embodied, and shaped by cultural values. 

Theoretical frameworks 

In order to understand how metabolic syndrome now serves as a site for technoscientific racism, 
it is important to situate the emergence of metabolic syndrome in the contextofbiomedical
~zation and the processes through which human metabolism came to be treated as a biomedical 
problem. Two interrelated theoretical approaches frame my analysis of the racial meanings that 
accompany metabolic syndrome: biomedicalization and technoscience. Biomedicalization is a 
historical and analytic framework for understanding the series of institutional, scientific, and 
technological processes that have transformed American biomedicine on multiple levels of 
social organization, especially since the mid-1980s (Clarke et al. 2003). Whereas medicalization 
refers to a process whereby social practices, bodily processes, and bodily materials were 
subsumed under the jurisdiction of clinical medicine (Starr 1982, Zola 1972), biomedicaliza
tion refers to the ways that medicalization itself is being transformed by an increasingly 

biological and technological approach to medicine and health. 
As a social process, biomedicalization cannot be understood outside the relations of techno

science that constitute it. Technoscience represents the theoretical and material implosion of 
two terms, technology and science, and reflects the recursive ways through which technologies 
shape the practice of science and the meanings of scientific knowledge (Haraway 1997, Latour 
1987). In terms of biomedicine, this framing of the relationship between science and technol
ogy requires analyzing the social practices by which biomedical discourses about the body are 
culturally and collectively produced by scientists and their use of biotechnologies (Haraway 
1997, Jasanoff 2004, Oudshoorn 2002). Stated differently, bodies have to be manipulated to 
make them produce biomedical knowledge, and this embodied knowledge must be interpreted 
in the context of the technologies applied in that manipulation. This bodily manipulation 
occurs through the use of biotechnologies such as diagnostic tools, screening tests, drugs, and 
other regulatory devices that function as ways of reading the body as a kind of text. Thus, an 
important understanding of technoscience, and one shared by many scholars in science and 
technology studies (STS) (Orr 2006, Oudshoorn 2002) is that biomedical scientists gain 
cultural authority and manufacture scientific objectivity by concealing the institutionalized 
practices that construct and constitute their knowledge and the unequal power relationships in 

which those practices are embedded. 
An important idea for analyzing how metabolic syndrome operates as a site of 

technoscientific racism within the contexts of biomedicalization and technoscience is the 
increasing emphasis on risk in biomedicine (Skolbekken 1995). The so-called risk factor 
paradigm has been the dominant theoretical framework for chronic disease epidemiology in the 
second half of the twentieth century (Susser 1998, Susser and Susser 1996). In the risk factor 
paradigm, researchers produce risk statistics from population-level surveillance data that show 
that particular variables, often conceptualized at the molecular level, are statistically associated 
with an undesirable health outcome. Analysts then interpret these population-level risk 
statistics as individual-level risk factors that, by virtue of their measurement as molecular 
processes, become understood as biologically meaningful causes of poor health at the individual 
level (Shim 2000, 2002). As researchers analyze surveillance data that have been collected using 
the population categories of race and ethnicity, these practices contribute to the construction 
of race as an individual-level cause of disease. Because variables for race and ethnicity are often 
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statistically associated with undesirable health outcomes, race and ethnicity are often 
interpreted as individual-level risk factors for those health outcomes. Bodies marked with risk 
as race suggest that race itself becomes an indicator of risk. 

In the sections that follow, I interpret metabolic syndrome as a biomedical project, an 
unfolding representation ofbodily and population difference that continually draws upon racial 
meanings to make sense of human metabolic differences. Historically, the ways in which race 
informed metabolic syndrome was explicit, and, in other moments, it seems to be implicitly 
woven into the everyday practice of doing biomedical research in the United States. In the 
broadest terms, the specific approaches to race within metabolic syndrome research were 
consistent with the broader cultural understanding of race as a marker of difference in 
American society. Metabolic syndrome also became a new technoscientific object about which 
researchers could author genetic conceptions of race that serve to explain racial inequalities in 
metabolic health. 

In the first section, I describe the emergence of metabolic syndrome and then show how 
early metabolic syndrome researchers' approaches to the study of human metabolism both 
explicitly and implicitly targeted bodies and populations based upon prevailing racial 
categorizations that marked the metabolic processes of whites as the standard against which 
other groups would be compared. Next, I examine how metabolic syndrome researchers aimed 
to establish the causation of metabolic syndrome in terms of race as a genetic concept. In the 
final section of the chapter, I use the notion of "special populations" to show how race concepts 
are used to construct explanatory theories of "genetic admixture" in racial disparities research 
on metabolic syndrome. 

The racial measurement of metabolic syndrome 

In the early 1920s, several European physicians were the first to document and publish research 
about the clustering of metabolic problems they observed in their patients and the potential 
risks such clqstering could pose to metabolic health (Hitzenberger 1922, Kylin 1923, Maranon 
1922). While none of these physicians explicitly codified a metabolic syndrome, they had similar 
ideas about how different metabolic processes worked together in the body. In his 1936 study 
of insulin action, endocrinologist H.P. Himsworth created the distinction between insulin 
sensitivity and insensitivity, the latter being most likely to precede and then accompany the 
development of type II- diabetes (Himsworth 1936). Throughout the 1960s and into the 1970s, 
given the increasing proliferation of laboratories across the U.S., and the increasing availability 
of epidemiological data, more researchers gained access to the technologies and interpretive 
frameworks required to produce knowledge of risk-based syndromes. In the 1960s, there were 
several noteworthy contributions to the emergence of what came to be termed "the metabolic 
syndrome." First, in 1966, French researcher]. Camus suggested that gout, diabetes, and hyper
lipidemia comprised "a metabolic trisyndrome" (Camus 1966).The following year in 1967, two 
Italian researchers advanced the notion of a "plurimetabolic syndrome" that included diabetes, 
obesity, and hyperlipidemia (Avogaro et al. 1967).7 In 1968, Dutch researchers Mehnert and 
Kulmann published an article in a prominent Dutch medical journal about the relationships 
between hypertension and diabetes (Mehnert and Kuhlmann 1968). 

In 1976, Gerald Phillips, drawing heavily on Vague's earlier work (which I discuss later), 
theorized that the "constellation of abnormalities" that comprised increased heart disease risk 
could be explained by sex hormones (Phillips 1978, Phillips et al. 2003). In 1977, three studies 
were published that each codified specific formations of "the metabolic syndrome" into the 
biomedical literature for the first time (Haller 1977, Singer 1977, Ziegler and Briggs 1977). A 
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few years later, in 1981, two German researchers were also among the first to publish research 
on "the metabolic syndrome" (Hanefeld and Leonhardt 1981). The increasing technological 
focus on the clustering of a set of metabolic conditions in bodies formed the basis for the emer
gence of a litany of biomedical concepts that conceptualized metabolism as a systemic bodily 
process that could not be understood in terms of individual independent factors. 

These early studies are silent on issues of race. None of the samples that formed the eviden
tiary basis for early studies of metabolic syndrome contained any visible racial minorities, and 
there was no reference to whether the observed clustering of metabolic abnormalities varied 

1 
across population groups classified according to race (Hitzenberger 1922, Maranon 1922,Vague 
1956). Thus, the white European body comprised the empirical data for the construction of 
early ideas about metabolic syndrome. In other words, the metabolism of the European body 
became the norm against which other bodies would be compared. 

University of Marseilles physician Jean Vague is routinely cited as one of the primary orig
inators of metabolic syndrome concept because of his investigation of the potential causal 
relationships between obesity, heart disease, and diabetes (Vague 1947, 1956).8 Vague's core 
concept, the index of masculine differentiation, purportedly measures the likelihood of devel
oping metabolic problems by interpreting anthropometric measurements of"the thickness of 
the fatty tissue on the surface of the body" through the prism of sex (Vague 1956: 20).Vague 
defines his construct through a binary logic based on sex, and he believed that the more 
"masculine" the bodily form, the higher the likelihood of heart disease. However, although the 
naked white skin of Vague's research subjects was published on the pages of the French medical 
journal Presse Medicine, race is not mentioned by Vague or any of his followers. 

In contrast to this implicit racial image in Vague's research, race became an organizing prin
ciple of the earliest American population-based research on metabolic health. Beginning in the 
1940s, the federal government took on a new role in monitoring the metabolic health of the 
population of the United States. While epidemiological research, like the Framingham Study, 
provided the empirical basis for biomedical information about risk factors for heart disease in 
white populations, it was not until the 1980s that the U.S. government began to fund studies 
on non-European population groups specifically in terms of metabolic health problems 
(Pollock 2012). This more explicit focus on race, and use of race to study large populations' 
health, was in part a response to smaller community studies of diabetes, heart disease, and stroke 
that showed rates of disease on the rise in communities of color beginning in the 1960s and 
1970s (Williams and Collins 1995). This new focus on race, and new use of race to structure 
population research, was also a consequence of broader efforts to include racial and ethnic 
minorities in clinical and biomedical research (Epstein 2004, 2007). 

Population studies were instrumental to the emergence of metabolic syndrome because they 
provided institutional mechanisms by which and a discursive framework through which concep
tions of race and ethnicity could become attached to metabolic syndrome. Here, I highlight 
technical and racial frameworks of four of the earliest and most prominent of these federally 
funded studies, which were all modeled on the 1948 Framingham Study.9 These four studies 
were significant theoretically and practically for three reasons: (1) they each included the 
specific examinations and laboratory tests necessary to classify metabolic syndrome; (2) they 
sampled and collected data from populations they conceptualized as racial; and (3) their data 
has been widely used to analyze metabolic syndrome and its connections to race. 

The first study, the San Antonio Heart Study, 1979-1988, was a longitudinal cohort study 
that sampled 5,000 residents of three areas of San Antonio, Texas that were further sorted into 
low socioeconomic status (SES) "Mexican American", middle SES "Mexican and White," and 
high SES "White" research subjects (Gardner et al. 1982, Hazuda et al. 1981). The study was 
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designed to identify factors beyond obesity that contribute to diabetes and cardiovascular risk 
in Mexican inunigrants and Mexican Americans as compared to whites. The physical exami
nation data collected in this study included "blood pressure, obesity, body fat distribution, [and] 
skin color, the latter to estimate percent Native American genetic admixture." 10 Measurements 
of insulin resistance were compared to skin color "to test the hypothesis that at any given level 
of adiposity Mexican Americans will be more insulin resistant than Anglos and that the insulin 
resistance in Mexican Americans is proportional to the degree of Native American ancestry." 11 

The San Antonio Heart Study is important because it was the first major study after 
Framingham to measure all of the components of metabolic syndrome and to focus on a partic
ular ethno-national group: Mexicans. 

A second study, the Coronary Artery Risk Development in Young Adults Study (CARDIA), 
1985-2006, was a prospective, longitudinal, multi-site, cohort study that sampled 5,115 black 
and white men and women aged 18-30 in Birmingham, Alabama, Chicago, Illinois, and 
Minneapolis, Minnesota (Hughes et al. 1987). The CARDIA Study has been used to evaluate 
the relationship between racial discrimination and blood pressure (Krieger and Sidney 1998), 
as well as the relationships between dairy consumption and the insulin resistance syndrome 
(Pereira et al. 2002). This study is significant because an explicit effort was made in the sampling 
strategy for CARDIA to achieve approximately balanced subgroups of race, gender, and educa
tion across age and geographic groups. 12 An analysis of the list of publications on the study 
website shows that as of February 2009 at least sixteen studies have used CARDIA data to 
analyze the relationship between metabolic syndrome and race. 

The Atherosclerosis Risk in Communities Study (ARIC), 1987-1998, constituted a third 
study that was significant because it was designed to "investigate the etiology and natural history 
of atherosclerosis, the etiology of clinical atherosclerotic diseases, and variation in cardiovascu
lar risk factors, medical care and disease by race, gender, and location."13 ARIC was a 
prospective longitudinal study that sampled 15,792 individuals (aged 45-62) across 
Minneapolis, Minnesota, Washington County, Maryland, Forsyth County, North Carolina, and 
Jackson, Missis.:;ippi (Williams 1989) (Schmidt et al. 1996). According to the study's website, the 
ARIC data have been used to publish at least eighteen articles on metabolic syndrome, meta
bolic syndrome X, and multiple metabolic syndrome since the publication of its first wave of 
data in 1989.14 

The fourth study is the Jackson Heart Study (JHS), 1987-2003, the largest prospective 
study ever of the "inherited (genetic) factors that affect high blood pressure, heart disease, 
strokes, diabetes and other important diseases in African Americans." 15 JHS initially began as 
one site of the aforementioned ARIC study. It sampled 6,500 African Americans, aged 35-84, 
living in Jackson, Mississippi (Taylor et al. 2008). According to the study description at the 
National Heart, Lung, and Blood Institute, the Jackson Heart Study included an extensive 
examination, including a questionnaire, physical assessments, and laboratory measurements of 
conventional and emerging risk factors that may be related to cardiovascular disease. The phys
ical assessment of subjects in JHS includes height, weight, body size, blood pressure, 
electrocardiogram, ultrasound measurements of the heart and arteries in the neck, and lung 
function. The laboratory measurements collected from subjects in JHS includes cholesterol 
and other lipids, glucose, indicators related to clotting of the blood, among others. With these 
techniques, the Jackson investigators have been able to examine the "physiological relations 
between common disorders such as high blood pressure, obesity, and diabetes, and their influ
ence on CVD." 16 

Waidzunas (see Chapter 3 of this book), analyzes how population studies serve as an impor
tant technoscientific site for working out competing meanings of sexual orientation and 
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identity. The population studies I highlighted in this section provided a technoscientific means 
for inscribing the metabolic syndrome with racial meanings. By linking race, population, and 
metabolism in specific ways, these studies constituted an important body of evidence that was 
analyzed to document and explain racial group disparities in heart disease, diabetes, and obesity 
with reference to differential access to medical care and inequitably distributed exposure to 
stressful life circumstances like interpersonal racism. However, as in the case of the San Antonio 
Heart Study, these population studies also served as a platform for the theory that racial group 
differences in metabolic risk could be explained by genetic admixture, as understood through 

1 

the prism of race as biologic difference. Thus, racial disparities in metabolic risks are simulta
neously interpreted as one outcome of living in racially stratified societies and the effect of 
genetically differentiated populations sorted into and known through race. 

Race as a cause of metabolic syndrome 

While these and other studies produced the surveillance data used to study metabolic syndrome 
at the level of populations, clinical researchers continued to use racial categorization in their 
research on metabolic syndrome at the level of individual bodies. In fact, the data that emerged 
out of race-based population studies provided a basis upon which practicing physicians might 
understand their patients' metabolic health status differently depending on their specific racial 
classification. From the epidemiological perspective that shaped government funded race-based 
population studies, there was a need to understand whether and to what extent risks for meta
bolic health problems might differ across the major population groups of the nation. As will 
become apparent in this section, these questions about the distribution of metabolic health prob
lems across racially categorized groups began to intersect with new theoretical questions about 
the causes of metabolic syndrome. 

In addition to the four studies I have discussed, Stanford University endocrinologist Gerald 
Reaven's research is also useful for examining how scientists conceptualized race and ethnicity 
in relation to the population dynamics and individual-level causes of metabolic syndrome. 
Along with Jean Vague, Reaven is revered as a second so-called founder of metabolic syndrome. 
In his 1988 Banting lecture, 17 Reaven defined "syndrome X" as a series of six related variables 
that tend to occur in the same individual - resistance to insulin-stimulated glucose uptake, 
hyperglycemia, hyperinsulinemia, an increased plasma concentration ofVLDL triglyceride, a 
decreased plasma concentration of HDL-cholesterol, and high blood pressure (Reaven 1988). 
Reaven did not note any explicit racial or ethnic distinctions in the syndrome X construct nor 
in the etiological theories that he proposed explained the relationships between insulin resist
ance, cholesterol, blood pressure, and heart disease risk (Reaven 1988). 

However, a close examination of the clinical studies that formed the evidentiary basis for 
Reaven's theories about syndrome X reveal a pattern similar to Vague's ideas with respect to 
race. In his earlier research on insulin resistance during the 1970s, Reaven seems to have drawn 
upon mostly white European research subjects when he was part of a group of medical 
researchers at Stanford. Different members of the group (both including Reaven) published two 
studies in the Journal of Clinical Investigation, one in 1970 that tested a new technique for meas
uring insulin-mediated uptake (Sherr et al. 1970), and another in 1975 that demonstrated that 
this new method of measuring insulin resistance tends to identify subjects with diabetes 
(Ginsberg et al. 1975). The descriptions of the sample, which contains people with diagnosed 
diabetes and those without diabetes, are different in each paper in one exceptional way. In the 
1970 paper, the authors describe how the diabetics in the sample were selected from their 
patient referral group, matched by weight, age, and percent adiposity with the normal control 
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group. In this brief passage, they describe the sampling procedure for the normal population 
paper: 

Normal individuals were selected after interviews with a group of volunteers who had 
recently been discharged from a local minimum-security prison. Volunteers responded to 
a notice asking for assistance in a research project which would furnish their living 
expenses during a 2 week hospital stay. 

Shen, et al. 1970:2151 

In the 1975 paper, the recently released inmates who likely participated in the study in order 
to get shelter are described simply and neatly as "healthy adult male volunteers."While neither 
study reveals nor refers to the race or ethnicity of its subjects, both the age and sex of each 
subject is noted in the printed tables. Without any evidence to the contrary, it is safe to assume 
that Reaven's subjects were predominantly white. This is so given two facts: the overwhelming 
number of white Americans in the U.S. in 1970, and the fact that the mass incarceration of 
black men had yet to begin, so the prison population was composed mainly of whites. By fail
ing to consider how race mattered in the formulation of his signature concept, Reaven 
seemingly excludes the possibility that race is in any way related to the development of insulin 
resistance. 

By 2000, Reaven explicitly links race and the syndrome, in a book titled Syndrome X: over
coming the silent killer that can give you a heart attack. He states that people with genetic 
abnormalities, people of non-European origin, people with a family history of diabetes, heart 
attack, and hypertension, and people who eat poorly and exercise little are at a much greater risk 
for developing syndrome X (Reaven et al. 2000: 20). To support this claim, Reaven cites three 
lines of evidence, two of which are drawn from research in which he participated, that treat race 
and ethnicity as constructs that identify disease-relevant genetic differences between groups. 

For the first line of evidence, Reaven cites a 1985 study he co-authored that compared fifty
five Pima Indi.an men living near Phoenix with thirty-five Caucasian men living in California 
(Bogardus et al. 1985) .18 The investigators measured the levels of obesity, physical fitness, and 
insulin resistance in the two groups (who are not explicitly labeled as racial groups in any way) 
and used statistical techniques to determine the degree to which differences in their levels of 
obesity and physical fitness contributed to the variability of their insulin action. Reaven, writ
ing in 2000, claims that this 1985 study showed that "half of the variability of insulin action was 
due to lifestyle, the other half presumably to our genes. Of the 50 percent attributed to lifestyle, half 
was due to fitness, half to obesity" (Reaven et al. 2000: 57). Here, Reaven and his co-authors 
claim that the other half was due to population differences in genetics. This contention is based 
on the assumption that comparing Pima Indians and Europeans is equivalent to comparing 
underlying genetic differences between these population groups. 

The second line of genetic evidence upon which Reaven draws also comes from research 
conducted on the same sample of Pima Indians (Lillioja et al. 1987). This study compared levels 
of insulin resistance within Pima families to levels of insulin resistance across families and 
demonstrated, again according to Reaven in 2000, that the clustering of insulin action is greater 
within families than it is across families. In effect, this claim constructs familial heritability and 
genetic susceptibility as the same biomedical phenomenon when it plays out within a tribal 
group known to have high rates of intermarriage. 

The third line of evidence that Reaven cites to substantiate the role he sees for genetics in 
causing syndrome X purportedly shows that American Indians, South Asian Indians, Japanese 
Americans, African Americans, Mexican Americans, Australian Aboriginals, and various Pacific 
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Islander populations are more insulin resistant than populations of people of European ances
try (Reaven et al. 2000: 57). Reaven does not cite any studies after making these claims, but 
instead inserts a parenthetical statement that crystallizes his ideas about the causes of racial 
difference: the observed differences in insulin resistance reflect genetic differences between 
racial groups. Reaven and his collaborators argue that while it is possible that some racial groups 
nlight be more insulin resistant because of lifestyle habits and other factors, several studies did 
take group differences in all known factors into account and conclude that differences in insulin 
resistance result from heritable genetic differences between groups (Reaven et al. 2000: 58). 
Thus, the evidence that Reaven cites to support the claim that non-European bodies are more 
likely to develop syndrome X than European bodies assumes that bodily differences in insulin 
resistance result from heritable genetic differences between racial groups that cannot be 
explained by other ostensibly non-racial factors. This form of essentialism positions race as a 
heritable genetic structure that governs the functioning of the endocrine system. The work that 
essentialism accomplishes with respect to race in this case is analogous to Waidzunas' account 
in this book. He shows that scientists working to oppose the sexual reorientation movement 
locate sexual orientation within the body, thereby standardizing sexuality as a fixed biological 
feature of bodies. This essentialist move precludes ways of understanding sexual fluidity that 
cannot be known through the rigid examination of the biological body. 

Special metabolic populations 

In the contemporary moment, the uses and conceptions of race in biomedical research on 
metabolic syndrome seemingly have expanded in new ways. These expansions have taken place 
through the increasing interaction between new forms of clinical biomedicine and government 
public health research, both of which are focused on documenting and explaining racial health 
disparities. Due to these converging forces, there is no lack of biomedical data about race and 
health in American biomedicine. The term special populations is used specifically within govern
ment biomedicine to refer to pregnant women, children, racial and ethnic minorities, the 
elderly, and any other population group that is not white/European and male. The examina
tion of racial health disparities constitutes one rationale for studying special populations that are 
sampled and targeted using constructions of race and ethnicity. People who are classified with 
metabolic syndrome or who think they have it comprise a new special population that is 
constructed out of and reproduces genetic meanings of race. In this final section, I use the 
notion of"special populations" to show how race concepts are used to construct explanatory 
theories of"genetic admixture" in racial disparities research on metabolic syndrome. 

Since 2001, scientists have increasingly raised questions about the use, measurement, and 
interpretation of metabolic syndrome when comparing different racial and ethnic populations. 
These new questions about the relationship between race and metabolic syndrome emerge 
from the enactment of several important technoscientific practices on these populations. First, 
since the World Health Organization recommended standardizing obesity measurements in 
different racial and ethnic groups first in 1997 (WHO 1997) and again in 2004 (WHO 2004), 
race and ethnicity have explicitly been used in the practice of validating group-specific empir
ical cutoff points (endpoints) for one of the main physical examinations that comprise 
metabolic syndrome. Because of the ways that some definitions of the syndrome use race to 
determine the statistical cut-points of obesity, these definitions classify different proportions of 
racial and ethnic minority groups with the syndrome. For example, the prevalence of metabolic 
syndrome in Mexican Americans varied up to 24% between the WHO and NCEP definitions 
of the syndrome (Kahn et al. 2005: 2291).The argument for using race-based endpoints is that 
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they improve the generalizability and validity of comparisons of disease risk across individuals 
and populations. Statistical validity is determined with respect to the outcome, metabolic 
syndrome, by evaluating whether the syndrome successfully identifies all of the individuals who 
are at increased risk within specific populations groups. Thus, for example, the body mass index 
for an individual who is classified "African American" would be statistically adjusted to account 
for the differential relationship between obesity and CVD risk in African Americans as 
compared to other groups. These standardizations construct valid statistical norms against which 
racial and ethnic populations can be compared to one another. As Waidzunas argues convinc
ingly in this volume, processes of standardization are often organized via logics of exclusion that 
privilege some bodies over others and work to reinforce the hierarchical social order that justi
fies such exclusions. 

A second technoscientific practice concerns how different research institutions use ethnic
ity to construct standardized cut-points for obesity in their definitions of metabolic syndrome 
across racially conceptualized subpopulations. These cut-points represent statistical thresholds 
against which bodies' sizes are measured in metabolic syndrome research. In 2003, in their joint 
definition of the insulin resistance syndrome, the American Association of Clinical 
Endocrinologists and the American College of Endocrinology provided optional standardiza
tions of obesity for different ethnic groups (Einhorn 2003). Three years later, in 2006, the 
International Diabetes Federation incorporated racial and ethnic measurements of waist 
circumference because " ... there are clear differences across ethnic populations in the relation
ship between overall adiposity, abdominal obesity, and visceral fat accumulation" (Alberti et al. 
2006: 473). The IDF elaborates a list of country of origin and ethnicity-specific values for waist 
circumference for "Europids," "South Asians," "Chinese," and ''Japanese" populations. Several 
other groups do not yet have their own standardized values: "Ethnic South and Central 
Americans," "Sub-Saharan Africans," and "Eastern Mediterranean and Middle East." In the 
meantime, the authors advocate that the South and Central American ethnic groups should use 
"South Asian" values, the Africans and the "Arab populations" should use "European" values 
until "more sp~cific data are available." The authors of the IDF study provide special instruc
tions for applying these country and ethnic specific values in clinical and epidemiological 
research. They write, 

It should be noted that the ethnic group-specific cut-points should be used for people of 
the same ethnic group, wherever they are found. Thus, the criteria recommended for Japan 
would also be used in expatriate Japanese communities, as would those for South Asian 
males and females regardless of place and country of residence. 

Alberti et al. 2006: 476 

These recommendations imply that these standardizations should be used to compare "ethnic" 
populations that transcend "place and country of residence." This stated emphasis on ethnic 
populations obscures questions of race and assumptions about bodily differences that accom
pany race. To name these populations "ethnic groups" but then to sidestep the country-specific 
cultural dynamics that shape bodies' response to metabolic environmental exposures reveals that 
this use of ethnicity functions to deflate the potential criticism that these standardized cut
points are unabashedly racial and potentially racist. 

Since 2005, these institutional practices have resulted in a new body ofbiomedical research 
that investigates the implications of using metabolic syndrome to compare heart disease risk 
across different racially categorized groups (Baneljee and Misra 2007, Unwin et al. 2007). 
Scholars in this emerging field of research have investigated racial and ethnic differences in the 
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relationships between obesity and heart disease risk (Zhu et al. 2005), body composition and 
metabolic risk factors (Desilets et al. 2006), the power of triglycerides to predict insulin resist
ance (Bovet et al. 2006, Sumner and Cowie 2008, Sumner et al. 2005), and the relationship 
between HDL cholesterol levels and CVD risk (Amarenco et al. 2008) in explicitly racial terms. 

African Americans, and theories of African American health, occupy a prominent place in 
special populations research that links race and metabolic syndrome. A review article on meta
bolic syndrome in African Americans was published in the journal Ethnicity & Disease in 2003. 
All of the authors of this review article are members of the African-American Lipid and 

1 
Cardiovascular Council (AALCC), a non-profit health professional advisory group that is 
supported through an unrestricted educational grant from Bristol-Myers Squibb Company, and 
many of them have published widely on metabolic syndrome and African Americans (Clark 
and El-Atat 2007, Ferdinand et al. 2006, Grundy et al. 2004, Smith et al. 2005). 

In the leading article, Hall et al. (2003) situate their review of metabolic syndrome and 
African Americans in the context of the epidemiological fact that African Americans have the 
highest overall CHD mortality and out-of-hospital coronary death rates of any racial group in 
the United States. However, to explain the racial disparities in metabolic health between 
"Native Americans," "Mexican Americans," and "African Americans" as compared to "European 
Americans," the group advances a "genetic admixture theory" (Hallet al. 2003: 415). 19 Theories 
of genetic admixture assume that individual level risk for disease is related to their shared 
genetic admixture with populations known to be susceptible to the disease. According to this 
theory, pre-1960s European Americans historically had higher rates of diabetes than African 
Americans, Hispanics, and Native Americans, but increasing racial miscegenation that has 
occurred since colonialism explains the increasing rates of diabetes in these racial and ethnic 
groups (Tull and Roseman 1995: 614). The central assumption of this theory is that racial 
groups at an earlier moment were pure and segregated, and it is their intermingling since the 
"discovery" of race that explains racial disparities in modern times. They argue that the degree 
of genetic admixture is related to the susceptibility of different racial groups to the risk factors 
that constitute metabolic syndrome. They write, 

Whites of European origin appear to have greater predisposition to atherogenic dyslipi
demia [high levels of LDL or bad cholesterol], whereas Blacks of African origin are more 
prone to HBP [high blood pressure], type 2 diabetes and obesity. Native Americans and 
Hispanics are less likely to develop HBP than Blacks, but appear particular susceptible to 
type 2 diabetes. Of particular note is the considerable genetic admixture among Native 
Americans and Mexican Americans. 

Hall et al. 2003: 415 

As Duana Fullwiley makes clear in her analysis of how scientists use this logic of genomic 
admixture to make sense ofLatinos' development of asthma (Fullwiley 2008), the new biotech
nological tools used by these scientists mobilize old logics of racial difference in ways that affirm 
racial categorization and obscure the cultural imprint of the scientists on the knowledge
making process. The focus on race within special metabolic populations research on metabolic 
syndrome has served as a location for the application of new technologies that map old racial 
categories onto groups defined by "genetic ancestry" (Fujimura and Rajagopalan 2011). 
Genetic admixture analysis becomes a way of knowing racial identity as well as a strategy for 
determining metabolic risks. The focus on documenting racial differences in metabolic 
syndrome within biomedicine has accompanied the survival of theories of disease that attempt 
to link the biologies of racial groups to metabolic risk. 
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Conclusion 

The frameworks of biomedicalization and technoscience provide a set of powerful analytic 
tools through which to analyze the relationships of metabolic syndrome and race. 
Technoscience provides a way of understanding how the increasingly technological and scien
tific aspects of metabolic syndrome come together to shape its racial meanings. In the political 
context ofbiomedicalization, molecular processes and genetic differences provide the authori
tative scientific explanations for racial differences in health; racism has nothing to do with it. 
By grounding race in the body along with a predominantly biomedical understanding of 
metabolism (as opposed to a sociological or political one), these technoscientific practices have 
the unintended effects of obscuring the ways in which racialized social structures produce poor 
health for all people. 

These technoscientific practices remain linked to historical formations of scientific racism 
that explained racial inequalities as biological, natural, and immutable. Racial essentialism is 
central to the operation of scientific racism, a set of discourses and practices that served to 
explain and justify racial inequalities using the tools and authority of science. Racial health 
disparities have long constituted a major site of struggle over the meaning of race and expla
nations of racial inequality. When analyzed in the specific context of racial health disparities, the 
use of essentialist notions of race to explain away racial inequality takes on special significance 
in the history of comparative racial biology and eugenics (Zuberi 2001). 

While metabolic syndrome can be understood as yet another iteration of racialized practices 
that have drawn substantial scrutiny like racialized forms of pharmacology and drug marketing 
(Kahn 2008, Lee 2005), metabolic syndrome has thus far avoided serious discussion among STS 
scholars, especially in terms of the ways in which it explicitly and implicitly incorporates race 
into its very definition. One of the unique features of metabolic syndrome, as compared to 
these other objects of biomedical research, is that its practitioners do not address the ways in 
which it is both racialized and racializing, a remarkable omission given how central racial 
disparities in metabolic health have become to national debates on health injustice and the 
warnings about the return of scientific racisms through technoscience. 

Notes 

I use the term the metabolic syndrome as an umbrella term to encompass many different yet closely 
related concepts advanced by biomedical researchers to describe these relations including the meta
bolic syndrome, metabolic syndrome X, dysmetabolic syndrome X, insulin resistance syndrome, 
multiple metabolic syndrome, and syndrome X. 

2 This particular definition of metabolic syndrome represents the 2001 National Cholesterol Education 
Program (NCEP) definition and includes elevated blood pressure, or hypertension, is defined as having 
systolic pressure of at least 140 mmHg and diastolic pressure of at least 90 mmHg, elevated cholesterol, 
or dyslipidem.ia, is defined as having total serum cholesterol higher than 240, elevated blood sugar, or 
hyperglycemia, is defined as having fasting blood glucose of at least 126 mg/ dL and elevated weight, 
or obesity, is defined as having a body mass index (BMI) greater than 30. 

3 Interestingly, the National Library of Medicine online definition of "syndrome" is drawn from the 
Merriam Webster online dictionary (www2.merriam-webster.com!cgi-binlmwmednlm) accessed on March 
5, 2009 at 4:25pm. 

4 (wuntJ.metabolicsyndromeinstitute.com!aboutlmission) accessed on March 5, 2009 at 4:15pm. 
5 These categories were further institutionalized through the 1993 Revitalization Act of NIH that 

issued strict guidelines for the inclusion of women and racial and ethnic minorities in NIH funded 
clinical research and trials (see also Bliss, C. 2011, "Racial taxonomy in genom.ics." Social Science & 
Medicine 73: 1019-1027, Epstein, S. 2007, Inclusion:Tize Politics qf D[{fermce in Medical Research. Chicago: 
University of Chicago Press, Shields, A.E., Fortun, M., Hammonds, E.M., King, P.A., Lerman, C., 
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Rapp, R., and Sullivan, P.F. 2005, "The use of race variables in genetic studies of complex traits and 
the goal of reducing health disparities." American Psyclwlo,_t;!_ist 60: 1 77-103.). 

6 Theories of genetic admixture assume that an individual's susceptibility for disease is proportionally 
related to their inherited genetic admixture from ancestral populations known to be susceptible to the 
disease. 

7 In 1993, this construct gets revived by Descovich and colleagues in a book edited by Crepaldi himself 
(Descovich, G.C., Benassi, B., Canell.i, V., D'Addato, S., De Simone, G., and Dormi, A. 1993, "An 
epidemic view of the plurimetabolic syndrome." In Diabetes, Obesity, and Hyperlipidemia: Tlze 
Plurimetabolic Syndrome, Crepaldi, G., Tiengo,A., and Manzato, E. Amsterdam: Elsever Science.). 

8 Researchers at the Metabolic Syndrome Institute, a web-based organization ofbiomedical researchers 
whose primary goal is to promulgate the idea of the metabolic syndrome, attribute the concept to Dr. 
Vague. Several prominent metabolic syndrome researchers belong to this group, including Dr. Scott 
Grundy ( wuntJ. metabolic-syndrome-institute. 01g /medical_ir!formation llzist01y l#lim_a) accessed December 
20,2006. 

9 Several other studies illustrate the general argument presented here. See, for example: MESA 
(Multiethnic Study of Atherosclerosis) Bild, D.E., Bluemke, D.A., Burke, G.L., Detrano, R., Diez 
Roux,A.V., Folsom,A.R., Greenland, P.,Jacob, D.RJ., Kronmal, R., Liu, K., Nelson,J.C., O'Leary, D., 
Saad, M.F., Shea, S., Szklo, M., and RP. T. 2002, "Multi-ethnic Study of Atherosclerosis: objectives and 
design." American Journal qf Epidemiology 156: 9 871-81. and IRAS (Insulin Resistance and 
Atherosclerosis Study) Festa, A., D'Agostino, R., Jr., Howard, G., Mykkanen, L., Tracy, R.P., and 
Haffuer, S.M. 2000. "Chronic subclinical inflanm1ation as part of the insulin resistance syndrome: The 
Insulin Resistance Atherosclerosis Study (IRAS)." Circulation 102: 1 42-47. 

10 I will discuss the theory of genetic admixture in greater detail in the following section of the chapter, 
however, it is important to mention that the focus on Native American admixture is commonplace 
given the exceptionally high rates of insulin-resistant diabetes in some Native American population 
like the Pima. 

11 (wuntJ.clinicaltrials.,_t;tov/ctlshow/NCT00005146) retrieved on February 13,2009. 
12 (wwuJ.Cardia.dopni.uab.edu!lad_it!fo.lztm) accessed February 16, 2009 at 2:08pm. 
13 (www.cscc.zmc.edu/aric) accessed February 16,2009 at 2:51 pm. 
14 See fn1 on terminology for "metabolic syndrome." 
15 (lzttp:!ljhs:iswns.edu~jhsit!fo) accessed February 16,2009 at 3:23pm. 
16 (www.nhlbi.nih.gov/about~jackson/2t'ldpg.htm) accessed February 16,2009 at 2:59pm. 
17 The Banting Lecture is published annually in the journal Diabetes, which is the flagship journal of the 

American Diabetes Association. As of March 4, 2013, Reaven's published lecture had been cited 8,241 
times (search conducted by author). 

18 According to an NIDDK website on the special role the Pima have played in government biomedical 
research on diabetes, "This cooperative search between the Pima Indians and the NIH began in 1963 
when the NIDDK (then called the National Institute of Arthritis, Diabetes and Digestive and Kidney 
Diseases), made a survey of rheumatoid arthritis among the Pimas and the Blackfeet of Montana. They 
discovered an extremely high rate of diabetes among the Pima Indians. Two years later, the Institute, 
the Indian Health Service, and the Pima community set out to find some answers to this mystery." 
(http:!ldiabetes.niddk.nih.govldmlpubslpimalpatl!findlpatl!find.htm) accessed February 16,2009. 

19 Recall that the San Antonio Heart Study was also designed to assess the degree of genetic admixture. 
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Since the 1970s, the ex-gay movement has brought together professional therapists, ministry 
leaders, and people struggling with "unwanted same-sex attractions." Ex-gays in the United 
States are predominantly male, and the movement tends to attract white Evangelical Christians. 
In many ex-gay movement worldviews, "gender shame," an underlying fear of being one's 
assigned gender, is often thought to cause homosexuality, and confronting it is supposed to 
allow the expression of universally natural heterosexual feeling and behavior. These ideas are 
generally rejected in mainstream science as being based on stereotypes. Nonetheless, practi
tioners guiding clients through this process often blend theological and psychological concepts, 
theorizing that becoming heterosexual means aligning oneself with a vision of God's design for 
men and women (Moberly 1983). Although the movement in the United States grew in recent 
decades, it has recently undergone serious setbacks as Exodus International, the leading ex-gay 
ministry in the U.S., disbanded in June 2013. 

The movement began to fracture in 2012, the result of a division between ministry leaders, 
who claimed that leaving homosexuality meant lifelong struggle with same-sex attractions, and 
professional therapists, who claimed that full reorientation was possible. These divisions can be 
traced, in part, to a standard established by the American Psychological Association (APA) 
pertaining to scientific measurement. In a task force report published in 2009, the APAjoined 
other professional mental health associations declaring that there is no evidence for the efficacy 
of sexual orientation change efforts, and these efforts are potentially harmful (APA Task Force 
2009). To make these claims, the APA established a terminological standard that undermined 
the validity of the self-reports of ex-gays claiming to have become heterosexual as a basis of 
reorientation research. In the past, "sexual orientation" had been measured as a composite of 
identity, behavior, and attraction. The APA made a new distinction between "sexual orienta
tion" as a set of physiological attractions and "sexual orientation identity" as the willingness or 
ability to recognize one's sexual orientation. In effect, the APA's new standards meant that self
reports of sexual orientation became nothing more than an expression of sexual orientation 
identity, unacceptable as evidence for the efficacy of sexual reorientation therapies. Moreover, 
in order to demonstrate reorientation, a physiological measure was now deemed necessary. 

56 

Ex-gays and the materialization of the male body 

Through rhetorical calls for physiological tests, the APA enacted what Michelle Murphy has 
described as a process of "materialization," making matter - in this case the matter of male 
bodies- relevant and perceptible in the world (Murphy 2006: 7). But at the same time, estab
lishing notions of fixed sexual orientations based on the male body has a number of 
problematic consequences, including the erasure of female desire and the preclusion of concep
tualizing multiple possible ways ofbeing sexual. 

Many recent difficulties faced by the ex-gay movement are linked to the APA standards 
through a complex and layered temporal process, since one standard may be based upon 
r-nother (Lampland and Star 2009). For example, the APA's claims of "no evidence for efficacy" 
and "potential for harm," substantiated by the new standards, form an important basis for a new 
California law that bans reorientation therapy for minors, setting a new legal standard for ther
apeutic practice. Because the terminological standards became a basis for raising standards of 
methodology in reorientation research, they effectively debunked a sexual reorientation effi
cacy study conducted by influential psychiatrist Robert Spitzer (2003), leading him to write an 
apology to the gay community and to claim that he had misinterpreted his findings (Spitzer 
2012). Thus, although remnants of the ex-gay movement persist, the APA standard has acted as 
a means for excluding ex-gay claims from scientific, public policy, and cultural arenas. In the 
past, ex-gay claims had been excluded from science primarily on the ethical basis that they were 
anti-gay, but terminological standards have provided a new reasoning for exclusion that seems 
to have even undermined the concept of reorientation in many contexts beyond science alone. 

The terminological shift described in this chapter must be seen as a standardization process 
that makes concrete particular ways of seeing, manipulating, and accounting for the world 
(Timmermans and Epstein 2010). The terminological standardization of"sexual orientation" 
and "sexual orientation identity" has emerged through a dialectic encounter between the ex
gay movement, including experts predominantly relegated to the scientific fringe, and gay 
affirming mental health professionals in the scientific mainstream. Thus, these debates must be 
understood as part of a broader set of religious and political contestations, not as walled-off 
separate processes that took place "inside" science. One important result of standardization is 
that it has enabled mental health professional associations to engage in a type ofboundary work 
(Gieryn 1999): by maintaining the view that sexual orientation cannot be therapeutically 
changed, they have effectively marginalized those reorientation practitioners and researchers 
who believe that attractions can be altered. To trace these terminological standardization 
processes, I draw on interviews with major players in sexual reorientation therapy controver
sies in the United States, including members of the APA Task Force, participant observation at 
relevant conferences, and content analysis of scientific and activist literature. 

More broadly, this chapter extends Timmermans and Epstein's framework for the sociolog
ical study of standardization by further elaborating on ways that standards can serve to exclude. 
They assert that "every standard necessarily elevates some values, things, or people at the 
expense of others, and this boundary-setting can be used as a weapon of exclusion" 
(Timmermans and Epstein 2010: 83). Being "sensitive to exclusions" was also a major concern 
of Bowker and Star (1999), who laid a foundation for the study of standards as a family of 
processes including classification and infrastructure development. Bowker and Star argue that 
standardized classification systems "always have other categories, to which actants (entities or 
people) who remain effectively invisible to the scheme are assigned" (1999: 325). Such exclu
sions become part of the social order, yet in a case such as struggles over sexual reorientation, 
the domains from which ex-gays and associated experts have been excluded are complicated 
by the religious culture of the United States and the role of the media in promoting contro
versy. That is, while reorientation opponents within science have been able to keep 
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reorientation claims out of science, they have had a more difficult time extending that closure 
to society more broadly. 

By focusing on processes of exclusion, I am by no means advocating opposition to stan
dardization, as though it is always oppressive and dehumanizing. Rather, this chapter elaborates 
on ways that exclusion has operated in cases of standardization found in the science and tech
nology studies (STS) literature, further supplementing understandings of standardization as 
means of coordination or promoting efficiency for those included. As standards embody values, 
exclusion through standardization may be necessary to promote justice or some other cher
ished goal, although it may have ironic effects, too. In the sections that follow, I first discuss the 
relationship between standards and social life, sunm1arize Tinm1ermans and Epstein's framework 
for the sociological study of standardization, and review some ways in which standards can 
exclude. Then, I tell the story of how the standards of"sexual orientation" and "sexual orien
tation identity" have come about using that framework. Next, I discuss the case in terms of 
exclusion as the discrediting of people and practices, and then analyze how standards can 
exclude in the sense that they can preclude possibilities for being and knowing. Finally, I 
conclude by discussing the limits of considering standards as "weapons of exclusion," as they 
rely on implementation and institutional authority. 

Standards, social life, and exclusions 

The power of standards, whether they be classification systems, rules for the production of 
objects, or guidelines for professional practice, lie in the ways they render the world uniform 
across time and space. Much of modern life would not be possible without standards, as they 
coordinate systems and infrastructure, and render people intelligible and subject to regulation 
by the modern state. Standards are not only just about the mundane and substantive things 
under consideration; rather, they entail ways of organizing people and things that are extremely 
consequential for personal biographies. Quite often, standards remain invisible, as a backdrop 
within infrastructures that we take for granted. Bowker and Star assert that the design of stan
dards is always rooted in ethical judgments, and rendering them visible is a project with an 
"inherently moral and political agenda" (Bowker and Star 1999). This not only brings them to 
life from their fossilized state where they might be considered negotiable again, but also brings 
attention to those entities or people who do not fit into standardized systems, allowing us to 
reconsider the broader consequences of exclusions. 

In some cases, the study of standards does not require rendering them visible, as they have 
already become targets of wide public contestation. The removal of" Homosexuality" from the 
DSM in 1973 is a case in which social movements successfully drew attention to the values 
embedded in a nosological standard, resulting in its demise (Bayer 1987). In another case, the 
U.S. Bureau ofReclamation planned to construct the Orme Dam near Phoenix, Arizona, flood
ing land of the Yavapai tribe. The Yavapai contested a commensuration process which subjected 
their land and relocation to a cost-benefit analysis within a standardized system of dollar value, 
claiming instead that their land was part of their identity. Their advocacy made the values inher
ent in a standardization process visible, and effectively halted the dam project through protest 
(Espeland 1998). These examples show not only how visibility is a key aspect of standard contes
tation, but also illustrate how standards are part of the organization of social life. 

Science and technology studies have disagreed about the relationship between standardized 
classification systems and the social order. Bloor (1982) and Douglas (1986) both assert that 
standardized systems of classification are really projections of political values onto the natural 
world, such that the natural world can be read back in a way that makes social values seem 
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inevitable and embedded in nature. On the other hand, Bowker and Star (1999) have argued, 
and Timmermans and Epstein (2010) concur, that standardization and the social order are 
simultaneously emergent, as standards themselves have agency in the social domain. This 
perspective aligns with Jasanoff's idiom of co-production (2004), as the creation and imple
mentation of standards and the development of social order are mutually constitutive 
phenomena. For example, Epstein (2007) observes that legal requirements for the standardized 
inclusion of racial minorities in clinical trials that embed race within medical knowledge simul
taneously shape the lived order of racial classification. 

1 

Like Bowker and Star, Tinm1ermans and Epstein agree that standardization is "a process of 
constructing uniformities across time and space through the generation of agreed upon rules" 
(Timmermans and Epstein 2010: 71). As such, a "standard" might be a rule, a definition, or a 
measurement, developed in order to make the unruly world more predictable and manageable. 
Tinm1ermans and Epstein provide a typology of standards including: (1) design standards, which 
define features of tools and products in infrastructure; (2) terminological standards, which 
"ensure stability of meaning over different sites and times and are essential to the aggregation 
of individual elements into larger wholes"; (3) performance standards, which set acceptable 
levels of complications or problems with systems; and (4) procedural standards, which express 
how procedures are to be performed (2010: 72). Rather than characterizing standardization 
processes as part of a grand trend of rationalization, these authors note that each standard has 
its own history, and must be evaluated in terms of its benefits and disadvantages. To analyze the 
life cycle of a standard, they propose three archetypal phases, which may overlap: creation, 
implementation, and outcome. Standard creation is a social act requiring the buy-in of multi
ple parties, and may proceed in a top-down fashion or be based on the formation of consensus. 
Once created, a standard must be implemented to survive, and is often reliant on some institu
tional authority for that to occur. The outcomes of standards may promote a range of interests 
from the most democratic to the most authoritarian, which must be empirically investigated. 
In sum, the Timmermans and Epstein approach involves considering a broad range of actors 
and outcomes, including considering those actors excluded, and acknowledging the full range 
of complexities and contingencies in any particular standardization process. 

Timmermans and Epstein assert that standards can be "weapons of exclusion," yet this idea 
raises questions about what exactly is being excluded, by what mechanisms, and from what 
domains. In this chapter I consider two families of exclusions. The first involves the discredit
ing of people, practices, or claims, effectively excluding them from some socially legitimated 
arena. The second involves precluding possibilities for being or knowing altogether, as onto
logical and epistemological exclusions that may undermine what Stephen Collier and Andrew 
Lakoff (2008) call "regimes of living." Such regimes are defined as "tentative and situated 
configuration[s] of normative, technical, and political elements that are brought into alignment 
in situations that present ethical problems" (2008: 23). Thus in one family of exclusions, people 
or things might be kept out of some arena, but in the other family, the very existence of kinds 
of people may be overlooked, ways of knowing may be made impossible, and regimes of living 

may be disassembled or reconfigured. 
When considering the first family of exclusions in relation to the domain of science, the 

attribution of credibility to people, claims, and methods is largely shaped by culture (Shapin 
1995). In this context, Gieryn (1999) explores how the cultural boundaries between science 
and non-science are maintained through the setting of standards for scientific expertise, a major 
component for attributing scientific credibility to people. This involves delineating appropriate 
professional qualifications and the standards of practice such as participation in peer review to 
draw the lines between scientists and non-scientists. Research practices themselves may also be 
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discredited, resulting in the crystallization of a "hierarchy of evidence" in which one method 
may be considered a gold standard for the production of knowledge, to the exclusion of others. 

The second family of exclusionary forms involves the preclusion of possibilities for being 
and knowing. When taking a standardization path, whether it entails standardizing measure
ments, technologies, or categories, there are always myriad roads not taken (including having 
no standard at all). Each road leads to a possible regime of living, including an assemblage of 
standards and ways of being human. In the case of standardized classification systems, Bowker 
and Star (1999) argue that once a path has been chosen, people who do not fit the standard 
will often experience distress. They use the term "torque" to describe biographies of people cast 
into residual categories, as tension builds between the unruliness of lived experience and the 
rigidness of categories. 

In addition to precluding ways of being, when particular category systems become stan
dardized in infrastructures for producing knowledge, they can lead to the preclusion of different 
ways of knowing. Bowker and Star (1999) argue that terminological standards can establish 
"causal zones" that allow for construction of a constrained range of kinds of facts. For exam
ple, defining an illness in the International Classification if Diseases (ICD) in terms of biological 
causes only allows for the collection of some kinds of data instead of others. As a result, biolog
ical agents will come to be understood as the only possible causes of illness disparities, as 
opposed to social disenfranchisement or marginalization. The problem of the reduction of the 
range of causal zones to biological properties is also present in research on biomedicine and 
race. In this book, Hatch shows how the standardized diagnosis of"metabolic syndrome" was 
consolidated through the practice of population research studies predicated on socially defined 
racial categories. This research has the effect of reducing causal understanding of these condi
tions to racial biology, not taking into account the role of social determinants of health. Hatch's 
case also illustrates how "niche standardization" (Epstein 2007) has taken hold in research on 
metabolic syndrome, as different bodily thresholds have been assigned to different racial groups 
for diagnosis and risk assessment, further entrenching a reductionist biological understanding of 
race. 

Finally, while standards often involve the creation of ethical norms in a regime of living, 
especially for following the standards themselves, they can also relegate previously normal 
behavior to the domain of abnormality. For example, the profit-based pharmaceutical industry 
has increasingly promoted the ethic to assess health risk, subjecting oneself to numerous tests 
and taking lifelong drug regimens even when feeling well. The threshold of normalcy is now 
based on test scores and risk assessments developed through clinical trials, and to be normal in 
developed countries is often to be on multiple preventive prescription drugs. Gone are the days 
when patients went to the doctor simply when they were not feeling well (Dumit 20 12). Thus, 
as the pharmaceutical industry has gained increasing influence over the medical profession, and 
as medicine is increasingly based on evidence-based standards of care (Timmermans and Berg 
2003), older styles of doctor-patient relationships have been replaced with ones technologically 
equipped to enforce higher thresholds of normalcy. This example shows how standards can 
reassemble a regime of living by constricting the range of what is considered "normal," 
supplanting it with a new regime based on a different rationality. 

While I have described two families of ways that standards can exclude, it should be noted 
that this distinction frequently applies to components of an exclusionary process that cannot be 
disaggregated. For example, Fausto-Sterling (2000) describes how the International Olympic 
Committee, concerned that men might compete in women's sporting events, shifted from a 
system of determining sex by visual inspection to one based on genetic testing. Within the first 
family, this standardization process excludes the technical practice of visual inspection, and also 
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keeps people who test positive for Y-chromosomes from participating in women's events. In 
other words, certain people and practices are kept out of the domain of women's Olympic 
events due to the new standard. Within the second family of exclusions, this standard also 
precludes the possibility that a person withY-chromosomes could officially be considered a 
"woman" competing in the Olympics, and also precludes the possibility ofknowing how such 
people might fare in women's Olympic events. 

With this conceptual terrain of exclusions established, I now apply the Timmermans and 
Epstein framework to the terminological standardization of "sexual orientation" and "sexual 
orientation identity," tracing the formation of the standard and then further discussing forms of 
exclusion that ensued. 

The ex-gay threat and the terminological standardization response 

The process of terminological standardization began when the ex-gay movement developed a 
public presence in the late 1990s. This was propelled by large Religious Right organizations 
that funded a mass advertising campaign and by media coverage of newly conducted self-report 
research studies. Ex-gay groups challenged mainstream science claims that there is "no 
evidence" for reorientation efficacy by evoking representations of the self that Tanya Erzen 
(2007) has described as "testimonial politics." Testimonies took different forms in each of these 
genres. Advertisements in newspapers and on billboards featured ex-gays telling personal stories 
of transformation, while researchers utilized self-report data in which ex-gays testified about 
the extent to which they believed they were now heterosexual within the confines of carefully 
phrased research questions and response scales. Three particularly prominent large-scale ex-gay 
self-report studies emerged from the movement at this time. 

The studies are important to consider in some detail because of the different ways that they 
advance notions of sexual orientation change. First, Nicolosi et al. (2000) conducted a self
report "consumer satisfaction" survey published in 2000 with 882 respondents. This has come 
to be known as the "NARTH study" because of its authors' affiliation with that organization, 
National Association for Research and Therapy of Homosexuality. Using retrospective self
report ratings of "sexual orientation" before and after reorientation treatment but without 
defining that term, the authors asserted that respondents experienced statistically significant 
shifts from homosexuality to heterosexuality, in addition to improvements in overall well-being. 
In contrast to allowing respondents to define "sexual orientation" themselves, Spitzer (2003) 
defined this variable using a composite of measures of identity, behavior, and attraction, also 
with retrospective measures. While his sample was not representative, he claimed his study 
showed that reorientation was possible for some highly motivated individuals. Many people in 
his sample reported significant shifts toward feeling heterosexual attractions in addition to iden
tity and behavior. Finally, a study by evangelical researchers Stanton Jones and Mark Yarhouse 
(2007) used a longitudinal self-report design which they argued improved on previous studies' 
usage of retrospective measures. This came to be known as the "Exodus study," as Exodus 
International funded it and was the primary source of research subjects. Jones andYarhouse also 
measured identity, behavior, and attraction upon entering an ex-gay ministry and then one year 
later. However, in this study, ex-gays tended to report little shift in sexual attraction, but large 
shifts in identity and behavior. While one third of the cases were considered to have been 
"successfully" reoriented by the authors, half of these subjects were celibate, and most of the 
"success" cases reported lingering same-sex attractions. 

In sum, while the meaning of sexual orientation change remained ambiguous in the 
NARTH study, Spitzer claimed that the significant attraction changes of his subjects 
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demonstrated reorientation was possible, while Jones and Yarhouse claimed successful reorien
tation with much less change in attractions in their data. Thus, it was Spitzer's study that made 
the strongest claim about the efficacy of reorientation therapies. His study garnered immense 
publicity because he had been on the American Psychiatric Association Nomenclature 
Committee in 1973, played a central role in the decision to remove "Homosexuality" from the 
DSM (Bayer 1987), and had also been central in the development oflater versions of the DSM. 
Thus, his credibility as a supporter of gay rights and famous leader in psychiatry made him a 
powerful spokesperson for the ex-gay movement. 

According to Steven Hilgartner, the popularization of a fringe view can have an effect of 
"feeding back" on mainstream science, moving researchers forward by pressuring them to clar
ify concepts and assertions (Hilgartner 1990). While such a feedback dynamic occurred in the 
case of the APA Task Force responding to popularized ex-gay research and publicity campaigns 
in 2007, events leading up to the Task Force did not play out in exactly the way that Hilgartner 
might anticipate. Instead, the development of terminological standards involved a complex 
convergence process that drew in participants from both sides of the debate. In Timmermans 
and Epstein's terms, this convergence involved buy-in from multiple parties. Although some 
activists and professionals maintained stalwart positions on the strict efficacy or inefficacy of 
therapies, some began converging on the idea that a mismatch between same-sex attractions 
and heterosexual identity might be typical and even desirable for some interested in living in 
accordance with religious values. Ex-gay ministry leaders, less invested in the complete elimi
nation of same-sex attractions than more secular professional therapists, began claiming that 
such attractions are likely to linger for people who go through ex-gay programs. 

In part, these confessions were a response to the increasing public visibility of"ex-ex-gays," 
people who had gone through ex-gay programs, claimed that they failed, and often claimed 
they experienced some kind of harm. In the early 2000s, the visibility of ex-ex-gays was 
furthered by research conducted by Shidlo and Schroeder (2002), concluding that many ex
gays experience significant harms when their treatments do not work. In 2007 the "ex-gay 
survivor" mo':ement held its first national meeting in the United States. Rather than challeng
ing the testimonies of these activists, ex-gay ministries were now forthcoming about the 
existence of lingering same-sex attractions. Ex-gay ministries lowered expectations of change 
for new members in hopes of preventing people from leaving ministries and becoming outspo
ken "ex-ex-gays" or "ex-gay survivors." 

However, reorientation ministries were also confronted with critical calls for phallometric 
testing, both from anti-reorientation activists (for example, Besen 2003) and from scientists 
responding to the Spitzer study (for example, Beckstead 2003). This method involves measur
ing the erection level of the penis with a "penile plethysmograph" device while a male research 
subject views erotic imagery designed to represent homosexuality and heterosexuality. The fact 
that ex-gays became more forthcoming about lingering same-sex attractions in the wake of 
these calls suggest that this technique, like the polygraph (Alder 2007), may act as a "truthing 
technology," calling forth confessions as long as people believe in the methodology. 
Phallometric testing has become part of a family of technologies that might be considered 
"truth machines," techniques for extracting truth from the body, such as DNA testing, which 
may trump testimonial evidence in various contexts (Lynch et al2008).While a vaginal photo
plethysmograph device exists for women, it is considered a less reliable indicator of sexual 
orientation, as researchers argue that women's subjective and physiological arousal do not 
correspond (Fishman 2004). Moreover, because men are the predominant clients of reorienta
tion, discussions in this domain frequently use male sexuality as representative of all human 
sexuality with no qualification. 
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At the same time as ministry leaders became more forthcoming about lingering same-sex 
attractions, gay affirmative therapists began to promote "middle path" compromises for clients 
experiencing conflict between same-sex attraction and religious values. A special issue of the 
journal The Counseling Psychologist published in 2004 captured many of these efforts. 
Psychologists were particularly moved by working with clients or research subjects that expe
rienced profound conflict, and in some cases, pursuing a heterosexual identity despite their 
attractions became a client's chosen path. For example, Haldeman (2004) reported on a case in 
which an African-American male client married to a woman chose a heterosexual identity 
because he wished to keep his heterosexual family together and maintain his connections to 
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his conservative religious community despite his same-sex attractions. While Haldeman 
suggests alternative possibilities for such a client, including the possibility that he might come 
back to therapy in the future, or seek help from evangelical groups that work to reconcile reli
gion and same-sex sexual orientation, he acknowledges that the polarized options of gay 
affirmative therapy that might devalue religious experience, on the one hand, and sexual reori
entation, on the other, are insufficient alternatives. In a commentary in this special issue, 
Worthington (2004), who would later serve on the APA task force, also proposed that sexual 
orientation identity be severed from sexual orientation as a means to clarify the language used 
in discussions over sexual reorientation therapy research. 

Furthermore, research on ex-gays emanating from both sides of the debate suggested that 
reorientation changed attractions very little while behavior and identity did change. This was 
particularly the case with the Exodus study conducted by evangelical researchers Jones and 
Yarhouse. Psychologist A. Lee Beckstead, who would later become a member of the APA task 
force, had conducted an in-depth interview study of Mormons who attempted reorientation 
and argued that ex-gays experienced little change in attractions, even though they did experi
ence some benefits from reorientation such as reduced isolation. Moreover, he argued that the 
heterosexual attractions that they felt were particularly weak. One respondent claimed that his 
response to men was like a "forest fire," while the response to his wife is more of a "campfire" 
involving a sense of emotional closeness (Beckstead and Morrow 2004). Beckstead, who had 
worked in a phallometric laboratory as part of his training, argued that these kinds of charac
terizations of heterosexual attraction do not constitute sexual orientation change, but rather, 
reveal that living as an ex-gay involves living with incongruity. Beckstead had himself gone 
through a failed reorientation attempt at Evergreen International, a Mormon reorientation 
ministry. Being part of this world gave him particular insight into the ways that religious values 
can be more important to a person than their sexual attractions, and his role on the task force 
involved foregrounding issues in the psychology of religion (interview with Beckstead, Salt 
Lake City, UT, 2010). 

With this convergence of some parties on both sides, the publication of the American 
Psychological Association's Task Force Report on Appropriate Therapeutic Response to Sexual 
Orientation in 2009 marks the established terminological standardization of"sexual orientation" 
and "sexual orientation identity." While other mental health organizations had created position 
statements opposing reorientation, the APA had become a gatekeeper on the construction of 
knowledge of reorientation efficacy, especially because the American Psychiatric Association 
had largely ceded jurisdiction over talk therapy to psychology following the pharmaceutical 
revolution in that field. The task force was formed in 2007 after gay rights activists raised 
concerns with the APA about the growing public presence of the ex-gay movement. In making 
their determination that "no evidence" exists for reorientation, the task force reviewed relevant 
literature over six decades, and establishing terminological standards effectively made self-report 
the "wrong tool for the job" (Clarke and Fujimura 1992) of measuring sexual orientation. 

63 



Embodiment 

Building on these standards, they also established a "middle path" compromise therapeutic 
approach they called "sexual orientation identity exploration." This therapeutic guideline 
advises mental health practitioners working with clients experiencing conflicts over same-sex 
attractions to let those clients determine the path of their sexual orientation identity develop
ment, as long as it is not based on anti-gay stereotypes, and as long as clients acknowledge that 
sexual orientation is unlikely to change (APA Task Force 2009). 

Exclusion as discrediting claimants and practices 

Within the first family of exclusions that involve undermining credibility, the APA standardi
zation process has led to several outcomes. These entail the discrediting of reorientation 
practitioners who claim they can change sexual attractions, ex-gays who claim that they now 
have a heterosexual sexual orientation, and self-report as a means to demonstrate reorientation 
change. As Timmermans and Epstein note, the different phases of standard creation, imple
mentation, and outcomes may overlap, and in this case, overlaps can be seen in the way 
NARTH nominees were excluded from the task force itself. 

When the APA announced that a task force would be formed in 2007, NARTH put forth 
four nominees. These included evangelical researchers Stanton Jones and Mark Yarhouse, 
authors of the Exodus study, and Joseph Nicolosi and A. Dean Byrd, both former NARTH 
presidents and authors of the NARTH study. Despite their experience conducting ex-gay 
research, all four were rejected. Task force chair Judith Glassgold explained that Jones and 
Yarhouse could not be on the task force primarily because their flawed research undermined 
their scientific credibility. In addition to problems with their statistics and sampling methods, 
she claimed that Jones and Yarhouse also had errors in how they define sexual orientation in 
their work. While the problem of definitions was also a basis for excluding Nicolosi and Byrd, 
Glassgold claimed that those nominees were rejected primarily because they could not likely 
adhere to the APA Code of Ethics, which requires affirming gay people as equal to heterosex
uals (interview with Glassgold, Washington D. C., 201 0). Furthermore, the nominees' 
reorientation re"search had not been published in adequately peer-reviewedjournals.Jones and 
Yarhouse's study had been published in the religious Intervarsity Press, while Nicolosi et al.'s 
study was published in Psychological Reports, considered by many psychologists to be a "pay to 
publish" journal (telephone interview with psychologist Gregory Herek 2009). 

Nicolosi, charismatic former president of NARTH, protested this exclusion, claiming that 
because the task force was composed of" activists in gay causes, most of whom are publicly self
identified as gay," they could not be objective; they had already made a personal commitment 
to the idea that sexual orientation is fixed (Nicolosi 2009). This claim was matched by Glassgold 
arguing that Nicolosi could not be objective due to his anti-gay views. Thus, the terminolog
ical standardization of"sexual orientation" and "sexual orientation identity" and the outcome 
of undermining the credibility of reorientation researchers using self-report methodology 
occurred in a simultaneous process. Furthermore, these negotiations reveal that embedded 
within this terminological standard is an ethical commitment to affirmative equality on the 
basis of sexual orientation. 

In its review of the literature, the APA task force also contributed to the formation of a hier
archy of evidence that favored physiological testing over self-report. Phallometry had been used 
in the 1960s and 1970s in attempts to condition arousal through aversion therapy, including 
experiments in which electric shocks and noxious chemical odors were applied to subjects as 
they viewed same-sex erotic imagery (for example, McConaghy 1969). At that time, behavior 
therapists found they could diminish same-sex arousal but could not induce heterosexual 
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arousal. Because it had been a means of demonstrating therapeutic failure back then, 
phallometric testing had gained some credibility among contemporary reorientation oppo
nents. The task force pointed to this genre of research as the only reorientation research with 
any validity, effectively elevating phallometry over self-report as a measurement tool in this 
context. In interviews three members of the APA Task Force, including the chair, psychologist 
Judith Glassgold, psychologist A. Lee Beckstead, and psychiatrist Jack Drescher, endorsed of the 
need for phallometric testing for male ex-gays. Glass gold stated, "I think if you wanted to have 
a real empirical study, you hook people up with a plethysmograph ... That would be the only 
way to study sexual orientation change. Everything else is just sexual orientation identity" 
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(interview with Glassgold 201 0). By citing phallometric studies as the best evidence that reori
entation does not work, the APA rendered male bodies perceptible in a process of 

materialization. 
While these factors point toward a standardization of phallometry in sexual reorientation 

measurement, this standardization has not coalesced. Even the task force described the limita
tions of the technique, including high numbers of men who cannot become aroused in a 
laboratory setting, discrepancies between types of measurement devices, and the possibility of 
faking arousal (APA Task Force 2009: 31). Whether to use a Kinsey-type continuum scale or 
some kind of orthogonal scale measuring different dimensions of attraction, such as emotional 
attachment and sexual desire, also remains in question. Complicating matters further, Beckstead 
(2012) has recently argued that measures of aversion to heterosexuality or homosexuality 
should be included in addition to attraction. Some psychologists, including prominent sexual
ity researcher Gregory Herek, remain skeptical of conducting any reorientation efficacy 
research at all (personal interview with Herek 2008). Nonetheless, the terminological severing 
of "sexual orientation" and "sexual orientation identity" undermined self-report methods in 
the context of reorientation research even if a gold standard did not fully come into being. 

Exclusion as precluding possibilities of being and knowing 

A second family of exclusions involves ontological and epistemological foreclosures, as various 
ways ofbeing and knowing can become unworkable due to standards. Creating a terminolog
ical standard which locates sexual orientation as a fixed entity within the body is useful for 
opposing anti-gay politics (Waites 2005). This move bears many similarities to the severing of 
"gender" and "sex," which has been subject to feminist critique for foreclosing a number of 
ways of being (for example, Butler 1990). As a form of essentialism, fixing sexual orientation 
within the body also designates biology as a "causal zone" in determining sexualities, preclud
ing some ways of being sexually. fluid as well as ways of knowing human malleability. 

Second wave feminists utilized the sex/ gender dichotomy to argue that the malleability of 
the cultural construct of gender proved that inequality between the sexes was contingent and 
could be changed. However, Butler (1990) has argued that gender does not merely map onto 
a fixed sex binary, but rather, the cultural construction of sex, seen in the surgeries on intersex 
infants, is based on gender first and foremost. That is, gender is not mapped onto sex, but rather, 
binary sex is a product of gender, resulting in the exclusion of intersex categories. This critique 
of the sex/ gender dichotomy applies to sexual orientation identity I sexual orientation as well, 
as the contemporary notion of" sexual orientation" relies on an essentialist binary of sex for its 
very existence. Like "gender" of second wave feminism, identities of" gay," "lesbian," "bisexual," 
and "heterosexual," predicated on binary sex, are themselves performative enactments consti
tuting divisions among human categories and erasing other experiences and possibilities such 
as intersexuality, or being attracted to a person who does not fit into the categories of"male" 

65 



Embodiment 

or "female." In other words, notions of fixed sexual orientation based on attractions to sexed 
object choices reinscribe the delineation ofbinary biological sexes. Further extending Butler's 
logic to the newly standardized dichotomy, "sexual orientation" categories delimited within 
scientific experiments, even those based on physiology, cannot exist without a cultural system 
of "sexual orientation identity" - a set of cultural understandings of what constitutes "gay," 
"straight," etc. - that precedes them. In phallometric testing, for example, sexual orientation 
identity categories are built into the test through the selection of erotic imagery. As such, 
cultural constructs of sexual orientation identities, and the "sexual orientations" produced by 
them, are predicated on cultural practices of gender division (Butler 1990, see also Epstein 
1991). 

By invoking behaviorist studies using phallometric testing as the best evidence that reori
entation does not work, and using this as a basis for the terminological standards of "sexual 
orientation" and "sexual orientation identity," a notion of male sexuality has effectively been 
used as a stand-in for the definition of all human sexuality. Female sexuality is often theorized 
in science as being primarily emotion based, with emotional connection leading to sexual 
desire, and women's sexuality is often understood to be more fluid because of this. While the 
APA does include both dimensions of"sexual and emotional" attraction in its terminological 
standard of sexual orientation, it is evidence of male sexual attraction that has become the 
primary basis for ascertaining the properties of"sexual orientation." Emphasis on the phallo
metric technique, based on a narrow understanding of male sexuality (as defined by erection 
prompted by visual erotic imagery), potentially devalues a range of physical and emotional 
alternate bases for defining how human sexuality operates, and contributes to the erasure of 
female sexual subjectivity. 

Even when the fluidity of female sexuality has been theorized in science, a male-centered 
notion of fixity has still been used as a foundational basis, especially given the need to maintain 
the idea that sexual orientation is "fixed" in public policy contexts. Psychologist Lisa Diamond 
(2008) has developed a model of women's sexuality in which women are understood to have 
an underlying. fixed sexual orientation, but a layer of fluidity rides on top of this fixed founda
tion. However, Diamond's model, like all models of human sexuality that theorize fixed sexual 
orientation, effectively excludes sexual subjectivities characterized by spontaneous fluidity 
without any fixed sexual orientation foundation. Critical ofhow essentialism can preclude our 
understanding of human plasticity, Fausto-Sterling claims that she lived "part of her life as an 
unabashed lesbian, part as an unabashed heterosexual, and part in transition" (2000: ix). This is 
not a possible narrative within the current regime of fixed sexual orientation, even with consid
ering a "layer" of fluidity as Diamond has theorized. Thus, while notions of fixed sexual 
orientation undermine the therapeutic reorientation of people into heterosexuality, they come 
with a cost of undermining possibilities of conceptualizing spontaneous fluidity of sexual 
orientation that may occur in either direction. Indeed, the idea that sexual fluidity is a layer on 
top of a fixed sexual orientation inverts and even precludes Freudian theory, in which a person's 
inherent "polymorphous perversity" is later repressed into a fixed sexual orientation. For Freud, 
this fixity exists as a layer on top of an unconscious potential for sexual fluidity (Freud 1962). 

Fui:thermore, establishing sexual orientation as a causal zone, fixed within the body, under
mines research practices that might explore sexual plasticity more deeply. Even given Diamond's 
model which allows for acknowledging change in attractions over the life course, any evidence 
that might suggest a change in a person's sexual orientation would be ascribed to a secondary 
level of fluidity, rather than to sexual orientation change. Providing an alternative model of 
human development, Fausto-Sterling draws on Grosz' metaphor of the Mobius strip, a ribbon 
with a single twist that is joined in a loop, to represent the relationship between biological and 
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social forces throughout life. If we consider the outside of the strip to be the environment, and 
the inside to be biological factors, then infinitely walking along this looped ribbon would repre
sent the relationship between these entities in human development. While Fausto-Sterling does 
acknowledge that there are windows in a person's development when plasticity is more or less 
possible, this model would allow for conceptualizing and researching a broader range of human 
sexualities. Such a conceptual shift in science might then be accompanied by alternate arguments 
for gay rights. Rather than being based on immutability, such claims could be pitched as being 
more analogous to rights of freedom of religion, where the state has no authority to force a 
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person to change religions in order to obtain rights. Such conceptual possibilities are erased by 
establishing sexual orientation, fixed in a body, as a causal zone. 

Beyond the exclusion of forms of fluidity and in-between categories, the collapse of Exodus 
International invites considering how the new APA standard may have contributed to this 
development. The technique of sexual reorientation therapy and the experience of being ex
gay have co-existed within a regime of living in the ex-gay world. In the wake of such a 
powerful statement about the fixity of same-sex attractions by the APA, Chambers disbanded 
Exodus claiming the group had been "imprisoned in a worldview" (Exodus International 
2013). Even with the APA's acceptance of incongruity between same-sex attractions and sexual 
orientation identity in certain circumstances, it appears that such a regime of living might 
involve too much "torque" to be sustained. That is, with so much public knowledge that ex
gays maintain same-sex attractions and develop little heterosexual attraction, the idea ofleaving 
homosexuality with little sexual satisfaction in one's life may be too difficult to promote, espe
cially in an era when sexual satisfaction is increasingly considered a criterion for fulfillment 

(Giddens 1992). 
Further illustrating how the new standard reconfigures a regime of living, those who 

continue to challenge the APA position within the remnants of the ex-gay movement have 
interpreted the standard as an affront to a system of value and way of life. Former NARTH 
President Joseph Nicolosi claims that the APA position "implies that persons striving to live a 
life consistent with their religious values must deny their true sexual selves," and ex-gays "are 
assumed to experience instead a constriction of their true selves through a religiously imposed 
behavioral control." However, he claims that this position "misunderstands and offends persons 
belonging to traditional faiths." Utilizing biblical values as guides and inspiration on a ''journey 
toward wholeness," such values lead ex-gays "toward a rightly gendered wholeness" that is "congru
ent with the creator's design" (Nicolosi 2009). However, the materialization of male bodies, 
establishing the notion of fixed "sexual orientation" embedded within them, precludes think
ing that living in a way that completely denies the experience of embodied sexual attraction 
could be a true form of"wholeness" in the way that Nicolosi describes. 

Standards as limited "weapons of exclusion" 

Using the case of the ex-gay movement and the terminological standardization of "sexual 
orientation" and "sexual orientation identity" by the APA, this chapter has explored a range of 
ways in which we might understand how standards can be "weapons of exclusion" 
(Timmermans and Epstein 2010). These standards have produced exclusions from both fami
lies in an interwoven process, as the exclusion of NARTH nominees and self-report 
methodology has happened alongside the reinscription of essentialist binaries. However, includ
ing these nominees and methods would not necessarily have brought about the inclusion of a 
broader range of possibilities for genders and sexualities, as these nominees were apparently 
involved in a project of promoting the idea of an underlying heterosexual essence for all. 
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Instead, this chapter invites the consideration of alternate possibilities for conceptualizing the 
categorization of sexualities. 

As part of APA policy, these terminological standards might be thought of as part of a 
broader "intellectual opportunity structure," or those features of knowledge-producing institu
tions which enable or constrain social movements in the construction of facts (Waidzunas 2013; 
see also Moore 1996). However, even though the organization Exodus International has 
disbanded, remnants of the ex-gay movement persist. NARTH continues in its advocacy, and 
many of the smaller religious ministries and religious reorientation camps continue to operate. 
Jones and Yarhouse (20 11) also published an updated version of their longitudinal study in the 
Journal cf Marriage and Family Therapy, making similar assertions but qualifying their conclusions 
as speculative in light of the APA's position that undermines self-report as evidence of sexual 
orientation change. Thus, just because the APA has created this standard does not necessarily 
dictate how researchers should conduct popular studies or how people should fashion their 
own sexuality. The therapeutic guidelines in the APA report are not in any way legally binding, 
but rely on an APA Code of Ethics for their implementation, as practitioners are advised to 
keep up with these statements. While the state of California has passed a law against reorienta
tion for minors, enforcement is particularly difficult as therapeutic offices are private spaces, and 
the law only applies to minors in one state. Although the APA is influential in other national 
contexts, it remains to be seen how far the standard might be considered relevant outside the 
United States. Psychological science may be authoritative in the U.S., but Evangelical 
Christianity remains a strong cultural challenge to its jurisdiction. Lack of closure also has been 
bolstered by the media, which often represents this issue as a controversy despite a strong scien
tific consensus on the matter (for example, Spiegel 2011). Thus, the implementation of this 
standard remains in question. Beyond its instability as a standard, the APA's terminological stan
dardization of "sexual orientation" and "sexual orientation identity" resonates with and 
reinforces cultural strains in the United States, including a strong heterosexual/homosexual 
dichotomy, especially for men (Sedgwick 1990), and a tendency toward essentializing gender 
and sexual ori~ntation differences (Fausto-Sterling 2000). 

Thus, looking at the particularity of the history of these standards exemplifies how stan
dardization is often an ongoing process lacking absolute closure. The recent publication of the 
Jones and Yarhouse study in a scientific journal reveals how self-report can linger in this 
domain, despite the APA's definitions, although the authors describe their findings as suggestive 
rather than definitive. While the terminological standardization that severs "sexual orientation" 
and "sexual orientation identity" has been achieved to a large extent, further questions remain 
about how these entities are to be more specifically defined and measured. For "sexual orien
tation," physical and emotional attraction may mean many things to many people, and measures 
of attraction, fantasy, or laboratory-induced desire can take many forms. Whether sexual orien
tation should be measured on a continuum scale or some sort of orthogonal grid remains 
unclear, and this problem also exists for "sexual orientation identity." The standardization of 
identity measures also faces the dilemma of whether the most important identity is the one held 
by an individual or one attributed by others. 

Overall, standards may act as 'weapons of exclusion' in many different ways, and just because 
there will be exclusions does not necessarily mean that these exclusions are problems. Indeed, 
they may be warranted given the need to assert particular values, but their long term effects 
must be fully considered. While this chapter has shown some ways that standards can exclude, 
it is by no means exhaustive, and as it has emphasized, terminological standards, especially those 
related to biomedicine, raise questions about what kinds of exclusions may emerge with the 
development of other types of standards. 
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Introduction: image and graph 

Figure 4. 7 a Aicher's lavatory sign 1 

Source: www. nps.gov/hfc/carto/map-symbols. dm. 
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Figure 4. 7 b Image sent on the starships 
Pioneer 1 0 and 11 to inform 
aliens about diversity on Earth 
(1972/3)2 

Source: http:! len. wikipedia.org/wiki/File:Pioneer
plague.svg. 

Two bifurcated images: a bathroom sign with universal appeal, and a depiction of human life 
on Earth with cosmic aspirations.You have probably seen them before, and you know instantly 
what to make of them. In an effort to pare us, humans, down to our essence, these images repre
sent the sexed state of our affairs: there are women, and there are men. This difference not only 
shows up on bathroom signs and information bulletins for aliens in outer space; it organizes the 
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sociological imagination, defining the basic dimensions in which human interactions and 
behaviors can and must be understood. There are men, and then there are women, and for many 
intents and purposes they are different from one another. 

Or are they? Perhaps yes. Importantly, yes. In the social and medical sciences, sex is the 
differentiator by default; the first box to fill out on a survey and a standard dimension in almost 
any statistical procedure in human research. The recognition of the importance of sex differ
ence has had an enormous, overwhelmingly positive impact on the medical and sociological 
practices that affect women's (and men's) lives. But the predilection to rely on sex difference in 
research procedures and treatment protocols hides the normative and performative effects of its 
use (Fausto-Sterling 1992, 2000, Epstein 2007, Hamilton 1995, Jordan-Young 201 0). A force
ful categorizer, sex difference not only eclipses other dimensions, it also, in certain 
circumstances, produces sexed bodies where in the absence of sex-based statistical operations 
they would not exist - which you may find a counter-intuitive contention precisely because 
sex difference is such a pervasive statistical "fact." But, as thirty years of research and debate in 
Science and Technology Studies have shown over and again, facts - even the most thoroughly 
naturalized ones - are made; invariably, they have a history and conditions of production. So 
let's examine the practices, statistical and everyday, through which sex differences are made to 
be meaningful, and normative, facts of life. 

Created by German graphic designer Otl Aicher for the Olympic Games in Munich in 
1972, the first sign directs everyone, everywhere, to the lavatory. While it does not reveal 
specifics about restrooms in the various locales in which the sign is used - one might find them 
uni-sexed or segregated, depending on the moral and geographical economies of place and 
space; plumbed and connected to a sewage system, or covering a hole in the ground, depend
ing on other social materialities - this sign does lend an odd particularity to the human bodies 
that these lavatories serve. Triangular or rectangular, humans appear to be of two - and only 
two - types. So, the sign divides and conquers: sorting humans - but not necessarily lavatories 
- into sexes, it commands its constituents with unassailable authority where to go. Equally 
forcibly, it orqers how to categorize, and how to think about bodies. Triangular humans, after 
all, are not the same as rectangular ones. 

Much like the first image, the second insists on sorting humans according to sex, and, like 
the first, it insists on universality.3 Sent into the voids of the universe on unmanned spaceships 
Pioneer 1 and 2 in the 1970s, it informs target aliens about life on Earth. A representative 
image, indeed, standing· in for lively human beings, it tells, somehow or other, of what such 
beings are like. This universal is particular, too. Without visiting Earth, aliens might imagine us 
all naked, buff, fair-skinned, and operating in oddly coupled pairs. Of all diverse life on the 
planet, this image draws a telling set of types, informing "us" about ourselves as much, perhaps, 
as alerting "them" to what and who "we" are. For we know how to read this man and woman. 

Or do we? As we see them, do we take note of what they are not? Do we notice that they 
are adults- and not children or seniors? That they are not injured or disabled in obvious ways? 
That they are white- not of other races, and athletic instead of obese or anorexic? That they 
have shaved bodies, and uncovered, groomed, flowing hair - so are not Muslim or Orthodox 
Jewish? Do we register their unmarked-ness; their nakedness? Do we question whether, in their 
unmarked nakedness, they can be representative of anything at all? 

There is much more to be said about these images, but for now let's note that each has 
designs, accomplishments, agency, intended and unintended consequences, and that both fore
ground sexual characteristics as a central categorizing factor, upon which a moral economy 
rests. While you may agree with us, authors, that the first image, if it were sent into space, might 
somewhat mislead our extra-terrestrial interlocutors about what and who humans are, some 
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among us - NASA engineers in the 1970s - were hopeful that the second one would not. 
Aicher's icon categorizes; its sexed representation of a generic human necessity helps us find 
our way. The Pioneer image illuminates this human proclivity for categorization. Rather than 
providing our alien friends a handle on how to act once they find themselves in our midst, it 
teaches them about this particular proclivity, giving them precisely the handle on us that they 
need. 

Images do things. They move us and, as they embody how we think, they move others to 
know about us. Perhaps it is of significance to let "them" know that "we" are divided into two 
cpstinct shapes, with triangular folks very different from rectangular ones. For while Star Trek 
and Star Wars may suggest aliens to be ordered in sexes as much as we "are"; to groom in the 
same way, to similarly privilege fit adults low in body fat, and to love classification even more 
than we do, it is precisely this latter characteristic that is salient in humans: the tendency to value 
ideal-types over variation; to figure three-dimensional things in two dimensions; to rigorously 
categorize. To classify is human, to quote Bowker and Star's argument in Sorting Things Out 
(2000). This is why we are paying attention to the categorization practices that inform statisti
cal operations - perhaps what matters is not so much the knowing that is represented in our 
categorical imagery, but the practices of knowing that shape these images as the telling icons we 
think they are. 

Statistical operations, then. Each of our two signs tames variety; both trade variation for 
straightforward types or trends. They are thus the exact opposite of diversity: the artifact, and 
the iconic representation, of a statistical practice that orders variation to the extent that only 
ideal types remain. We argue in this chapter that images such as the ones above epitomize the 
work c.if statistics: they are the end result, the product, and the goal of the statistical graph. At the 
same time, the power of statistics to sort unruly humans and produce tables, charts, and graphs 
that map for example caloric needs and baby growth norms - our examples, below - take for 
granted sex differences, and depend on the pervasiveness of sexed imagery. There is nothing 
sinister here, and this is not an accusation, allegation, or dismantling of a plot; the problem of 
how to streamline and order variety is precisely what demographic and other graphs are made 
to solve. We take this argument one step further, however, to suggest that these bifurcated 
images translate into sexed and, as such, idealized practices of objective self-fashioning: biomet
ric and demographic statistical operations are agents, in that they peiform idealized, typed bodies 
and selves (Dumit 2012). Again, we are pointing to effects, rather than schemes or plots. But 
that is not to say that the statistical operations we have in mind are not, at times, pernicious in 
their consequences. 

So, we must ask what the path is from population variety via graph to bifurcated image to 
sexed practices of the self. It is not a hard sell or a counter-intuitive argument that the graphs 
that illustrate demographic distributions in biometric and social scientific accounts are, them
selves, the products of distinct and intricate laboratory operations. It is perhaps less evident, 
however, that such graphs, as they articulate trends and extrapolate tendencies into solid and 
stable truths, produce the very bodies that populate the accounts which are illustrated by the 
graphs. No ordinary self-fulfilling prophecy, but rather a body-shaping practice, these graphs 
shape the physical substance that we live with, in, and through. 

That is precisely what this chapter aims to demonstrate: how, and to what effect, graphs do 
their body-sculpting work. We discuss two cases in which normative distributions produce very 
specific, normed, and sexed, bodies: calorie counters and baby growth charts; we explain how 
sex, sexed bodies, and normative comparative logics are the product of the graphs that document 
them, as much as they form their frame. So this is our point: that while graphs are products with 
histories and specific, local, and material conditions of production - the outcomes of certain, 
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by now very well documented, practices - they are also, at the same time, performative and 
productive; material prompts for how to act. As artifacts to live by, they lay people out along a 
line, so dividing them into categories; showing a range, while making the middle of the distri
bution typical. They are normative, in the sense that they make the norm and make us take it 
into account. This is precisely what "norming" means: the graph defines, enacts, and so at once 
produces the abnormal. Both the normal and the abnormal body are a result of statistical oper
ations; and (ab)normality is an artifact- the material and semiotic product- of the norm, and 
of the graph, itself. 

As much as charts and graphs make the body, in as much as they make us forget that things 
might be imagined differently, and in as much they suggest that variability can be tamed, it is 
by looking at their material effects and the conditions of their production that we learn to 
disrupt and destabilize them. As we shall see, it is precisely the normative work of statistical 
operations that points up how variability remains at large. 

Case 1: sexing calories 

Calorie counting takes up a prominent place in the moral and digestive economies of today's 
m.iddle-class northern-hemispheric self. The calorie - like, as we shall see, the baby growth 
chart is an agent in public heath discourse; it makes subjects of this discourse do things, and 
it does so in sex-related ways. 

You have seen the tables: plotting weight, age, and activity level, sexed matrices prescribe 
the daily number of calories one must ingest in order to maintain a healthy weight. Calorie 
counting for weight control is a matter of comparing two readily available numbers: the 
number of calories that a body needs, and the calorie content of the food that body ingests. 
The challenge to consumers is to connect the two - to add and subtract and, on the basis of 
the metrics that are so readily at hand, to make responsible individual choices of what to 
ingest. The body's sex is a mediator: it decides which numbers to list in which table or graph, 
which numbers to identify with, which to plug into one's personal calculations. If calorie 
information is taken in and taken seriously, if sex is attributed correctly, if successful 
calculations are made, and if the tallies of calories needed and calories consumed are not too 
far apart, then - or so one nlight imagine - a healthy, trim, and responsible citizen body must 
ensue. 

There are always two graphs or tables: a "male" and a "female" chart (see Figures 4.2a and 
4.2b). They reiterate that, when it comes to calories required to subsist, there are two kinds of 
bodies: men and women. One, the male body, needs more calories than the other, the female 

or so the charts say. That is what those who are familiar with such charts have learned to 
assume. With the help of the charts, men and women, separately, can find out precisely how many 
calories they need per day. Looking at the table that is appropriate to one's sexed body, one's 
number, which secondarily depends on age, weight, and activity level, appears. Bodies and tables 
are distinct: if we belong in the pink table, we do not need to know about the blue. In this 
sexed world that we unreflexively inhabit, the tables bear no relation to each other. The bodies 
that they represent are separate and separated; grouped in two strictly differentiated kinds. This 
is problematic but how and why? 

At first sight, these tables may rather seem quite un-problematically useful. For once, we have 
a statistical tool that is not only easy to use, but that, in addition, does male and female bodies 
justice; that does not measure women with the generic metrics based on the male half of the 
human species. It seems as if these charts have absorbed the feminist critique that the male in 
medicine has counted as the standard for all of us, for much too long. 
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Figure 4.2a and b Calorie requirements by weight and activity level4 

Source: www.chartsgraphsdiagrams.com/HealthCharts/calorie-requirement.html, based on the Harris-Benedict equation 
(Harris and Benedict 1918). 
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Better yet, within this general framework is opportunity for individualization: I,Joe, plug in 
my numbers, in matrices based on constants and formulas provided by nutritional science, and 
my individual caloric need shows up; a number that tailors the general to the individual's 
specificity, and that allows for the reassuring certainty that an outside, objective standard will 
tell me how much - or, at least, how many calories - to eat. 

Table 4.1 A typical matrix of men's and women's individual needs, based on an age-specific 
algorithm 

Age 

10-18 
19-30 
31-60 

Men 

(Bodyweight in kilograms x 17.5) + 651 
(Bodyweight in kilograms x 15.3) + 679 
(Bodyweight in kilograms x 11.6) + 879 

Women 

(Bodyweight in kilograms x 12.2) + 746 
(Bodyweight in kilograms x 14.7) + 496 
(Bodyweight in kilograms x 8.7) + 829 

We could also notice that by taking sex categories as our starting point, we reify statistical 
correlations about calories as primarily about sex characteristics.We put the cart before the horse. 
Only because we care about sex (and gender) differences socially, does it make sense to say that 
"men need more calories than women," or, to take another example, the icon reproduced in the 
Pioneer image, that "men are taller than women" (see Figure 4.3). Staying with height for a 
moment, even the more precise claim that "men are on average taller than women" still 
participates in this sexing, since other sentences, such as this one: "almost all men fall within the 
same height ranges as all women," are more accurate (if accuracy is appropriate to invoke here.) 

130 

120 
110 
100 
90. 

80 

145 150 155 160 HiS 170 175 180 185 190 195 200 

Height (em) 

Figure 4.3 Why sex differences don't always measure ups 

Source: http:/ /sugarandslugs. wordpress.com/20 11/02. 
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In addition, the very existence of charts like the one in Figure 4.3 implies that there is something 
universal about sex difference; that it is more important than all other characteristics. To the 
extent that tallness is attributed to men and shortness associated with women, taller women 
become "man-like" and shorter men "women-like." The side of each curve away from the other 
one generates a typicality, which comes to have socially normative effects, even though the chart 
itself shows that "typical" men and women come in a great range of heights. 

The graph shows two distributions, one for men and one for women, each roughly 
following the classic bell-curve shape of a statistical normal distribution. At a little before 5'7" 
p 69.5 em), the curves cross - anyone taller than that is statistically more likely to be a man, and 
anyone shorter is more likely to be a woman. This suggests that we might use this value as a 
threshold between "female" heights and "male" heights. But quite a few people are "on the 
wrong side" ofthe cut-offpoint.While more than 1 in 9 women (11.6%) are taller than 169.5 
em (the shaded section of the graph), putting them on the side we might have described as 
"more likely to be male," even more men have "girly" heights: almost exactly one third (33.4%) 
are shorter than 169.5 em. 

Similar graphs exist that outline men's and women's caloric needs. The practice of clustering 
bodies into those two calorie-consuming kinds suggests great clarity; we know what men and 
women are, and as each kind has its own height curve so, in calorie graphs, it is allotted its own 
caloric needs. From scattered distributions (as, again, in Figure 4.3), two distinct (but 
overlapping!) curves are plotted, that appear to justify the two distinct categories that were 
taken as starting points. But this very practice hides the fact that some people do not fall neatly 
within one category or the other - the presumption of the chart is that there is nothing to be 
counted except bodies that are obviously either women or men (Krieger 2003, Fausto-Sterling 
2012). As we shall see, the distribution also hides that people's caloric needs are more variable 
within the two default categories than across them. 

The calorie, as we know it, is a product of its material relationships.6 For anyone who has 
read some STS literature, this will not come as a surprise: a product, early on, of the intricate 
laboratory practices that sustained thermodynamics and, today, of those that define nutritional 
science, the calorie itself, and the matrices that mobilize it, are products of scientific practices -
instruments, infrastructures, and negotiations - they form the tangible results of the relational 
materialities that define the sites of their production. Here we argue that a reverse of sorts is 
true, too: the calorie produces the sexed materiality of the bodies in which we live. Nutritional 
accounts, of how many calories a body needs, help define what "women" and "men" are. The 
calorie is one of many co-producers of what we consider female and what we think is male. 

Feminist research has demonstrated that appropriate weight, body image, and other physical 
ideals are not just physical; they are the result of social negotiations as well.7 So it is with 
knowledge - in our case, with knowledge of the differing calorie needs of women and men. 
The knowledge that calorie needs differ according to sex is not "given" in those differently 
sexed bodies, but depends on a statistical practice that begins by dividing those bodies into two 
sexes. While population graphs suggest that individual bodies "have" marked sex differences, 
which in turn "have" different calorie needs, the actual process by which these graphs are 
produced follows a reverse path: onto a scattered spectrum of data points, the categories 
man/woman are superimposed, so identifying two distinct sets of bodies, now primarily difined 
by sex. It is only later that group characteristics come to define and explain the caloric 
requirements of the individuals who happen to "belong" in either of the different groups. 

Consider once again the sex-specific tables that connect weight, activity levels, and calorie 
need. But now, imagine them arranged differently, with the graphs placed on top of each other 
(Figure 4.4). 
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Figure 4.4 Se~ed calorie graphs, superimposed 
Source: www.chartsgraphsdiagrams.com/HealthCharts/calorie-requirement.html, based on the Harris-Benedict equation 

(Harris and Benedict 1 91 8). 

If we compare the graphs, and so, by this act of comparing, relate them to one another, it turns 
out that both men's and women's caloric requirements are varied and that perhaps that varia
tion is more telling than clustering in a "male" and a "female" grouping would suggest. Such 
variation depends on a host of complicating factors, which can have no place in the one-size 
fits all health advisory: body shape, height, hormone levels, fat percentage versus muscle mass, 
environment, and type of activity. These particular graphs also leave out age. The matrices hide 
the aspects of nutritional need that are tied to these other factors, and as long as these aspects 
remain hidden they do not receive the public, academic, or policy attention they deserve.s 

So it is that, while serving the healthy bodies discourse - but not necessarily serving all 
bodies in their individual quests to get healthy - bifurcated sexed statistics also serve a sexist 
imagination, fleshing out men and women in bodily characteristics that are, purportedly, typi
cally "female" or "male." Our reading, then, of sexed graphs in the context of public health 
practices denaturalizes sex categories, showing how these categories are the product of- among 
other practices - calorie counting, rather than its source. The calorie contributes to the making 
of sex; sex is its product, as much as it is its frame. Deployed in health policy, this product may 
not serve all bodies well. 
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Case 2: better babies 2.0 

Marianne's sister-in-law takes her one-year old son Figo to the Dutch consultation bureau for 
infants. From before birth to around age 4, children in The Netherlands are regularly and care
fully monitored for height, weight, motor development, speech pattern, and such - as part of 
the country's system of"social medicine"9 and in the service of the early detection of possible 
problems with development and growth. Marianne's nephew is a healthy, beautiful, happy baby. 
Note that healthy, happy, and beautiful are not independent markers of this child; they are 
wrapped into each other, and one signifies the next. But it is not only Figo's demeanor and 

I looks that make him a healthy, happy, beautiful baby; it is the charts against which he is meas
ured every month or so that do so, as well. 

Perpetually controversial, baby growth charts show the percentile distribution of height and 
weight by age for boys and girls. Quite explicitly, they turn average into norm, implying- for 
example - that, somehow, weights in the 90th and 1Oth percentiles fall outside of the spectrum 
of the normal; that they require, if not intervention, in any case scrutiny and extra care. By defi
nition, the 1Oth percentile, which includes the 10% of babies with the lowest weights, and the 
90th percentile, comprising the 10% with highest weights, are outliers. This is not to be taken 
for granted as a "natural" state of things; it is the statistical procedure which is at the center of 
the baby growth charts that decides, a priori, that 10% of babies will be classed as underweight 
and another 1 0% as too heavy for their sex and age. 

REASONS """''" CAfl£ : t: J .. :~::: . ::: ... Name ................................................. .. 

~BOY Birth weight ........................................... ~g 

............................................... 19H+~H++i' +t-i+HH+ii++"t+ 

.--~--.-.,......,--,--,-,---,.-,-.,--,.--,.-.,......,.....,..-,-.,--,-...,.--,--,-,--,18 18-. . -.-- +-- -~-- .. - --.-
l~hlldti;D i i I I ~ ·! I ; spaci~lhO~' .. L.J. ! I iII I 17 ~:,~:~:.;~~~~-~:-~><~~~-·l:i:~ir·~:~~-~-::: 1~:~ 

. .. r.. 

WEIGHT ~~~---~i~v ' 

Figure 4.5 1977 growth chart for boys 
Source: WHO 1978. 
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These charts have agency: they make Figo a happy, healthy, and beautiful baby - and other 
children, less so. Take his little, somewhat younger, somewhat smaller cousin, for instance. Melle 
was born prematurely just a few months after Figo came into the world. Melle, according to 
the reports, struggled; it is, after all, difficult to eat if you are born prematurely, because the 
muscles you need to do so are not quite there yet in all their devouring strength. So Melle has 
perhaps "lagged behind" a bit - literally when he is plotted on the baby growth chart, he is 
smaller than he "should" be - and people have been worried about him as he continued to fall 
below on the charts. But when Marianne met him for the first time, six months old and beam
ing, she saw nothing but a happy, healthy, beautiful little baby. The comparison is there, though; 
already, family members and day-care teachers have adopted the language of the nurses and 
charts and talk about Melle as being "small" and "struggling to catch up" to his "normal height 
and weight." Such discourse is part of the caring practice to help babies like Melle become 
healthier, and the charts are agents that quite literally "make" them healthy or not. 

In the U.S. too, where Joe's child grew up, baby growth charts form a constant threat, and 
they act as a potent marker of parenting. For the apparent transparency of the three characteris
tics that matter when one faces the charts - age, weight, and sex - almost guarantees the charting 
of babies in doctor's offices, at home, and elsewhere. Not surprisingly, while these graphs help 
diagnose growth problems early on, they are also - both - a source of satisfaction for parents 
whose children's physiology behaves well, and a tremendous cause of anxiety for those whose 
babies do not perfectly fit the curves. Intended or not, with their ease of use, the charts launch 
new parents into the spiraling, self-fulfilling wormhole of the comparative moral imperative. 

We argue that the charts have agency, as commanding parts of these babies' lifeworlds; they 
speak and order, imposing a will to act on those involved in the infants' care. Surprisingly, as we 
show below, this performative agency was not, initially, the charts' intention. Nevertheless, here 
it is: the sexed chart itself, with its crystal clear percentile lines separating normal from above 
average and from below average infants, shapes the kinds of worry and love, care and compar
ison, nutrition and attention that shapes these babies' lives. 

The text th_:1t accompanies Figures 4.6 reads: 'The "Best Parent Ever" is better than you 
because their child is in the 95th percentile. "The 95th percentile of what?" you ask. Whatever 
the pediatrician says! Height? Weight? Intelligence? Body hair? It doesn't matter. Just as long as 
their child is at the top. This is because, for the Best Parent Ever, Pediatric Growth Charts are 
a competitive sport. They are the highly-anticipated weekly box scores or quarterly results that 
let the "Best Parent Ever'' know just how much better they and their brood are than everyone 
else. Why all the fuss? Because, for the "Best Parent Ever", the Pediatric Growth Chart is one 
of their child's first official documents in a lifelong Scripture of Betterness.'10 But wait a 
moment. Ease of use? It is not so easy to enact the charts. As one father explains: 

I am an engineer, statistician, and father of 4 .... squirming babies are notoriously hard to 
measure with any degree of repeatability whatsoever. I noticed early on that each individ
ual health care provider's own measurement technique radically distorted our children's 
percentile placement. I have no doubt that the analysis of development patterns is an 
important diagnostic tool. I am however very much inclined to weight the result against 
my personal experience as to the health and vitality of each individual child. 

Green 2012 

Measuring a baby, and calibrating it against the metric of the graph is no picnic. It is a practice, 
and one has to be practiced in order. to do this practice well. Children in The Netherlands, in 
the United States, and in other places where growth charts anchor the methods of child 
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Birth to 36 months: Boys NAME 
Length-for-age and Weight-for-age percentiles RECORD 

Birth 3 6 9 

Figure 4.6 Illustration from Best Parent Ever blog post: Growth Charts 
Source: http:/ /bestparentever. com/2 008/06/0 2/3 7 -growth-charts/ 
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development monitoring, are weighed against the charts as a matter of fact. So a self-fulfilling 
prophecy is conjured into being: the more children are measured against the charts, the more 
stable the charts become, the more they can be used with confidence, and the more children 
are weighed against the charts. After all, statistics become more solid as the numbers on which 
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they are based get larger; an interesting example of how a practice makes itself increasingly 
"true," scale enhancing its stability. II 

Let's look for a moment at the mechanics that, in this self-fulfilling prophecy, are at work. 
More than likely, the father-engineer above used as his baseline a particular set of charts, 
produced in 0 hio in 1977, that by the early 2000s had become the standard all over the United 
States. Based on a dataset that originated in a "single longitudinal study of mainly formulafed, 
white middle-class infants in a limited geographic area of southwestern Ohio, collected 
1929-1975" (CDC 2002: 2-3, emphasis ours, Hamill et al. 1979) -in a singular culture, defined 
by particular material attributes- these charts were devised as a riferent of average infant growth. 
But once circulated, as they traveled to pediatrician offices and baby-raising handbooks, they 
were readily at hand as precisely the kind of material attribute that is taken to transcend culture. 12 

They were put in place as if they already were the standard. And they became in everyday prac
tice a norm - the ideal against which to judge new babies. 

This alternate approach to the charts forms a type of "antiprogram," a term coined by 
Akrich and Latour (1992) and used by Eschenfelder (Chapter 9, this book); users mobilize the 
charts in ways that conflict with what the designers of the charts intended. This had unintended 
and insidious consequences: if a breast-fed baby fell into a low percentile on the chart, moni
toring health care personnel would interpret the results as proof that the baby was 
under-nourished, and recommend that breast milk be replaced with formula. As it turns out, 
breast-fed babies tend to have a slower early growth curve than those nurtured on formula, only 
to, on average, catch up later in their development. Health researchers confirmed that rather 
than acting as a reference, the charts were, in effect, transforming childcare - when nurses and 
pediatricians told the parents of "underweight" breastfed babies to switch to formula. 
According to later 1996 WHO analysis, as a result of a choice made at the outset in the Ohio 
study, namely to use only formula-fed babies, the weight distribution in the study's data is 
skewed toward obesity (de Orris et al. 1997). An "unhealthy" characteristic of the NCHS refer
ence produced a metric that misclassified overweight children as "normal," so setting the 
baseline too hi_gh and rendering breast-fed babies malnourished. 

In retrospect, we can say that the chart literally produces - and stabilizes - the practices that 
it assumes; by moving more children to formula, increasing the scale of its use, it reproduces in 
infants the obesity that it assumes as the norm. This, then, is how baby growth charts perform 
baby bodies. Delegating the adjudication of normality to the charts, parents unwittingly invite 
comparison and its attendant anxieties into their lives; anxieties about the baby's qualities and, 
by extension, quality - and, by yet another extrapolation, about the quality of parenting itself. 

Substituting an experience-based sense of baby health with measurement, the chart enacts 
a medicalized parent-child relationship as the normal state of affairs.What we mean by the term 
"medicalization," here, is the process by which "a healthy baby" comes to be defined exclusively 
by measurement and its relation to statistical norms; and while such norming and measuring 
serves its purposes, the term suggests that in this process norms and measures assume a life of 
their own. They come to be institutionalized as virtuous norms. With consequences: learning 
to delegate the adjudication of what constitutes health in a baby to charts, we learn to distrust 
our sense of what a healthy baby looks and feels like; trusting the charts implicitly, parents talk 
about feeling better once their babies are on track - which is to say, once they score in the 
proper percentiles. 

The realization that the "Ohio average" had in everyday use turned into a type of"world 
baby norm" eventually led to questions about whether there should be a new set of charts, 
based on population research including both formula-fed and breast-fed babies. New charts 
ra1se new questions: given that average formula-fed babies and average breastfed babies are 
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known to develop differently, should they have been averaged together at all? 13 Don't the new 
charts, by way of a statistical technique, force two distinct classes into one - so producing 
outliers who, in their own categories, would register as "normal" (De Orris et al. 2007)? Aren't 
the charts then introducing new parental anxieties- inducing yet another set of perhaps unwar
ranted changes in infant nutrition practices? Indeed, calls ensued to create special 
"breastfed-only charts." Should these be made the standard, then, reversing the previous prac
tice- perhaps to be complemented by special "formula charts"? 

Responding to these questions in the late 1990s, the World Health Organization (WHO) 
commissioned a series of studies to "generate new growth curves for assessing the growth and 
I 
developments of infants and young children from around the world." Thus began a process, 
which is continuing today, to implement new charts with new effects (see Figure 4.7). The 
challenge for the Multicentre Growth Reference Group Study (MGRS) is especially alert to 
the difficulties of measuring with reliability. How to enact standard measurements in a study 
that, by design, has many centers - where, undoubtedly, many measuring practices exist? (de 
Orris et al. 2004a, S27). How to stabilize a field whose practices are, in their nature, disrupted? 
Given how difficult it is to tame variability of growth factors within an - admittedly already 
quite heterogeneous- "place" like the United States, how can a sensible metric for comparing 
children around the world come about? 

The MGRS solution was not to try to average children at all. Rather than trying to find 
standard babies, they would make them! The new chart would then act as a norm to prescribe 
care-taker behavior and baby growth; as an objective guide for intervention, so to speak. In 
other words, the WHO protocol explicitly aims to enact changes in the population on which 
its standard is based, so turning the unintentional effect of the Ohio study into intentional 
achievements of the very implementation of the protocol, itself. Prior anti-programs become 
here part of a new, anticipatory program, performing a socio-technical fix where, as we shall 
see later, perhaps a cultural one might have been more appropriate (see Layne 2000, for a 
discussion of a case with a similar trade-ofi). The new standard, then, is a metric not only for 
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infant growth conditions, or even for care and intervention; it sets a new standard for what a 
protocol is and should achieve. Interestingly, this new WHO procedure for making charts 
demonstrates how standards make worlds - precisely as, again, Bowker and Star point out in 
Sorti11g Things Out. But it goes a step further, designing policy that incorporates, explicitly, the 
recursive, reflexive, and self-fulfilling nature of standards and norms; their stabilizing effect. The 
new WHO approach no longer considers growth standards as referring to existing babies, nor 
to group differences, nor to any sort of average; instead it aims to produce what it considers to 
be the ideal babies reared in the most ideal ways in the most ideal places so that the new stan
dard growth chart is an explicit device for making value judgments (Garza and de Onis 2004: 
S9-10). 

The MGRS thus set out to create "the most standardly reared babies ever." One of its sites 
was Davis, California, where a rather Borgesian list of interestingly specific selection criteria was 
used to determine which babies to include in the research population: the mothers of infants 
who can participate in the study must intend to breastfeed; they must be willing to do so 
exclusively for first four months and continue for the first twelve; parents must be non-smokers 
and on average highly educated; parents must be prepared to talk to a lactation consultant and 
submit to a detailed protocol regarding the introduction of foods and limits on juice; they 
commit to making "mealtime a happy, pleasant experience [and not to force the child] to eat 
certain foods or finish everything on the plate." The study mentioned, moreover, that the 
children in its population share a low altitude living environment in a town with a middle-class 
median income (Onyango et al. 2004: 587). By attending to these specifics, the study 
standardized in advance many of the factors that may - or may not be - influential in child 
development. 

But with all this taming of variability, complication does not disappear. The only difference 
left in the charts is sex - baby boy and baby girl - yet as the charts were being made, evidence 
suggested that "differences in growth are primarily due to environmental and socioeconomic 
constraints" (Kuczmarski et al. 2002: 13); precisely the factors for which the study aims to 
control. With. the problem of infant growth and child development a major concern of the 
World Heath Organization, the challenge to growth charts - specifically, that of taming diver
sity - has become much more complicated, indeed. Not only because the factors that influence 
development - environmental and socioeconomic constraints - vary so widely that they escape 
the ambitions at standardizing that are embedded in efforts to make charts, but also because the 
very practice of measurement may elude stabilization, and escape all efforts to tame it. 

New metrics and protocols respond to this recognition of variability. The MGRS takes on 
the problem of variation in baby growth by national and ethnic groups in part through a rigor
ous screening technique that uses the same criteria as the one in Davis. Its effort to standardize 
the absolute environment ofbabies around the world, by choosing five sites as the baseline for 
the study- Pelotas Brazil, Muscat Oman, Oslo Norway, and "selected affluent neighborhoods" 
of Accra Ghana and South Delhi India - appears to pay off; babies in these locations seem to 
conform to a single standard that could become the world standard. "[B]reastfed infants from 
economically privileged families were very similar despite ethnic differences and geographic 
characteristics," except for China and India: "compared with the arbitrarily selected reference 
group (Australia), Chinese infants were approximately 3% shorter and Indian infants were 
approximately 15% lighter at 12 months of age" (Garza and de Onis 2004: 59). In India, the 
mothers' education seems to do away with the variance. The report makes no further mention 
of China. 

Making global growth charts may be an attempt to confine a ghost in a wire-mesh cage. 
Given the fact that most babies will not be reared at sea level, in middle class homes, amidst 
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minimal pollution, in smoke-free environs, with fresh food and lactation consultants, what will 
the prescription of health care workers be - move, find new parents, eat more or less? With 
emerging concerns as much about overweight babies as about underweight ones, the ideal 
height-weight ratio may become even more tightly regulated. As in Mol and Law's study of 
how people "do" hypoglycemia, particularity and specificity trump generalization. Where they 
found that tight regulation, trying to stay on target too much, too often, "is not good or bad 
for the body as a whole [but rather] good for some parts of the body and bad for others" (2004: 
55), 15 we suggest that babies' material circumstances may be more telling about their prospec
tive health and growth than their adherence to any generalized chart. 
I 

The problem of specificity extends to actual practice. Recall our engineer-statistician father 
who, earlier on, noted that squirmy babies are difficult to measure. In the MGRS, those who 
conduct the measurements have to be rigorously trained to match the measures obtained by 
expert "anthropometrists" (De Onis et al. 2004a). This is not an easy procedure; "novices" make 
many "mistakes." While training may reduce such mistakes in creating the charts, to make train
ing protocols uniform and regiment measurement practices into global uniformity may be too 
much to ask. But variability in measuring practices obviously compromises the use of the charts 
in unintended ways. As the problem that the MGRS hopes to solve, namely to create general 
standards for nutrition-related child development and growth, travels beyond the confines of 
the places where the initial metrics originated- as the problem becomes "globalized," so to 
speak - we find that its solution - the growth chart - points up untamable variability, rather 
than affording the harmonization - and stabilization - that the term globalization suggests. 

These new charts are new creatures: they are prescriptive, rather than descriptive. No longer 
meant to represent baby populations at a specific time and place, they are instead explicitly 
designed to intervene in baby rearing practices, and will do so effectively precisely because they 
have reduced the variability of babies to two sexes and clean, easy-to-read lines of normality. 
Depending on how they are implemented, they have the potential to push, shame, or force 
parents to conform to the kinds of practices that produced the chart. But the new charts are 
similar to the previous ones, in that the initial decisions about the population from which the 
chart emerges come to define the conditions of the production of what the charts normalize 
as healthy babies. These charts embody particular cultural and material circumstances; breast
feeding, being well-off, having educated mothers, living in urban areas, at low altitude, and 
having access to lactation consultants. In addition, their use requires regimented personnel who 
execute standard procedure. The norms are thus inscribed in the charts, as they are in the prac
tices that the charts are expected to engender. 

There is, then, something about norming charts that - precisely because of their reflexivity 
- is inherently unstable, or so it would seem. But while the questions we raised before may 
seem to point up a statistical, norming problem, they reveal that we are dealing here with moral, 
ethical, political, and practical, material problems, too: how to make charts that are somehow 
representative of the diversity of baby growth under different dietary, measuring, and other 
conditions - in the knowledge that they will produce new norms, with attendant new prac
tices and policies, and therefore new babies. 

Conclusion: bio-graphs need biographies 

Graphs and categories are ubiquitous, especially in health care practices. Even when we are not 
confronted with them directly, they are behind the scenes - shaping the way in which deci
sions are made, protocols developed, and facts made to circulate. In our two cases, these graphs 
may be understood as subject to what Eschenfelder (Chapter 9, this book) calls "continuous 
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renegotiations": as much as we can point to times and places when specific new graphs are 
introduced, it is also the case that their design, implementation and dissemination is ongoing; 
so, too, is their meaning and use. In the case of baby growth charts, what is represented as the 
"average baby" becomes, in practice, the "normal baby," while non-average babies become 
abnormal ones that have to be changed. As baby-rearing practices develop, the very notion of 
what is a "healthy baby" alters, and when new standards are implemented to create better 
normal babies, they create the new type of the abnormal baby, too. 

In our two cases, the relation between "taking an average" and imposing it as a norm is clear 
- at least in hindsight; in a constant cycle of stabilization and disruption, ideals materialize. The 
making of norms follows the path of the making of facts (Latour and Woolgar 1986): once they 
circulate, statistics about health will become norms whether their makers want them to or not. 
Reporting or creating, then, may be the question. Do our graphs and images of body types 
show factual biological differences or do they create different bodies? Are these signs us, or do 
we become them? What, precisely, is problematic about the confluence of self and sign? While 
we cannot point to when and where any of the practices we described become pernicious, we 
can offer a heuristic, a set of rules of method, for noting, listing, pointing up, making strange, 
and articulating where in the process from graphing to reifying we are, and in what kind of 
performance we are taking part. So here goes: how to "make strange." 

First move. When you come across a graph, or stumble upon a differential claim about 
bodies, consider both the conditions of its production, and its use and actual effects in the 
world. If the data are already separated into categories - such as male and female - find out 
where, and for what reasons, in the process of designing the study those categories were 
imposed. Consider whether the effects of the categories is to reinforce the apparent value of 
the average of each (since the averages differ), and ask what would happen if you looked at the 
range of individuals who are being lumped together in just one of the categories. Might other 
differences between those individuals (such as age, wealth, disability) be more salient than the 
category used? What does the chart fail to take into account? What would the graph look like 
if a different c;ategory were used? How nlight different categories be more telling? Of what 
would you want them to tell? 

Second move. Look again at the construction of the graphs at hand, and consider who were 
studied in order to create them. Like iconic images, the final graphs are meant to be generic 
markers, understandable to, and representative of, all. As we saw in both cases - in the manu
facture of baby growth ·charts and the framing of calorie metrics - it is not an easy task to 
choose which people might stand in for all. For reasons of expense, labor, and accessibility, 
research studies have to use, and generalize from, a relatively small sample group. Research 
papers usually provide a clear justification for sample choice; they qualify the results, reporting 
on the conditions of their production. But their cautions about how to interpret results, espe
cially graphs, typically get lost as such graphs travel into the world. Especially when picked up 
by mass media news accounts and general practices, qualifiers disappear. While in general use, 
graphs and images may gain a measure of facti city (Latour 1988), they do not gain in accuracy. 
Generalizability, then, does not have anything to do with representative force. The general use 
of a graph or iconic image does not mean it is representative; it just means that it is - without 
wanting to seem circular - generally used. 

Third move. Then watch how the graphs and results are mobilized. Who uses them, where 
and when? Notice where an average turns into a recommendation, and when it becomes norm 
based on how the user reads the graph. An anxious parent worried about his or her child may 
want to be told what to do. Step back again and ask how the graphs traveled to get into the 
hands of these users (on this method, see Dunlit 2004, 2012). In the case ofbaby growth charts 
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and calorie charts, we saw that reports based on research articles were then turned into simpli
fied and "handy" charts, the kind that can appear on posters and websites and be turned into 
apps. Often it is in these moments of making charts "useful" that qualifications disappear, while 
scientific medical authority - whlch rests precisely on the making of such qualifications -
remains (cf. Dumit and Sensiper 1998). In this way graphs and images become "black boxed" 
as self-contained facts and norms about categories of people (Latour 1988). 

Finally, note where and when you take graphs, tables, images, or apps, at face value and do 
the work of problematizing them, so that you can begin to recognize something new about 
yourself, in addition to something interesting about the graphs. 

Without tills work, without reflection on the kinds of reflexivities we have described, with
out an account of the performative effects of using, for representative purposes, images and 
graphs that result from select samples, such representations seem natural, necessary, and innocu
ous. We suggest that the image sent into space on the Pioneer spaceshlps, sexed calorie metrics, 
common-use baby charts, and even Aichler's globally understood bathroom sign, are cases in 
point. When, in the name of convenience, idealized snapshots prevent us from imagining what 
else might matter, we all lose out. What we enjoy about our STS training is that it presses us to 
make strange the production and circulation of artefacts such as graphs, charts, and images, and 
to account for their agency and social life. 

Notes 

Rathgeb 2007. 
2 Turnbull 1994. 
3 Of course, this reduction-to-universality is precisely what graphic design does. According to another 

German designer, Christoph Niemann, design is the graphic language of data, of charts, of icons, of 
the visual reduction. "What does a graphic designer do? They create bathroom signs so the women 
know which room to go to, and the men know which room to go to. For me, that's like the ultimate 
reason for being a graphic designer, and everything is a more complex derivative of that." 

4 Charts from wwu!.clzartsgmplzsdia,_(!mms.comiHealthCiwrtslcalorie-requirement.lztml, based on the Harris
Benedict equation (Harris and Benedict 1918). The original equation was based primarily on young, 
healthy adults. Subsequent reviews of the equations have suggested various corrections based on age, 
health, malnutrition, and metabolism (Roza and Shizgal 1984). 

5 Image retrieved July 1, 2013 from http: I lsu,_f!amndslugs.wordpress.coml2011 102, "Why Sex Differences 
Don't Always Measure Up," Posted February 13, 2011, by "Nebulous Persona." NP continues, "It's 
tempting to imagine we nright be able to salvage the simple threshold idea by saying that people taller 
than 176.5 em are usually male and a those shorter than 159.5 em are usually female, and abandoning 
everyone the nriddle (more than half of our sample!) as living in a gray area. But even that doesn't 
work. Once we get to people shorter than 4'9" (145 em), there is no reliable sex difference. There are 
60,447 women less than 145 em tall, and 63,690 men, making it pretty much a wash. But because 
there are more men than women, there are proportionately more particularly short men (13% of all 
men) than short women (11.8% of all women)." 

6 See Mol and Law 2002. 
7 Hesse-Biber and Leavy (eds.) 2007. 
8 A related analysis of the problem of reducing variability to one or two categories can be found in 

Cohen 2001. 
9 What in the United States is labeled as "social" medicine- in the current political climate somewhat 

derogatively is simply called "healthcare" in The Netherlands. In other words, Dutch political 
discourse acknowledges no choice of health care models, enabling only one system, in which generic 
screening practices are built in. There is nothing particularly "social" about it, except perhaps in the 
sense that all healthcare systems are social artefacts which makes the term obsolete. We refer here to 
Bruno Latour and Steve Woolgar's objection to the word social in "(social) construction" in the 2nd 
edition of Laboratory Lffe (Latour and Woolgar 1986). 

10 http: I lbestparentevet:com/2008 106102 I 37-,_(!rowth-c/zarts. 

87 



Embodiment 

11 As inunutable mobiles, in actor-network terms- see Bruno Latour's Science in Action "(1988). 
12 Ibid. 
13 Yet according to the CDC FAQ, "The 2000 CDC Growth Chart reference population includes data 

for both formula-fed and breast-fed infants, proportional to the distribution of breast- and formula
fed infants in the population ... Healthy breastfed infants typically put on weight more slowly than 
formula fed infants in the first year oflife. Formula fed infants gain weight more rapidly after about 3 
months of age. Differences in weight patterns continue even after complementary foods are introduced 
(Dewey, 1998)." (CDC 2009). 

14 De Onis et al. 2004b. 
15 For a similar analysis of the obfuscation of specificity in the implementation of generic health stan

dards, see de Laet and Mol 2000. 
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Producing the Consumer of 
Genetic Testing 

The double-edged sword of empowerment 

Shobita Parthasarathy 
UNIVERSITY OF MICHIGAN 

In America's healthcare marketplace, the user has long been treated as both a patient and a 
consumer. She has had some choice over her physician and could demand access to some serv
ices, and was often left paying exorbitant prices. But her power has always been somewhat 
limited, constrained by government regulations over drugs and medical devices, the rules of 
insurance companies, and the expertise and authority of science policy advisors, physicians and 
other healthcare professionals. The technologies of the twenty-first century, facilitated by partic
ular social, political, and economic systems, have pushed the identity of the healthcare user 
further toward that of a consumer who is presumed to be empowered by increased access to 
information and can, therefore, make independent decisions about herself, her healthcare, and 
her life. Scholars have argued, for example, that the internet allows users to come to medical 
appointments informed with information that diagnoses maladies and suggests treatments 
(Broom 2005, Fox et al. 2004). These technologies have shifted the power dynamics of the 
doctor-patient relationship, destabilizing the traditional role of the physician whose expertise 
was based on access to specialized knowledge. 

In this chapter, I argue that genetic testing is playing an important role in producing the 
twenty-first century healthcare consumer. Once a service available only through specialized 
clinics inside research-based university hospitals and used to predict or diagnose a handful of 
severe diseases, an array of genetic tests are now offered by companies through the internet and 
used to identify a wide variety of characteristics and conditions. Some tests predict an individ
ual's risk of developing breast or ovarian cancer, while others, as Kimberly Tallbear discusses 
(Chapter 1 in this book), claim to map an individual's genetic ancestry. Genetic testing compa
nies, health policymakers, and some scholars herald the potential of these tests to empower 
users. Nikolas Rose and Carlos Novas, for example, have suggested that with the rise of genetic 
medicine has come the birth of the "somatic individual," who, rather than being passive and 
disadvantaged by biological destiny, is able to use the information generated through genetic 
testing to "increase the quality of their lives, self-actualize, and to act prudently in relation to 
themselves and to others" (Novas and Rose 2000: 487). Responding to scholars who argue that 
the rise of genetic technologies will lead to the stigmatization of genetically disadvantaged indi
viduals, these authors and their followers remind us that these users should not be understood 
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simply as helpless victims. By producing knowledge about their bodies, these technologies can 
also help users better govern themselves and their futures. Novas and Rose's "somatic individ
ual" can also be understood as an autonomous consumer, who makes rational choices in the 
marketplace about whether to purchase a genetic test and which test to take. Once she is 
equipped with the additional information generated by the test, she can become a better and 
more rational actor in the marketplace. 

But those who emphasize the empowerment potential of genetic technologies, including 
these scholars who have developed the idea of the "somatic individual," assume that the expe
riences of users will be the same regardless of the technology's provenance and design, and the 
position of the user. Indeed, the tantalizing prospect of genetic testing as a tool of empower
ment rests on four key assumptions: that the information generated by this technology is 
accurate, easily understood, and benign; that the information produced is similarly empower
ing regardless of its utility; that it will have similar meaning and consequences regardless of the 
demographics of the user; and that offering this information directly to the end user will allow 
her to become sufficiently expert to make independent decisions about her life. If we look 
deeply at these genetic testing systems, however, we see that these assumptions are problematic. 
Rather, we see that the design of a genetic testing system shapes the utility of the information 
provided and its capacity for empowerment. In addition, treating the users of genetic tests as 
typical consumers may have significant drawbacks for their health and welfare, which public 
health professionals and policymakers would do well to address. 

This chapter brings together two strands of scholarship from the field of science and tech
nology studies (STS). The first demonstrates that a technology's historical, social, and political 
environment, including its users, shapes how it is built and marketed (Bijker et al. 1989, 
Wetmore 2004, Winner 1980). My own research has demonstrated how national context, 
including its political culture, institutional arrangements, and social norms and values shape the 
development of science and technology (Parthasarathy 2007). I have also suggested that this 
context influences both the design of technologies and their implications. To facilitate this 
analysis, I intro.duced (Parthasarathy 2007) the concept of"sociotechnical architectures"- the 
human and technical components of innovations and the way developers fit them together to 
perform specific functions. Identifying sociotechnical architectures and tracing their develop
ment illuminates how choice over the form of each component and its assembly into a 
functioning whole influences a technology's social consequences. 

Just as a building's architecture is the orderly organization of materials and components to 
achieve a functional, economical, and sometimes environmentally sustainable entity, a technol
ogy's "sociotechnical architecture" incorporates functional, social, and ethical considerations to 
serve human needs. Thus, to conduct an architectural assessment, we must first identify the 
functions of the technological system being assessed. We then identify the human and techni
cal components that fulfill those functions - how the technology is packaged, how it is offered, 
inherent safeguards and limitations in the offering, and its cost. Finally, we study how the choice, 
design, and assembly of these components "structure" the technology's implications, by influ
encing the way system participants interact with, and think and make decisions about, the 
technology. A building's architecture shapes who can enter, how they move inside, and what 
and where activities can be performed. The placement of windows or doors, for example, influ
ence the types of discussions that occur in a room, and often have symbolic meaning regarding 
an occupant's power and authority. Similarly, the architecture of a genetic testing system enables 
and constrains user empowerment, familial relationships, and the healthcare professional's level 
of authority, among other things. In other words, we cannot understand the empowerment 
potential of a technology without investigating, in detail, its sociotechnical architecture. 
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Second, a growing body of science and technology studies literature has made the concept 
of expertise an object of analysis. This work has caused us to question how we identify an 
expert in a particular subject or policy domain, arguing that academic credentials and profes
sional qualifications should not necessarily be seen as more relevant to decisionmaking than the 
knowledge that comes from experience. Many patient advocates, for example, have argued that 
patients possess experiential expertise that is important for policymakers to consider (Calion 
and Rabeharisoa 2008, Epstein 1996, McCormick et al. 2004). This work suggests that the 
expertise proffered by highly specialized scientists, for example, is only partial and is sometimes 
subjective, offering an overview based on research among large samples rather than a deep 
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understanding of an individual case. This shapes sociotechnical arrangements in particular ways, 
toward more scientifically elegant or medically efficient solutions rather than those that 
consider the needs and experiences of users (Epstein 1996, Lerner 2001). More and more, 
scholars observe, citizens are challenging the expertise of the scientific and technological estab
lishment in favor of their own experiential understandings (Parthasarathy 2011). This strand of 
research generally applauds efforts to consider expertise in a more multi-faceted way and to 
democratize decision making about science and technology. The analysis provided in this chap
ter, however, cautions us against accepting the expert capacity of healthcare users. First, it 
suggests that because these genetic tests generate complex and often minimally digested infor
mation, their utility is not obvious. Therefore, there is still a role for the traditional genetics 
expert who can help the user understand her genetic risk in the context of both her individ
ual circumstances and aggregated scientific data. Second, it shows us that although the users of 
genetic testing seem like somatic individuals who now have the power to use risk information 
to make better decisions about their lives, genomics companies, who have an interest in increas
ing access to and demonstrating the utility of their technologies, are actually quietly replacing 
healthcare professionals and science policy advisors in the expert role. In other words, the visi
ble experts are being replaced by the often invisible producers of innovation. 

In what follows, I explore the definition - and re-definition - of the user of genetic testing 
as a healthcare consumer. I argue that the sociotechnical architectures of specific genetic test
ing systems shape their somatic individualism. I begin with an overview of the history of 
genetic testing and a picture of the early genetic testing user in the United States. I then 
compare two currently available genetic testing systems - offered by Myriad Genetics and 
23andMe - and demonstrate that each offers a different kind of empowerment potential, which 
is produced by its sociotechnical architecture. I also explore the benefits and risks of the 
empowered consumer that each envisions. I conclude with a brief discussion of how the ongo
ing controversy over human gene patents affects the production of the healthcare consumer, 
and I offer suggestions for how we might deal with the complex implications of user empow
erment in the new era of genetic testing. 

History of genetic testing in the United States 

The first genetics clinics emerged in the first half of the twentieth century in hospitals 
connected to universities. At this time, no laboratory tests were available to analyze the genetic 
makeup of individuals and their families. Rather, the genetics analysis was a consultation 
between a genetics expert (either MD or PhD trained) and the user (and, perhaps her spouse 
or family members). It usually occurred when an individual or her healthcare professional 
suspected a hereditary component to a particular condition or disease present in a family 
member. While some of these users would consult with pediatricians or obstetricians, most of 
them, seeking information about whether to marry or reproduce, would eventually meet with 
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specialists in medical genetics, discuss their family history, and learn about the hereditary 
dimensions of their condition or disease. These genetics specialists, however, operated quite 
differently than most physicians of the day; not only did they not have quick cures for genetic 
diseases, but they also opted to take a non-directive approach in their consultations. Trying to 
distinguish themselves from an earlier eugenics movement in which governments, healthcare 
professionals, and scientists sought to take control over reproductive decision-making, geneti
cists did not prescribe a specific course of action, but rather tried to simply provide information 
and discuss options about the meaning of an individual's family history of diseases and the 
consequences of particular marital and reproductive decisions (Paul 1995, Kevles 1988). 

These services changed significantly in the 1960s and 1970s, as laboratory tests to detect 
chromosomal and DNA anomalies became available and the U.S. Supreme Court legalized 
abortion (Lindee 2000). More and more diseases could be diagnosed (and some even treated) 
biochemically, leading to the addition of laboratory testing to the clinical consultation. For 
example, biochemists developed karyotyping techniques that they could use to identify condi
tions that resulted from extra or missing chromosomes such as Down's Syndrome and various 
sexual anomalies. Clinicians could now use these laboratory services to offer a more refined 
diagnosis of genetic disease as well as more "treatment" options, including pregnancy termina
tion and dietary changes. Sometimes they even held out the possibility of future cures. 
Geneticists remained the primary advisors, gathering family history information and counsel
ing individuals about particular genetic conditions, but laboratories at academic medical centers 
now played an important role as well, confirming or rejecting diagnoses made using family 
history information. 

As genetic medicine began to expand and gain force, the U.S. government took notice. 
Many states developed newborn screening programs for diseases such as phenylketonuria and 
sickle cell anemia, and, in the early 1980s, the President's Commission for the Study of Ethical 
Problems in Medicine and Biomedical and Behavioral Research (1983) suggested that genetic 
medicine be developed with explicit attention to five ethical principles: confidentiality, auton
omy, increasing knowledge, respect for well-being, and equity. As it defined these principles, 
the President's Commission acknowledged that this new area of medicine would raise regula
tory questions; in a country with a private health insurance system, it was likely to be rapidly 
commercialized, for example, and would thus require the development of professional and qual
ity standards. 

As the President's Commission predicted, genetics did grow rapidly in the 1980s, as 
researchers began to find genes and build DNA-based genetic tests for diseases such as sickle
cell anemia, cystic fibrosis, and Huntington's disease. Most of these tests, like the karyotyping 
and biochemical techniques that had emerged earlier, were built in and provided by research 
laboratories at academic medical centers. As tests became available for more and more common 
diseases, however, larger diagnostic laboratories across the country began to recognize that 
demand for genetic testing services was likely to increase and considerable revenues might be 
available for those who provided genetic testing services on a wide scale. Large laboratories at 
academic medical centers that already offered a variety of diagnostic tests, including the Mayo 
Clinic in Minnesota and Baylor College of Medicine in Houston, began to develop infrastruc
tures to offer DNA analysis services to clinics beyond their institutional walls. Private 
companies and stand-alone laboratories began to develop such services as well. Economies of 
scale worked to the advantage of these larger laboratories. While most academic medical centers 
might be reluctant to build up services to test for each rare genetic condition, such testing 
might be lucrative for large .clinical laboratories that were able to test samples from all over the 
country. These companies also applied for and received patents on these tests and on the genes 
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themselves, which allowed them to develop potentially lucrative monopolies. Despite these 
changes, users interested in these services still had to access them through genetics specialists 

based at academic medical centers. 
While the growing availability of these services led to extensive public discussions about the 

impact of genetic medicine, very few new policies were devised to deal with this set of tech
nologies. Rather, genetic testing was fitted into existing regulatory frameworks. In 1988, the 
Clinical Laboratories Improvement Act (CLIA) was amended to cover the analytic validity 
(accuracy and reliability) of genetic testing. But this policy did not address genetic testing's clin
ical complexities. How would doctors and patients interpret the complicated risk information 
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generated by these tests? Were all of these tests useful, and how should we judge utility? If they 
weren't useful in improving health outcomes, then should they still be available? 

Over the next decades, multiple advisory committees recommended a comprehensive 
approach to govern genetic testing (Committee on Assessing Genetic Risks 1994, Task Force 
on Genetic Testing 1997, McCabe 2000). They developed various standards to assess the clini
cal utility of the information generated by a genetic test, and suggested that these be used to 
develop a regulatory framework. These recommendations, however, have had virtually no 
effect. At the dawn of the twenty-first century, as the number of genetic testing services 
exploded, only CLIA governed this area of technological development. CLIA's advisory 
committee developed regulations covering analyte-specific reagents (ASRs), the active ingredi
ents of diagnostic tests, which were increasingly available for sale to laboratories setting up 
genetic testing services. Of course, these proposed regulations still only focused attention on 
the laboratory aspects of the test. Meanwhile, physicians (sometimes through professional 
organizations) continued to oversee themselves and make their own determinations about the 
clinical utility of genetic tests and the interpretation of genetic risk information. 

By the beginning of the twenty-first century, a large number of genetic tests were available. 
Although a mixture of academic and private laboratories offered them, they were almost always 
accessed through genetics specialists at academic medical centers. Thus, there seemed to be 
considerable informal control over access to these services and the types of services provided. 
In particular, with the increasing availability of tests that generated complex risk information, 
specialists provided targeted counseling to users and their families. Although the government 
had thus far refused to step in, genetics specialists played pivotal roles as gatekeepers and experts 
who could shape the meaning and utility of the technology for users in the context of their 
family history and circumstances. In this era, the user looked more like a traditional patient, 
reliant on help and expertise from the referring physician and the genetics specialist, than a 

well-informed and prepared consumer. 

Myriad Genetics, Inc. 

The picture described above changed dramatically when Myriad Genetics, a publicly-held 
biotechnology company based in Salt Lake City, Utah, began to offer genetic testing for breast 
and ovarian cancer in the United States. Although it was not the first commercial provider of 
genetic testing, it was the first to offer commercial services for such a widespread disease, to 
provide such services through any physician, and to market its technology directly to users. 
Myriad built its testing system by constituting the users of genetic testing as virtually autonomous 
consumers who could be empowered by simply purchasing DNA analysis, even though the risk 
information it generated was rather complex and its clinical utility unclear and controversial. 

Formed to capitalize on the genealogical data that had been collected over centuries from 
large Mormon families who lived in the state, Myriad invested initially in a large-scale research 
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effort to find the BRCA genes, which were thought to be linked to inherited susceptibility to 
breast and ovarian cancer. It looked for, and eventually found and developed tests for, other 
cancer genes as well, but the BRCA gene investigations were clearly its most important invest
ments; breast cancer was a common disease in much of the developed world, quite visible in 
the public consciousness, and caused millions of women considerable anxiety. Thus, a test that 
looked for inherited mutations that might cause the disease would have a very large market. 

The company's efforts were successful. In 1994, Myriad announced it had mapped and 
sequenced the BRCA1 gene and by 1995, the company announced that it had mapped and 
sequenced the BRCA2 gene as well. 1 Despite considerable excitement over these break
throughs, however, the picture that emerged from the gene discoveries was quite unclear. 
Mutations in BRCA 1 and 2 were only relevant to a small fraction ofbreast cancers (about 5%), 
and an individual with a BRCA mutation seemed only to have an increased risk (rather than 
a certainty) of future disease incidence (a risk that ranged widely from 30-85% over a lifetime) 
(Easton et al. 1994, 1995, Hartge et al. 1997). This contrasted with most of the genes that had 
been discovered at the time, including for cystic fibrosis and Huntington's disease, which when 
mutated demonstrated that an individual had or would get a particular disease. Furthermore, 
except for surgery to remove breasts and/or ovaries (which have serious side effects), no 
preventive options seemed clearly effective. Despite the complexity of such "susceptibility" 
genes, Myriad immediately set about developing a test to search for mutations in the BRCA 
genes (BRCA testing). At the same time, it applied for patents on both genes, adopting the 
same strategy as many other U.S. gene discovery companies before it. In fact, these patents 
proved to be particularly important for Myriad. Once they were granted, the company used 
them to shut down all other providers of BRCA testing and become the sole provider of the 
technology in the United States (Parthasarathy 2007). 

By late 1996, the company had set up BRACAnalysis™, the first commercial service to test 
for inherited mutations in both BRCA genes. It decided to offer prospective users with a 
choice of four laboratory tests. Those curious about their BRCA mutation status but with no 
known BRCj\ mutation in the family may have been interested in the company's 
"Comprehensive Analysis" which offered DNA sequencing of both BRCA genes- a tech
nique, it noted, which was considered the "'gold standard' of genetic testing because it identifies 
mutations that cannot be found by any other method" (Myriad Genetics, Inc. 1996). This test 
cost approximately $3000. 

For a user who already knew that a particular disease-causing mutation was present in her 
family, a "Single Site," mutation-specific, analysis was available. This test was considerably 
cheaper than the comprehensive analysis, costing about $250. For approximately $450, users of 
Ashkenazi Jewish descent could take advantage of the company's "Multisite" analysis, which 
searched for three mutations known to be common among the Ashkenazim. Finally, the 
company offered Rapid BRACAnalysis™, a full-sequence analysis ofboth BRCA genes that 
would be done quickly, in approximately two weeks. The company targeted this analysis to 
users who had recently learned of a breast or ovarian cancer diagnosis, suggesting that addi
tional information about their BRCA gene status could help them make decisions about what 
kind of treatment avenue to take (for example, whether to remove a malignant tumor through 
lumpectomy or to have a complete mastectomy ofboth breasts). 

Although it expended considerable effort in developing its extensive menu of laboratory 
tests, the company did not pay the same kind of attention to the clinical dimensions of its test
ing system. Many scientific and medical organizations, patient advocacy groups, and 
government advisory committees had recommended that genetic tests in general, and in 
particular complicated genetic analyses such as those for the BRCA genes, should only be 
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available to a limited group of people with significant family histories of breast and/ ovarian 
cancer and also integrated with specialized counseling by trained professionals such as medical 
geneticists or genetic counselors. In other words, they advocated embedding BRCA testing 
into the existing system that provided access through genetics clinics at academic medical 
centers. But the company argued that it, like many of the other private diagnostic laborato
ries that offered tests for conditions such as high cholesterol and pregnancy, was simply 
responsible for the conduct of its laboratory (for example, whether or not the chemicals and 
machines used to conduct the analysis were working properly). It refused to involve itself 
fither in who used its laboratory analyses or the type of counseling that was provided. A 
company official noted, for example, how difficult it would be to assure the quality of genetic 

counseling: 

You know, are we going to have to have people pass some sort of exam? How are we going 
to ensure the quality of genetic counseling? ... And I can tell you, there were many, many 
discussions about, let's just hire a bunch of genetic counselors and provide genetic coun
seling. Sort of the way, sort of the way that Genzyme [another genomics company] does 
it. And we did think about that very closely as well, and didn't feel that that was meeting 
the goals of where we wanted to go in the laboratory. 

Myriad Genetics Counselo~; 2000 

In sum, the central component of Myriad's testing system architecture was the DNA analysis. 
Any physician could provide access to the test, and the company encouraged users to visit 
another physician if the first would not provide access. The average primary care physician, of 
course, would not be able to provide specialized counseling that might help users understand 
how to interpret gene mutation status such as insight into how a specific mutation caused 
disease in a particular family and how to use the gene mutation information to influence 
healthcare or lifestyle choices. Thus, Myriad built a system that ensured broad access but did 
not include specialized genetics counseling as a necessary part of the system's architecture. 
Requiring the involvement of genetics specialists would have made them gatekeepers and 
limited access, since they are traditionally linked to academic medical centers and there are far 
fewer of them than other specialists such as oncologists or surgeons. 

In developing this architecture, the company thus determined that the expertise of the genet
ics specialist was less important than access to the DNA analysis. It characterized its DNA 
analysis as just like any other consumer product that did not require users to access it through 
a credentialed expert. In fact, the company argued, limiting access would restrict the test's 
"empowerment" potential. Myriad also privileged access, and the empowerment potential of 
the test, over the expertise of the science policy advisor: as discussed earlier, Myriad's DNA 
analysis had received only limited government oversight. Thus, it might be more fruitfully 
compared to a toothbrush or toothpaste than a home pregnancy test kit that has undergone 
extensive Food and Drug Administration (FDA) review. 

Meanwhile, although the company was reluctant to influence how users gained access to and 
were counseled about the test, it encouraged demand by marketing the test directly to the 
public. The company produced brochures and videos that served dual purposes of promotion 
and education, while using traditional advertising routes as well. In the late 1990s, it began with 
advertisements in locations as diverse as The New York Times magazine, USAirways Magazine, and 
a Broadway playbill (Myriad Genetics Laboratories 1999, Myriad Genetics Laboratories 2000). 
By September 2002, it had launched an ambitious radio, television, and print marketing 
campaign in popular magazines such as Better Homes & Gardens and People and during 
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television shows such as "Oprah," the "Today Show," "ER," and the series premiere of "CSI: 
Miami" (Myriad Genetics, Inc. 2002b, Myriad Genetics, Inc. 2002c). 

The company's advertisements and educational materials focused on how its DNA analysis 
technology could empower its users. Echoing the language of the women's health movement 
of the 1970s, an educational video produced by Myriad showcased a woman who stated 
"Knowledge is Power," when describing how the company's BRCA testing service had influ
enced her life (Myriad Genetics, Inc. 1999). The company also expressed similar sentiments in 
educational brochures that were available to potential users through physicians or directly from 
the company upon request. One such brochure stated, "Given a choice, would you rather deal 
with the known or the unknown?" while the back of the brochure offered "Answers" (Myriad 
Genetics Inc. 2000). Advertisements reiterated this connection between genetic mutation 
information and empowerment. The New York Times magazine advertisement, for example, 
showed a woman boldly staring straight at the camera with her arms crossed, declaring, "I did 
something today to guard against cancer" (Myriad Genetics Inc. 1999). The 2002 media 
campaign emboldened women to both "choose to do something now" and "be ready against 
cancer now" (Myriad Genetics Inc. 2002a, Myriad Genetics Inc. 2002b, Myriad Genetics Inc. 
2002c). In a sustained and comprehensive strategy, and in multiple venues, the company relayed 
the same clear message: by taking the accurate and informative genetic test women would be 
empowered to take charge in the delivery of their own healthcare. 

At first glance, the user envisioned by Myriad through both the architecture of its testing 
system and marketing strategy seems to fit the description of the "somatic individual" articu
lated by Rose and his colleagues, an engaged and active consumer. She can demand access to 
the test, and use the risk information generated to make decisions about her life, her health care, 
and her future. But upon further consideration, the picture becomes far more complicated. The 
user is a consumer whose power to take advantage of her BRCA risk information is 
constrained by both the company and the design of its testing system. First, although Myriad 
offered users the opportunity to "choose to do something now," the choice is by no means 
unlimited. When it used its patent position to shut down all other testing providers, a totally 
unsurprising move for a for-profit provider, Myriad limited the prospective user's choices. She 
would only be able to choose among the options offered by Myriad. In this way, the genomics 
company took on an authoritative, expert role. In addition, access to Myriad's laboratory analy
ses was constrained by cost; not only were they expensive, but most users paid for them 
themselves because they were reluctant to tell their insurers and employers about their genetic 
status. 2 Second, Myriad's stand-alone laboratory technology offered a specific kind of empow
erment. Its technology, DNA analysis of the BRCA genes, focused attention on the 
empowering potential of genetic mutation information alone. Rather than suggesting that users 
would be empowered through a combination of DNA analysis and specialized counseling, 
which would provide users not only with mutation information but also insight into the mean
ing of her family history for her disease risk, the benefits and risks of testing, and the prevention 
options available, it suggested that simply knowing one's mutations status would help users 
make better decisions. Finally, while Myriad suggested that information about BRCA muta
tion status would allow the user to make better choices about her life, it also placed the burden 
of these decisions squarely upon her shoulders. Users were expected to navigate through the 
murky world of risk statistics and treatment options without advice from a specialist in genet
ics or cancer. Consequently, she would ultimately be accountable for the decisions that she 
made. Healthcare professionals were facilitators, providing access to the technology, while the 
user was envisioned as a rational actor who was fully prepared and capable of assessing the 
options at her disposal. 
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23andMe 

Ten years after Myriad began offering BRACAnalysisTM, biotechnology investment analyst Anne 
Wojcicki founded 23andMe in Mountain View, California. Located in Silicon Valley, the company 
seeks to bring computing power together with the promise of genomic science and is guided 
explicitly by values of empowerment and democratic engagement. It is no surprise that Wojcicki 
has married to one of Google's founders, as 23andMe's philosophy- not unlike the ideas that 
drove the creation of the internet (Turner 2006) - suggests that increased access to knowledge 
provides the path to democratic liberation. Of course, 23andMe also adopts a similar approach to 

I Myriad, announcing "Knowledge is Power" when the potential user arrives at the webpage 
through which she can order its test. "23andMe empowers you to better manage your health and 
wellness," it notes further, through access to more than 200 personalized test reports, "easy access" 
to your genetic information, and "the largest genealogical DNA database in the world" (23andMe 
2013a).The company underscores this approach when describing its "core values," which include: 
"that having the means to access one's genetic information is good";"that people's similarities are 
just as important as their differences"; and that everyone should have "the opportunity to 
contribute to improving human understanding" (23andMe, 2013b). 

While Myriad's test finds known deleterious mutations in two genes, 23andMe's service 
provides users with risk information based on tests for genetic variants linked to "more than 
200 diseases, traits, and health conditions and we regularly add new information" (23andMe 
2013c). This "new information" is based on research conducted by genetics researchers around 
the world, but also by 23andMe. When users sign up for its service, they are asked to answer 
surveys about their personal and family histories and circumstances. This data: combined with 
the information gathered from DNA analysis, allows the company to conduct Its own research. 
Although Myriad has also built a proprietary database with which it can conduct its .own in:es
tigations (and presumably offer unique insights, thereby increasing t~e value of Its servic~s, 
without patent protection), 23andMe's databases are more comprehensive and are central to Its 
business model. The user is thus, simultaneously, a consumer, a research subject, and a patient, 
and her opportunity for self-actualization depends both on the services that 23andMe currently 
offers and on the findings that the company generates in the future. While 23andMe markets 
its research as benefitting its customers, it does not, understandably, emphasize how the user's 
multiple identities might conflict or shape her empowerment (for example, how the data it 
gathers might be used in ways that the consumer/research subjects may not li~e). . 

This approach goes far beyond rhetoric. Like Myriad, 23andMe embeds Its values m the 
sociotechnical architecture of its testing system in a variety of ways. As it does this, empower
ment takes on a particular meaning. It is quite simple and cheap to access 23andMe's test, with 
a relatively low cost ($99), and can be ordered with a few clicks on the company's website and 
the input of one's basic information. After the user orders the test, a kit arrives in the m~. It 
contains instructions, a vial to store a saliva sample, consent forms that cover both the testmg 
process and the use of the genetic information for research purposes, and pre-paid shipping 
labels. Once the user sends the consent forms and saliva samples back to 23andMe, she must 
wait anywhere from four to eight weeks for her results. In making the test directly available to 
the user, the company foregoes both a gatekeeping and an expert role for the healthca_re pro~es
sional. While the company does have genetics experts on its staff, it does not offer their services 
to users as they decide whether to take the test or after they receive the results. Like Myriad's 
system, this architecture envisions the test as similar to a regular consumer product. ~ut 
23andMe's system is even cheaper and easier to access than Myriad's test. It does not ~eqmre 
that the user visit a physician, and instead facilitates direct access to the DNA analysis. The 
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company envisions the user as autonomous, capable of deciding whether and how to use it on 
her own. Meanwhile, as described earlier, unlike over-the-counter drugs or home pregnancy 
tests, 23andMe's test is subject to very little government oversight. 

Once the user's saliva sample arrives at 23andMe's laboratory, the company conducts its 
DNA analysis. While it tests for some variants that are linked to significantly increased risk of 
disease, many of its tests are based on single nucleotide polymorphisms (SNPs) associated with 
only mildly increased risk of getting the disease (3-5%; some SNPs seem to have no effect at 
all). This contrasts with BRCA and other susceptibility genes, which put those who have muta
tions at high risk of contracting the disease. However, using genome-wide association studies, 
scientists have connected particular SNPs with the increased likelihood that a person has a 
particular trait or is at mildly increased risk for a particular condition. As mentioned above, 
23andMe is also conducting this kind of research. In other words, the company provides users 
with risk information based on multiple genetic variants, and each confers a different level of 
risk. Although 23andMe does provide some information about the nature of each of these risks, 
this information is quite limited and likely difficult for the average user to understand - partic
ularly because it provides aggregate, rather than individual-level, risk. 

23andMe adds a SNP to its testing platform as soon as researchers have established its asso
ciation with a particular trait or health condition. This allows the company to offer users results 
from a large number of tests, but the utility of these tests may be limited. For example, 23andMe 
tests for two genetic variants related to schizophrenia, each based on a single study. Meanwhile, 
competing SNP testing company Navigenics does not offer these tests because, "recent research 
into the genetic risk markers for this mental illness has yielded inconsistent results." 23andMe 
deals with the variable quality of the research that supports its analyses and the lack of repli
cated results by generating two kinds of research reports for users: "Established Research 
Reports" and a "Preliminary Research Result." 

"Established Research Reports" are based on "genetic associations supported by multiple, 
large, peer-reviewed studies" and "widely regarded as reliable" (23andMe, Inc 2013d). Therefore, 
the company_ can provide some quantitative estimates and explanations of their meaning. For 
example, in addition to describing the disease itself, 23andMe's Established Research Result for 
Celiac Disease calculates the probability that someone with the user's genotype will get the disease 
and compares the user's probability to the average probability across all men with the same geno
type and within the same age range (23andMe, Inc. 2013£). This result also calculates the 
importance of genetic susceptibility for Celiac disease (in comparison to environmental factors). 

For most of the variants it analyzes, 23andMe generates only a "Preliminary Research 
Result." In these cases, scientists have conducted "peer-reviewed, published research," but they 
have not replicated the results in other studies (23andMe, Inc 2013d). In many cases (like schiz
ophrenia) the test is based on a single study, and occasionally, there is "contradictory evidence" 
of the importance of a particular genetic variant. The Preliminary Research Result for 
Schizophrenia provides a very short description of the disease and the two studies on which 
23andMe's test is based (23andMe, Inc 2013e). It describes the user's two relevant genetic vari
ants and then compares them to the findings of the two studies. So, in the sample report 
available online, the user has a CT variant at one location on the genome, which one study has 
found is associated with "slightly higher odds" for schizophrenia. The report also says that the 
study was conducted among- and is therefore likely to be most useful to -"Asians," but it does 
not define who might be included this category. 3 It does not, furthermore, provide informa
tion about the importance of genetic versus environmental risk (presumably because 
researchers do not yet know). 23andMe has tested for these particular variants since at least 
2009 even though no scientists have replicated either of these studies. In sum, the company 
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values making the results available to users over ensuring that the results are reliable or useful. 
The presumption is that the user can assess reliability and utility in the context of her own life 
better than the company or a healthcare professional can. In other words, 23andMe views 
empowerment in terms of potential, based on a user's ability to interpret its results. In addition, 
of course, by continuing to analyze these variants and collecting survey data from users, 
23andMe may be able to replicate these results itself sometime in the future. 

After 23andMe completes its analyses, it invites users (via email) to review the results online. 
When users log in, they see an overview of their genetic risk and carrier status for all of the condi
fions analyzed. The risk results compare the user's risk to "average risk," in percentage terms. 
Information on carrier status simply states whether the relevant variant is present or absent. Users 
can click through to generate either the "Established" or "Preliminary" Research Report. The 
overview page does not address the relevance of genetic makeup for a particular disease; for exam
ple, while it may report that a user has a 30% risk of contracting coronary heart disease, the user 
must access the Established Research Report to discover that only 39-56% of all coronary heart 
disease is attributable to genetics. As stated above, if only a Preliminary Research Report is avail
able then the company does not provide any information about how to evaluate the genetic 
information it has generated. This approach assumes that the user will interpret both the genetic 
risk probabilities and the relative importance of genetic versus environmental information in ways 
that are the most useful to her, and that she does not need assistance from a healthcare professional. 

Even after test results have been conveyed, 23andMe reinforces its approach to user expert
ise and empowerment through its social networking site, 23andWe. Rather than providing 
opportunities to chat with genetics specialists, the site facilitates connections and conversation 
among users. Users share their knowledge and experiences with 23andMe's system, and with 
healthcare more broadly, and teach one another how to interpret risk information and respond 
to test results. In 2012, the company emphasized this approach by acquiring CureTogether, a 
crowd-sourcing platform that encourages users to communicate with one another to compare 
symptoms and treatments to increase knowledge of the disease. In sum, 23andWe has replaced 
the healthcare professional and science policy advisor. Through the site, the user's anonymous 
peers provide expertise on how to understand genetic risk information and what to do about 
it. Together, with 23andMe's assistance, they are taking back the power to interpret information 
about their bodies. But each peer's individual circumstances and experience shapes her expert
ise, and 23andMe - and its users - must assume that in the aggregate, these experiences provide 
better information than a traditional expert who has the benefit of standardized and systemat
ically analyzed data but lacks the insights that come from experiential understanding. The 
problem, of course, is that users must rely on other users' understanding of complicated risk 
information and knowledge of genetic science and terminology. They must also weigh the rela
tive merits and drawbacks of other users' experiences for their own lives. On the one hand, this 
kind of crowd-sourcing can provide users with information that traditional experts are unlikely 
to provide about how to incorporate genetic risk information into everyday life. But on the 
other, it exposes users to the self-reported experiences of a self-selected and interested group 
of strangers without much information from an outside, disinterested perspective. 

It is important to note that this will help 23andMe as well, by providing the company with 
additional information to refine the meaning of its test results; in 2012 the company also 
announced that it had received its first patent on variants associated with Parkinson's disease, 
based on its DNA analysis and survey data information. Although the company has yet to 
exercise its patent rights, it is possible that it will adopt a similar strategy to Myriad and prevent 
other providers from offering genetic tests. If it does this, it will reinforce its own expert and 
gatekeeping role and continue to diminish the role of the healthcare professional. 
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Conclusion 

Genetic testing is often seen, understandably, as the quintessential technology of empowerment. 
It generates information that patients can use to make decisions about their healthcare and lives. 
The empowerment promised by these technologies is particularly popular in an era when citi
zens are eager to participate more directly in decisions about science, technology, and medicine, 
and when scholars from a variety of disciplines are encouraging the democratization of health
care decision-making. 

The initial provision ofDNA analysis in conjunction with counseling in the United States, 
made av~ilable through specialists at academic medical centers, limited access to genetic testing 
and restncted the power of the individual to interpret the test results in the context of her own 
life. Medical professionals played an active role in shaping access to the testing system and the 
interpretation of results. The user resembled a traditional patient. But as the genomics industry 
grew, companies expanded their markets by transforming the user from a patient into a 
consume~ and, today, into a research subject as well. Taking advantage of a regulatory vacuum 
and offenng DNA analysis outside the context of specialized counseling, both Myriad and 

23a~dMe ~ave. m~n.ag~d to increase access to their tests and offer users more interpretive oppor
turuty while dmurushing the traditional role and expertise of the healthcare professional and 
the ~cience policy advisor. But this opportunity is shaped and constrained by the testing 
prov~ders and the system's sociotechnical architectures. The generalist physician who helps a 
Mynad u~er access the test may have some insights about the user's family background and 
current Circumstances, but she probably does not have the conceptual tools to interpret 
comple~ genet.ic .risk information. Access to BRCA risk information without the expertise of 
a genetics spec1al1st could actually undermine the power of the patient because it could lead to 
less informed medical and life decisions. Meanwhile, the 23andWe community offers users the 
benefits ofboth varied and collective experience (in a format that is likely more accessible than 
dry scientific explanation), but these experiences are self-selected and self-reported and lack the 
benefits of systematic and comprehensive analysis. In this system, the user's potential for 
~mpowe~ment d~pends on her own ability to understand test results and the quality of the 
mformatwn prov1ded by 23andWe. In this system, there is even more potential for disempow
erment because users could make health and life decisions based on test results that have not 
been validated by replicated scientific study. Finally, efforts by both systems to collect user data 
while s~ld as i~provin,g future services and therefore increasing empowerment potential, rna; 
not be m users best interests. 

Novas and Rose's analysis of genetic technology and the production of the "somatic indi
vid~al" assumes ~ubstantial similarities across testing systems. But my analysis suggests that there 
are 1m~ortant differences in sociotechnical architectures, even between two companies that 
h~ve dissolve~ the tradi~ionallink between DNA analysis and specialized counseling. A physi
Cian n:ust still .authonze access to Myriad's BRACAnalysis™ (although the company's 
marketmg matenals encourage her to demand access and switch physicians if necessary), while 
23andMe's user can simply order its testing portfolio online, and the cost is much, much lower 
than Myriad's, which is likely to produce more consumer demand. The apparatus that shapes 
~he DNA analyses themselves also differs. Although each company authorizes how the DNA 
IS analyzed, the importance of the BRCA genes in causing breast and ovarian cancer has been 
validated by multiple independent scientific studies (users suffered, however, when Myriad's 
method of DNA .analysis initi~lly missed some disease-causing mutations and the company 
re~used to chan~e 1ts test accordingly). 23andMe, by contrast, authorizes DNA analysis based on 
a smgle, un-rephcated study, arguing that this increases interpretive power to consumers. It also 
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encourages users to share their experiences and expertise in order to crowd-source the 
interpretation of genetic knowledge and prevention and treatment options. 

These differences have important implications for users, including their empowerment 
potential. Myriad maintains a minor gatekeeping role for a physician, whereas 23andMe almost 
completely eliminates this role except for vague suggestions to discuss results with a doctor. 
Because Myriad's test is far more expensive unless an insurance company (which usually 
imposes some access restrictions based on family history) reimburses the user, the rights and 
responsibilities of the consumer are still somewhat restricted. In many respects, 23andMe 's 

1
system produces a more traditional consumer, with unfettered rights to access the test at a rela
tively low cost and to interpret the results. But she is also specially burdened, as she must deal 
with the test results not only without the involvement of a healthcare professional but also 
without the often invisible infrastructure of scientific advice and regulation. 23andMe trusts this 
burdened consumer to understand - with the help of like-minded users - the results of indi
vidual scientific studies in the context of her own life. As we look into the design of each of 
these testing systems, the costs of somatic individualism come into focus. Although users ofboth 
Myriad and 23andMe's testing systems now have access to genetic risk information that may 
help them make better decisions about their lives, they must also bear different levels ofburden 
in interpreting this information. Since this burden is embedded in the system's design, they may 
not be aware that they are now expected to do the advisory and interpretive work left previ
ously to both independent and government specialists. If the user does not understand the 
knowledge to which she now has access, is it really empowering? In-depth analysis of a testing 
system's architecture can also reveal the meaning and consequences of the DNA ancestry test
ing systems that Kim Tallbear analyzes in Chapter 1. As Tallbear notes, scientific studies that 
guide these kinds of DNA analysis are often quite limited and based on erroneous under
standings of race, ethnicity, and population. But as these tests become more popular, they are 
likely to re-inscribe particular definitions of those categories to negative effect. 

The design and growing popularity of this next generation of genetic testing systems also 
raise important questions for scholars and advocates who encourage greater lay involvement in 
healthcare decision making. As the systems discussed here provide users with undigested risk 
information and validate their experiential expertise in the interpretation of test results, they 
also diminish the roles of both scientists and healthcare professionals who can understand and 
interpret scientific studies. In other words, the move toward the supposedly empowered health
care consumer seems to be disempowering not only individual healthcare professionals but also 
the advisory and policy apparatus associated with them. Is there no place for aggregate under
standing, and interpretive insights, that specialists provide? If there is a place, how should it be 
balanced with the experiential experti~e of average users? To what extent should the user be 
burdened with the responsibility of understanding and interpreting a genetic test's results? Will 
the move toward somatic individualism have ripple effects for policymakers, making it increas
ingly difficult to make policy decisions regarding research priorities or unsafe food and drugs? 
Will it delegitimize regulatory institutions like the FDA? 

While it is easy to assume that genetic tests do not need to be tightly regulated because they are 
relatively straightforward, non-invasive technologies that simply produce information to facilitate 
decision making, we have seen that the reality is much more complex. The way a technology is 
built shapes the type of information that is produced, how this information is accessed, and thus, 
how an individual can use genetic information to enhance her health care or life. The lack of regu
lation in this arena has led not only to technological variation, but also to variation in the 
interpretive burden that users must bear. This can have serious negative consequences for individ
ual users in terms of the utility of genetic risk information, and for society, as DNA seems to 
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validate particular disease definitions and social categories. There is an opportunity for policymak
ers to intervene, however; the FDA routinely makes decisions about how drugs should be made 
available, to whom, and under what conditions, and has already acknowledged its regulatory 
authority over genetic testing. The knowledge that genetic testing produces is not, as I have shown, 
automatically empowering. If we want it to maximize this potential, the government must step in. 

Postscript: In June 2013, the US Supreme Court invalidated patents on isolated human, 
including the BRCA, genes. But Myriad is likely to maintain its monopoly on BRCA gene 
testing, at least in the short term, because of pending litigation, and its mutation database. In 
late 2013, 23andMe suspended its health-related tests temporarily, in response to an FDA letter 
questioning whether they were analytically valid and based on compelling scientific evidence. 
If the company is forced to alter the suite of tests it offers, this could redefine its approach to 
empowerment. But, if it simply tones down its rhetoric, the effects are likely to be negligible 
because the user's power is embedded in the service's sociotechnical architecture. 

Notes 

There is dispute over priority of the BRCA2 gene discovery. Robert Dalpe, Louise Bouchard, Anne
Julie Houle, and Louis Bedard. 2003. "Watching the Race to Find the Breast Cancer Genes." Science. 
Technology, and Human Uzlues. 28: 187-216. 

2 This situation has changed somewhat, since the passage of the Genetic Information Non
Discrimination Act in 2008. GINA, as it is called, prohibits employers and health and life insurers from 
discriminating on the basis of genetic information (broadly defined). Today, more insurers pay for 
BRACAnalysis™, but they often have rules about the family history an individual must have to take 
the test (so individuals will pay for the technology themselves in order to gain access). 

3 As both STS scholars and geneticists have argued, and Kimberly TallBear discusses in detail in this 
volume, race cannot and should not be understood as a biological category. Therefore, its utility in 
understanding genetic test results is unclear. See, for example, Wailoo, Keith, Alondra Nelson, and 
Catherine Lee, eds. 2012. Genetics and the Unsettled Past: The Collision of DNA, Race, and History. 
Rutgers, NJ: Rutgers University Press. 
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The Social Life of DTC Genetics 
The case of 23andMe 

Alondra Nelson and joan H. Robinson 
COLUMBIA UNIVERSITY 

The decoding of the human genome in the summer of 2002 was accompanied by the swift 
commodification of direct-to-consumer (or DTC) genetic tests- that is, DNA data analyses for 
sale to the lay public. DNA-based paternity testing had been publicly available since the early 
1990s first, at select laboratories, and later through online commerce. In the late 1990s, medical 
genetic tests such as Myriad's BRACAnalysis (for hereditary predisposition to breast and ovarian 
cancers) were introduced in clinical settings. But the subsequent decade saw a watershed ofDTC 
genetic testing services aimed at a far broader market than potential parents and possible cancer 
sufferers. Readily available for purchase on the internet, these new commercial technologies 
targeted luxury consumers, genealogy buffS, and DIY-science geeks, among many others, and 
promised to t~ll us who we are, where we come from, and how we can live optimally. 

The trajectory of DTC genetic testing over the last dozen years offers science and technol
ogy studies (STS) scholars a rich site at which to examine institutionalization - the process by 
which objects or practices circulate in regulatory and other types of organizations and through 
this process come to be understood as normative or "regular" facets of the social world. The 
DTC genetic testing case is informative as well because it takes place in the context of to day's 
robust neoliberalism and thus sheds light on the effects of the twinned-forces of deregulation 
of various institutional domains concurrent with the diminution of social welfare programs for 
healthcare and other services (Moore, Kleinman, Hess and Frickel 2011). 

Additionally, the DTC genetic testing case provides a productive contrast with one of the more 
well-studied trajectories of institutionalization: the pharmaceutical market. With pharma, a signif
icant aspect of the institutionalization process precedes the introduction of a product into the 
marketplace. When a drug enters the market, the product reflects the outcome of months or years 
of institutionalization, including in the form of laboratory science, clinical trials, the scrutiny of 
regulatory agencies (e.g., the United States Food and Drug Administration or FDA), and the fram
ing of an illness and its treatment on the part of varied stakeholders (for example, social 
movements, patient advocates, and professional associations) (Epstein 1996, Dumit 2012). 

Both over-the-counter and prescription pharmaceuticals have been directly advertised to 
consumers for decades and, in some ways, this practice both anticipated and precipitated the 
rise ofDTC genetics. The origins ofDTC DNA services lie at the juncture of two sociotech
nical processes - molecular biology and supercomputing; these institutional predecessors of 
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today's conm1ercial genetic testing are analogous to some initial aspects of pharmaceutical 
development. Yet there are important differences in the institutionalization processes of these 
products that are worth noting: In contrast to pharma, the DTC genetic services industry was 
introduced by a set of actors - including businesspersons, investors, and scientists - whose scien
tific claims and products went mostly uninterrogated by outside reviewers or other types of 
checks and balances and received scant governmental regulation and ethical oversight. 
Consequently, efforts to institutionalize DTC DNA testing have mostly come after products and 
services have entered the marketplace. And, in contrast with pharma, customers and industry 
leaders have been able to play sizeable - if uneven - roles in this process. 

Whether institutionalization occurs before or after the introduction of a commercial prod-
uct, it enables classification- the sorting of new or contested objects and entities into classes, 
categorical boundaries, or architectures of social meaning. Because the introduction of 
commercial DNA testing proceeded with little external oversight, the classification of this new 
commercial entity - by state and federal agencies, consumers, industry professionals, and others 
- remains in formation. Boundaries. are actively under negotiation. With DTC genetic testing, 
institutionalization is evolving as the tests do, making the dynamics of this process readily 
observable by scholars. 

In the face of this regulatory lag, purveyors and consumers ofDTC genetic testing may seek 
to shape the course of institutionalization. When enterprises and organizations are established 
with a low regulatory threshold, it may be the industry insiders themselves who initiate the 
institutionalization process. Anticipating regulation, they may seize the opportunity to set the 
terms of their own surveillance, as did some entrepreneurs who pioneered some of the first 
commercial genetic ancestry testing services in the United States (e.g., Kittles and Shriver 2004, 
also see Wagner 2012). On the other hand, genetic testing companies may capitalize on the lack 
of clarity about the classification of their products to resist institutionalization and create their 
own boundaries and norms: Some purveyors of DTC genetics have claimed that tests should 
be understood as personal, leisure pursuits that are non-medical or recreational and, therefore 
should not fall under the stringent regulatory schemes of agencies like the FDA (e.g., Lee 2013). 
Similarly, as we describe, consumers may want to keep regulatory institutionalization at bay for 
fear that it will restrict their access to genetic data, as was the case when federal agencies held 
hearings on DTC DNA testing several years ago. Consumers testified powerfully about their 
"right" to their own genetic information, free from government oversight (see our discussion 
below and also FDA 2010,Vorhaus 2010, Lee 2013). 

DTC genetic testing's categorical dynamism presents STS researchers with a challenge. How 
can scholars study a social phenomenon that is in formation, that may defy classification, or that 
vacillates between numerous institutions and organizations? One tried-and-true strategy for 
dealing with this challenge is to fix an object and study it within a single institutional location. 
For example, medical sociologists are most likely to study diagnostic genetic technologies and 
may do so at a physician's office or among one group of patients (Atkinson, Parsons and 
Featherstone 2001). But genetic data is never simply one kind of information. Even if the 
outcome of genetic testing is supposed to be solely for medical use, the inherent nature of DNA 
means that it also always contains information about one's health and may also be deemed to 
be informative for ancestry inference or in a criminal justice setting, even if these uses are not 
intended. The growing, problematic use of"familial searching" in criminal investigations, such 
as that leading to the apprehension of the BTK and Grim Reaper serial murderers - that brings 
the relatives of crime suspects who are disproportionately members of poor communities of 
color, under unwarranted police surveillance - is a case in point. 

A flexible analytical approach is needed to account for the inherent characteristics of DNA 
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that make it informative in numerous contexts and for the emergent, liminal nature of forms of 
DTC genetic testing. Much like the shift from sociology in medicine (e.g., sociologists serving an 
uncritical supporting role to physicians and medical education) to the sociology <?f medicine (a 
perspective that brings sociological approaches to bear on medical professions, claims, expertise, 
authority, etc.) (Chaska 1977), STS scholars should not take all of our analytic cues from the 
genetic testing industry and the categorical claims it makes about its DTC services. 

"The social life ofDNA" (Nelson 2010,Wailoo, Nelson and Lee 2012) perspective is a more 
apt way of describing and analyzing the relatively recent phenomenon of DTC genetics. In 
keeping with anthropologist Arjun Appadurai's methodological mandate that it is by attending 
to "the social life of things"- "things in motion"- that we can bring "human and social 
contexts" into view (Appadurai 1986), in this chapter, we track one DTC genetic test product 
in order to understand how meaning and norms accrue to it through this flow. Here we also 
follow Sarah Franklin and Celia Roberts' elaboration of"the social life ofPGD" (preimplanta
tion genetic diagnosis) in their book Born and Made: An Ethnography <?f Preimplantation Genetic 
Diagnosis. Here the social life approach involves "researchers immers[ing] themselves in a range 
of different contexts to collect data about a particular object of inquiry, 'following it around' to 
build up a kind of hyperstack of definitions, images, representations, testimonies, description, 
and conversations ... " (Franklin and Roberts 2006: xix). Franklin and Roberts offer a model of 
"how to account for the social dimensions of new biomedical technologies" (2006: xv) by 
thickly describing and analyzing these entities and their social circulation. 

Our understanding of the institutionalization of an emergent technology and social practice 
such as DTC genetic testing can be enhanced by the "social life" approach. Because DTC 
genetic testing is both emergent and transverses categories and boundaries, the descriptive and 
analytic moves proposed by Appadurai, Franklin and Roberts are apt. Moreover, for genetic 
testing in particular, a social life of DNA perspective can also help to highlight the symbolic 
qualities with which we imbue genes and which partly derive from its use as a social explana
tion in many fora simultaneously (Nelkin and Lindee, 1995). 

And, most _importantly, this perspective attends to the particular physical properties of DNA 
that help to constitute how we make meaning of and with it. For, genes are omnibus; they 
contain multitudes. A social life of DNA perspective offers a way to conceive how the tech
niques and logics of genetics (especially, the centrality of ideas of kinship; bio-banks and the 
database; statistics and probability; and molecular scale) are engaged in myriad social projects 
that may both abide and confound institutionalization. A second property of genes is that they 
are transitional. Genetic tests and the data they yield move between institutions and organiza
tions, being engaged in various uses ranging from "optimization" to health to "security." 

A social life ofDNA perspective also helps to account for the boundary blurring that attends 
the low institutionalization of DTC genetic tests and, by following the circulation of them at 
varied sites, helps to bring into relief how institutional boundaries take shape, recombine, and 
collapse. Additionally, following these tests and the contexts in which they draw meaning is 
precisely what allows us to see how DTC genetic testing does not abide the domains and 
boundaries that both entrepreneurs and social scientists - for very different reasons - endeavor 
to put around them. 

Focusing on the well-known genetic testing company 23andMe, this chapter charts one 
course of the institutionalization of DTC genetics. We first briefly describe the technical facets 
of the spectrum ofDTC genetic tests and the socio-cultural meanings that they engender. Next, 
we describe the boundary crises produced around so-called "recreational" genetic tests that are 
not merely an idle pursuit and that, furthermore, do not abide the categorical distinctions. In the 
second half of the chapter, we explain the current framework for regulation of DTC genetic 
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testing in the U.S., returning to the specific case of 23andMe and describing struggles over the 
regulation of this (and similar) company's services. In closing we discuss what the regulatory 
struggles over 23andMe suggest about the institutionalization of new technologies. 

Direct-to-consumer genetic testing 

The human genome is a composite. A central conceit of the Human Genome Project was that 
we could derive a great deal of information- indeed, life's ultimate data- by deciphering the 
genetic signatures of a select, unidentified and multicultural group of five persons: three women 
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and two men. (This group was rumored to have included Craig Venter, the scientist who was a 
driving force behind the completion of this ambitious research endeavor). On the summer day 
in 2000 when the successful drafting of the human genome was announced, President Bill 
Clinton proclaimed that this multicultural, multiracial sample of DNA signatures highlighted 
"our conm1on humanity" (White House 2000). The Human Genome Project confirmed that 
humans are 99.9% alike. But in the arenas of biomedical and scientific research, it was our 
supposedly uncommorz genetic traits that were said to matter most of all, because even a 0.1% 
difference is meaningful in the context of the more than three billion base pairs that are the 
building blocks of human DNA. Concomitant with this development in genetic science was 
growing concern in the 1990s about disparities in health outcomes and research inclusion by 
race and gender and, soon after, rising support for research into the causes of these inequalities. 
To some minds, genetics research was poised to offer a biological explanation for the persist

ence of tllis form of inequality. 

DTC Genetics: not just fun and games 

The emergence of direct-to-consumer genetic testing in recent years has been considered of 
linlited use to researchers across the disciplines. Natural and social scientists note that DTC 
genetic testing is not real science compared to survey-based genetic testing. This position has 
some merit, as these tests do not meet clinical research validity standards, and the company 
databases to which DTC genetics companies compare customer DNA are proprietary and 
therefore not subject to verification or refutation from other researchers or genetic testing 
companies who use different statistical assumptions, algorthims, or reference databases. 
Bioethicist and legal scholar Hank Greely, for example, contends that DTC DNA testing 
companies too often "invoke science's power while skip[ping] the caveats" and "without 
accepting its limits." 1 The purveyors of these commercial tests support this position as well, but 
for entirely different reasons: they market testing as recreational or personal- and not as medical 
testing or clinical research - in part to avoid regulation of their practices. As a result, DTC 
genetics testing occupies a complex social space: it uses the language of science for marketing, 
yet the testing systems do not generate data that other scientists can verify. 

It is perhaps unsurprising then that some of the earliest work in the social studies of genet
ics has explored its medical implications. STS scholars have focused intently on medical 
genetics,. including some of the most influential work in the social sciences of genetics. For 
example,Abby Lippman coined the term "geneticization" and defined it as "an ongoing process 
by which differences between individuals are reduced to their DNA codes, with most disor
ders, behaviors and physiological variations defined, at least in part, as genetic in origin" 
(Lippman 1991). 2 Notably, she elaborated this concept through feminist, sociological analyses 
of new reproductive technologies. Sociologist Troy Duster's (1990) classic book, Backdoor to 
Eugenics, forewarned of the detrimental implications of a turn to DNA as an explanatory 
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catchall, and of the consequences of an emergent public health genetic screening apparatus. The 
work of Lippman, Duster and others is obviously concerned with the big questions about the 
social implications of geneticization, and these works set a critically important research agenda. 
Yet, these ideas emerged from scholars' engagement with a medical genetics perspective that 
failed to anticipate the wider uses of genetic analysis, especially the ways in which they would 
operate without the expertise of medical professionals and without regulatory oversight. 

The medical focus of STS scholars of genetics has meant that our tools for analyzing genetic 
ancestry testing and other forms of commercial genetic testing are underdeveloped. Writing in 
Genetics in Medicine, Jennifer Wagner and collaborators underscore this point, noting that 
"[e]xpert discussions and formal reviews of the DTC genetic testing industry have generally 
omitted an entire sector of the industry: companies that offer DNA ancestry tests" (2012: 586). 
Although DTC tests may be a leisure pursuit to some, they are not simply fun and games. The 
introduction of direct-to-consumer genetic testing over the past 15 years has spurred an evolu
tion (if not, a revolution) in how we think about our selves and our communities. Like DTC 
pharmaceutical advertising introduced in the U.S. in the 1990s, some genetic testing can be 
requested by a health consumer but must be provided by a physician, such as Myriad Genetics' 
BRACAnalysis test which was first introduced in 1993.Yet DTC genetic testing has produced 
new relationships within consumers and between consumers and experts. Here we focus on 
DTC tests that do not require mediation by a third expert party in either the testing process 
or in the disclosure of results. 

The DTC genetic testing field 

DTC genetic testing companies give their services colorful brand names such as Ancestry 
Painting and AncestrybyDNA. For the purposes of this essay, these tests may be sorted into two 
broad, overlapping clusters: health or "optimization" of one's biology (Rose 2007: 6), and 
genealogy, ancestry and identity. In the U.S., commercial DTC genetics ventures began to 
emerge in 20QO with the founding of the genealogical testing company Family Tree DNA. In 
2003, one study reported that there were seven DTC testing companies that broadly provided 
health information and close to sixty that offered some form of"identity" testing.3 By 2008, 
another report documented that "more than two dozen websites (including three of the orig
inal seven) offer more than 50 health-related tests to consumers" (Hogarth, Javitt and Melzer 
2008: 165).4 There has been comparable growth in DTC genetic ancestry testing companies. 
In 2004, there were eleven companies offering this service; three more companies had entered 
the field by 2008. By 2010 "there were 38 companies selling a wide variety ofDNA ancestry 
products, packages, and services."5 In addition to Family Tree DNA, other early players in the 
genetic ancestry testing field include (or included) African Ancestry, deCODEme (deCode 
Genetics), the Genographic Project (a Family Tree DNA partner) and Gene Tree (which is no 
longer in operation). 23andMe is now one of the leaders in health-related testing, but like 
deCode it provides genealogical and health analysis under the same umbrella. 

Rather than taking up the DTC genetic testing companies' technical or brand descriptions, 
for STS scholars the tests are perhaps better classified according to the type of information each 
imparts and thus, the social meaning or action it enables on the part of the consumer. Nelson's 
multisited ethnographic fieldwork in the U.S., that took place between 2003 and 2009 with 
African Americans consumers of DTC genetic testing, revealed that consumers purchase 
specific genetic tests in order to fulfill specific "genealogical aspirations" that may include affir
mation of a multiethnic ancestry or evidence of "membership" in a certain racial or ethnic 
community (Nelson 2008a, Nelson 2008b). With these desires in mind, companies that sell 
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DNA analysis for genealogical purposes can be said to offer three principal tests: ethnic line
age, racio-ethnic composite, and spatia-temporal. These three titles are a better fit than the 
brand names for what the tests actually offer by way of information to consumers. And 
consumers purchase the tests that best fit with the information they seek. All DTC ancestry 
tests do not provide the same information. Some allow affiliation with a particular nation-state, 
for example, while others offer inferred membership in a racial group or ethnic community. 

Ethnic lineage testing draws on the distinctive features of ¥-chromosome DNA (Y-DNA) and 
mitochondrial DNA (mtDNA) to infer consumers' ancestral links to contemporary nation-states 
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or ethnic groups.Y-DNA is transmitted virtually unchanged from fathers to sons and can be used 
to trace a direct line of male ancestors. mtDNA, which is understood to be the energy catalyst 
of cells, is passed to both male and female children exclusively from mothers and is useful for 
tracking matrilineage. With both types of ethnic lineage testing, a consumer's DNA is searched 
against a testing company's reference database of genetic samples. If the sample and the reference 
DNA match an established number of genetic markers (typically eight or more), an individual 
can be said to have shared a distant maternal or paternal ancestor with the person who was the 
source of the matching sample in the reference group. Most DTC genetic testing companies 
offer ethnic lineage testing, including African Ancestry, Family Tree DNA, and 23andMe. A typi
cal ethnic lineage result may inform a test-taker that her mtDNA traced to the Mende people 
of contemporary southern Sierra Leone or, more generally, to a region in Western Europe. 

With spatia-temporal testing, a consumer's DNA sample is classified into a haplogroup (sets of 
single nucleotide polymorphisms [SNPs] or gene sequence variants that are inherited together) 
from which ancestral and geographical origins at some point in the distant past can be inferred. 
This form of analysis was made possible by the ambitious Y-DNA and mtDNA mapping research 
that resulted in theories about the times and places at which various human populations arose 
(Cann et al. 1987, Cavalli-Sforza et al. 1994). Several DTC companies offer this haplogroup infor
mation, including National Geographic's Genographic Project. Based on a match with the 
mtDNA-derived H haplogroup, for example, a customer employing this test can receive a result 
indicating that her ancestors lived in Southwest Asia or the Middle East 20,000 years ago or more. 
Because these tests provide very broad results that apply to large portions of human communi
ties, consumers using them are less interested in being matched to a specific ethnic group or 
nation-state than to their regional origins or their place in the larger history ofhuman migration. 
This is one example of how technology and genealogical aspirations are co-constituted. 

Racio-ethnic composite testing involves the study of nuclear DNA - which is unique to 
each person (identical twins excepted, although this is now being debated) and consists of the 
full complement of genetic information inherited from parents - for the purpose of making 
claims about one's ancestry. A DNA sample is compared with panels of proprietary SNPs that 
are deemed to be 'informative' of ancestry. Algorithms and computational mathematics are 
used to analyze the samples and infer the individual's admixture of three of four statistically 
constituted categories - sub-Saharan African, Native American, East Asian, and European -
according to the presence and frequency of specific genetic markers said to be predominate 
among, but importantly, not distinctive of, each of the original populations. This form of analy
sis was developed and is principally offered by the AncestrybyDNA division of DNAPrint 
Genomics as well as by other companies that use its techniques, such as the Genetic Testing 
Laboratories in New Mexico and UK-based International Biosciences, and more recently, it has 
been offered by 23andMe. A hypothetical customer might learn that his or her composite is 
80% European, 12% Native America and 8% East Asian, for instance. Each of these tests thus 
offers a different window into the past, and roots-seekers demonstrate different interests and 

preferences based on their genealogical aspirations.6 
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Similar techniques can be used to elicit health-related information for an individual 
consumers' DNA samples. This testing tends to analyze sets of SNPs that are deemed to provide 
information about propensity to some diseases. Although the tests are similar, regulatory 
controversy has mostly surrounded health-related testing. Critics have noted that these tests lack 
ethical and regulatory oversight and do not provide consumers with adequate information 
about the limitations of the tests. As Shobita Parthasarathy's chapter describes, 23andMe has 
started to use its proprietary customer information for research studies, a development that 
raises concerns about informed consent and bioethical oversight. 

Regulation of DTC genetic tests 

The current framework 

DTC genetic testing remains a largely unregulated field, either by federal or state authorities. 
What consumers are purchasing can vary widely from company to company, and the informa
tion that they are obtaining can range from a precise analysis of a SNP linked by extensive 
research with the development of a disease, to data about a number of other characteristics 
unrelated to health or illness that are, at best, not well-supported by research and generally falls 
under the umbrella of"recreational genomics." 

Legal and regulatory experts have been calling for the development of a federal regulatory 
schema for DTC genetic tests, and genetic tests generally, for nearly a decade, but despite the wide
spread concern, little action has been taken to address this growing field until quite recently7 (e.g., 
Javitt, Stanley and Hudson 2004, Solberg 2008, Conley, Doerr andVorhaus 2010, Schlanger 2012). 

In the absence of a federal regulatory framework, states have written their own laws, and 
these vary widely. The state legal landscape looks like a patchwork of mismatched pieces. For 
instance, some states only permit physicians and medical professionals to order DTC tests, and 
this effectively prohibits this testing by negating any benefits to consumers by directly ordering 
them. Some ~tates, on the other hand, are actively regulating DTC testing, while other states 
remain silent on the issue (effectively permitting them) (Novy 2010, Drabiak-Syed 2010). 
Further, how each state defines the tests- "medical," "clinical," or "laboratory," for instance -
impacts who is permitted to order DTC tests and how. This legal patchwork leaves both 
consumers and companies wary about what laws apply to them and how. If a multi-state family, 
for instance, wanted each person to order a DTC genetic test, it may not be technically permis
sible for each of them to do so from their home states. The enforcement of these varied laws is 
questionable, which leaves consumers with little to rely on for assurance about the quality of 
the tests and possible social ramifications at the family level. 

The federal government has the authority to regulate DTC genetic tests through various 
agencies, but has not yet done so systematically. Currently, there are at least three possible 
avenues for regulation that are not being fully utilized. First, the Clinical Laboratories 
Improvement Act of 1988 (CLIA) requires the federal government to certify laboratories that 
perform testing regarding the diagnosis, prevention, or treatment of any disease; however, the 
scope of CLIA and its requirements do not match the needs of DTC genetic tests. Next, the 
Federal Trade Commission (FTC) has the ability to regulate false and misleading claims, but it 
has not taken action to regulate the field of DTC genetic testing. Finally, the Food and Drug 
Administration (FDA) has the authority to regulate medical devices and laboratory developed 
tests (see, e.g.,Javitt 2007). Though the FDA has done little to date to regulate the vast majority 
of DTC genetic tests, the agency has recently taken steps in this direction, which will be 
discussed below. 
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One possible, but unlikely avenue of further regulation is additional governance of the labo
ratories. All laboratories performing "clinical genetic testing" must be certified under the 
Clinical Laboratories Improvement Act of 1988 (CLIA), which is implemented by the Centers 
for Medicare and Medicaid Services (CMS). CLIA imposes "quality standards for all laboratory 
testing to ensure the accuracy, reliability and timeliness of patient test results regardless of where 
the test was performed" (42 U.S.C. § 263a). Unfortunately, however, "accuracy" and "reliabil
ity" as they have been applied to other laboratory tests are not defined in such a way as to be 
useful for genetic tests. In particular, CLIA only assures analytic validity and "does not address 
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clinical validity or claims made by the laboratory regarding the tests." In other words, though a 
lab may decode a particular gene sequence accurately, CLIA does not certify that the string of 
As, Cs, Ts, and Gs are actually linked to the disease or trait that the company claims that they 
are, let alone whether this information is usable by a patient or a health professional. Ensuring 
the analytic validity, the clinical validity, and the utility of these tests is of central concern to 
those calling for regulation (Solberg 2008). 

As we noted, the FTC has the capacity to prohibit false and misleading claims made by 
DTC genetic testing companies. Though the FTC has the jurisdiction to administer consumer 
protection laws, and it exercises that jurisdiction in a variety of arenas, it has neglected to take 
meaningful action against claims of clinical validity made by DTC genetics companies. Despite 
consumer complaints, the only action taken by the FTC to date is issuing a warning in 2006 
to consumers to be skeptical of claims made by genetics testing companies and to speak with 
a physician before and after taking such a test (Drabiak-Syed 2010, Novy 2010). 

The most likely avenue for regulation of DTC genetic tests is by the Food and Drug 
Administration (FDA). Understanding several regulatory schemas of the FDA is critical to 
understanding why DTC genetics tests have heretofore not been regulated, and how they are 
likely to be regulated in the future. Due to questions surrounding genetic information itself
what does it measure and how? is it risky? can it harm you?- as well as loopholes in the regu
lation, shown below, genetics companies have not yet been governed by the same provisions 
required of other laboratory tests transmitting biological information. 

The Medical Device Amendments of 1976 gave the FDA broad authority to regulate the 
safety and effectiveness of medical devices, which it defines as any "instrument, apparatus, 
implement, machine, contrivance, implant, in vitro reagent or other similar or related article, 
including any component, part or accessory" that is "intended for use in the diagnosis of disease 
or other conditions, or in the cure, mitigation, treatment or prevention of disease" (The Medical 
Device Amendments, 21 U.S. C.§ 301 et seq.). How much regulation is imposed upon a manu
facturer of a device depends on how risky a device is deemed. Medical devices are grouped 
into three categories of risk, Class I devices, which have the least oversight, Class II devices, 
which have moderate oversight, and Class III devices, which have the most oversight (The 
Medical Device Amendments). Class I devices are subject only to "general controls," which 
include good manufacturing practices, record keeping, and filing specified reports with the 
agency. Class II devices are subject to "special controls," such as performance standards, ongo
ing surveillance, and specific guidance and interventions by the agency. Class III devices are 
subject to pre-market approval (PMA), which means that the agency must approve the device 

before it is distributed to the public. 
Devices that entered the market after 1976 were presumptively Class III, and thus required 

PMAs, unless they could show that they were "substantially equivalent" to a device that came 
on the market before 1976 - a "predicate device." To circumvent the lengthy and expensive 
PMAs and show "substantial equivalence," a manufacturer would submit what is known as a 
"51 O(k) ."As it became more and more difficult for manufacturers to show substantial equiva-
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lence with pre-197 6 predicate devices, it became clear that new, less-risky devices should be 
able to apply for 51 O(k) without a predicate device. In 1997, Congress amended the law to 
permit "de novo" 510(k) classification for low- and moderate-risk devices (The FDA 
Modernization Act of 1997, 21 U.S.C. § 513 (f)(2)). As we will show below, this amendment 
became critical for DTC genetic tests nearly 15 years later. 

Any in vitro diagnostic (IVD) can be regulated as a medical device. An IVD is defined as: 

The reagents, instruments and systems intended for use in the diagnosis of disease or other 
conditions, including a determination of the state of health, in order to cure, mitigate, treat 
or prevent disease or its sequelae. Such products are intended for use in the collection, 
preparation and examination of specimens taken from the human body. 

21 C.P.R.§ 809.3(a), In Vitro Diagnostic Products 

The FDA regulates IVDs in three categories: general purpose reagents, analyte specific reagents 
(ASRs), and test kits. General purpose reagents are more typical chemical reagents that are avail
able in a laboratory, and they are categorized as Class I devices. ASRs are more complex 
reagents, such as antibodies, specific receptor proteins, and nucleic acid sequences, which func
tion through a specific binding mechanism to a biological sample. Though most ASRs are Class 
I, some ASRs are Class II and Ill. Regardless of classification, however, the FDA restricts ASRs 
sale, distribution, and use, to specifically permitted manufacturers and laboratories. A third IVD 
regulated by the FDA are "test kits," which can include bundled reagents, a microassay, or 
another testing platform Gavitt 2007). 

From these regulations, it might appear logical that the FDA could regulate DTC genetic 
tests as test kits, but historically, the FDA has not regulated what are considered laboratory 
developed tests (LDTs), beyond regulating their ASRs. LDTs are those test kits that are created 
and used completely in-house, and as such are sometimes called "home brews" (Patsner 2008). 
The FDA has made statements that it, sometime in the future, may take steps to regulate LDTs 
more broadly, but it has not yet done so (Schlanger 2012). 

Though many options may be available to the FDA to regulate DTC genetic tests, no wide
spread action has yet been taken. Proposed regulatory revisions to the current FDA schema 
include modifications to streamline DTC and CLIA oversight and to create an entirely new 
division in the FDA, separate from the medical device regulations, that would oversee and eval
uate all "advanced personalized diagnostics" (Schlanger 2012: 404). In sum, though many 
experts have called for more regulation of DTC genetic tests and it appears that there is the 
legal authority to do so, little action has been taken at the state or federal levels to broadly regu
late this growing field. This leaves consumers with, at best, an ambiguous patchwork of 
regulation covering a wide variety of products, and at worst, unscientific, misleading, or incor
rect information about themselves and their families. 

FDA and Congressional Action, 2006 to present 

In 2006, the FDA sent out a series of"untitled" letters (a low-level warning) to several genetic 
testing companies requesting a variety of actions ranging from meetings and consultation with 
the FDA to submission of a de novo 51 O(k). The companies responded by altering their tests 
to make them completely in-house laboratory developed tests (LDTs), questioning the juris
diction of the FDA, or ignoring its requests altogether. 

In September 2006, in response to concern about genetic LDTs, the FDA issued draft guid
ance on its role regulating a subset of LDTs, in vitro diagnostic multivariate index assays 
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(IVDMIAs). These assays are characterized by their use of proprietary algorithms, often run 
through software, that generate patient-specific results based on multiple pieces of data derived 
from one or more in vitro assays Gavitt 2007).The FDA approved its first IVDMIA in February 
2007, the Mamma print test, which uses mRNA to determine the likelihood of breast cancer 
returning within five to ten years after an initial diagnosis. The company submitted data about 
a clinical trial, and the FDA approved Mammaprint with narrow intended use that reflected the 
limitations of that trial Gavitt 2007). 

In 2006, the General Accountability Office (GAO), the investigative arm of Congress, made 
an unexpected intervention by doing a "sting" operation into four unidentified DTC genetic 
I 
testing companies. GAO posed as fourteen individual consumers, although twelve of the DNA 
samples came from a nine-month-old female baby and two came from a forty-eight-year-old 
male. The results and recommendations of the companies investigated varied widely - in one 
case, the company recommended the same expensive "personalized" nutritional supplements for 
both the baby and the man (Piehl 2011). The sting revealed that there was little consistency 
between the testing companies. But even these alarming results of GAO's sting operation did not 
result in the regulation of the DTC genetic testing industry. 

Although critics of the unregulated growth of the industry continued to raise concerns from 
2006 on, significant FDA and Congressional activity did not resume until 2010. In May of 
2013, Pathway Genomics (Pathway) announced that it planned to sell mail-in saliva sampling 
kits directly to consumers at Walgreens stores nationwide (Schlanger 2012, Mullard 20 12). The 
FDA responded by sending a letter to Pathway, warning it that its product was a medical device, 
and that it must comply with the standard regulatory obligations placed upon medical device 
manufacturers. Pathway defended its proposed action, but pharmacies refused to carry the test, 
temporarily resolving the FDAs role. Pathway's action also prompted the House Committee on 
Energy and Commerce (House Committee) to open an investigation into 23andMe, 
Navigenetics, and Pathway. Among the reasons for the investigation were to find out what 
exact tests companies were offering, how accurate the tests were, how consumers were being 
protected, and whether the companies were FDA compliant (Schlanger 2012). 

The FDA sent letters to five more genetic testing companies in June 2010, 23andMe, 
Navigenetics, deCODE Genetics (deCODE), Knowme (pronounced "know me"), and 
Illumina, which were similar to the letter sent to Pathway. The letters stated that the compa
nies' tests were medical devices and thus subject to regulation by the FDA, but that the tests 
were not considered LDTs, because the tests were not made and used in-house. One month 
later, in July 2010, the FDA sent similar letters to fourteen additional genetics companies (total
ing 20 altogether) (Schlanger 2012). 

During the same summer, the. FDA called a public meeting regarding the oversight ofLDTs, 
during which it acknowledged its intent to regulate them but without stating how it would do 
so. At the public meeting in July, the FDA suggested it would take a "risk-based application of 
oversight" (Schlanger 2012: 394). 

The same week as the FDA meeting, the House Conmlittee held a hearing about the regu
lation of genetic tests and their effects on public health. At the hearing, GAO announced it had 
conducted a follow-up to its 2006 sting operation (Schlanger 2012, GAO Highlights 2010). 
This investigation involved four named companies - 23andMe, Navigenetics, Pathway, and 
deCODE Genetics. GAO used five people and submitted two samples for each person to each 
company (40 total tests). For each individual, one DNA sample was subnlitted with the indi
vidual's age, race, and medical history, and one DNA sample was submitted with a fictitious age, 
race, and medical history. One participant's DNA, for instance, was submitted both as a thirty
seven-year-old Caucasian woman with colon cancer and as a sixty-eight-year-old African 

117 



Consuming technoscience 

American woman with hypertension and diabetes. As with the 2006 study, the disease risk 
predictions received from the companies were "misleading and of little or no practical use" 
(GAO Highlights 2010). The disease risk predictions differed greatly both within the same 
company for the same DNA and disease and between the companies for the same DNA and 
disease. The companies justified the former by arguing that different algorithms are available to 
determine disease susceptibility for different racial and ethnic populations (23andMe 2010). 
This argument, however, contradicts other claims made by the companies, which purport to be 
able to determine racial and ethnic heritage as part of their genetics package. The results also 
differed greatly between companies. For instance, one donor, being tested for risk of leukemia, 
was found to have "below average,""average," and "above average" risk of developing the disease 
by the various companies (GAO Highlights 2010).Through its blog The Spitoon, 23andMe did 
not challenge any of the specific findings of the GAO report, but defended its results as sound 
-not only were the "As, Cs,Ts, and Gs" accurate and reliable, but disease risk predictions should 
be expected to vary from company to company - and called the GAO investigation "unscien
tific" (23andMe 2010). 

Thus, while federal agencies tried repeatedly over the last several years to regulate the DTC 
genetics industry, confusion over the categorical boundaries of the tests - along with resistance 
on the part ofboth purveyors and consumers - held institutionalization at bay. Consumers were 
vocal during the FDA hearings, declaring their right to have access to genetic information 
about themselves and also their right to be free of state and federal constraint8 (FDA 2010, 
Vorhaus 201 0). Industry leaders, for their part, countered claims that their tests were medical 
(thereby falling into a well-established regulatory apparatus) by resisting any label but the amor
phous "non-medical" or "recreational." Moreover, at least one company responded to the 
federal investigators claims that the tests were not scientifically valid, by calling into question 
the science of the government's own researchers. 

23andMe's De Novo 570(k) Application 

Several years later, after it had collected thousands of consumer samples and was poised to enter 
the market for medical and drug patents, 23andMe unfolded a new strategy. Once critics of the 
institutionalization of DTC genetics, this company became the state's partner in this process. 
Following several years ofbehind-the-scenes conversations with the FDA, 23andMe applied in 
June 2012 for de novo 510(k) review of seven of its approximately 240 offered SNP-based 
genetic reports. The company stated that it intended to submit up to 100 more reports by the 
end of 2012 (The Burrill Report 2012, Mullard 2012). Such reports would be evaluated for 
both analytic and clinical validity, meaning that 23andMe can consistently and accurately iden
tify gene sequences, and more challengingly, that it can validate its claims about corr_~lations 
between specific genes and associated risks for developing diseases. These submissions were the 
first of their kind in the DTC genetics market. Moreover, according to Daniel Vorhaus ofThe 
Genomics Law Report, it could "represent the way forward for certain components of the 
DTC industry" (The Burrill Report 2012). Such a route to approval would have several advan
tages for 23andMe, primarily its ability to claim that they are the first, and for a time, the only 
FDA-approved DTC genetics company, and it would allow the company to set the terms of its 
own surveillance (and of competitors that will follow it). In the industry broadly, establishing 
that de novo 51 O(k) is a possible avenue for DTC genetic tests could encourage other compa
nies that may have been wary of the more onerous pre-market approval process and it may 
make it a requirement for 23andMe's competitors that may be less well-prepared to clear this 
stringent hurdle. In other words, it would set a course for institutionalization for the industry. 
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On November 22, 2013, however, the FDA issued a warning letter to 23andMe to imme
diately stop marketing its DTC genetic test or risk regulatory action such as seizure, injunction, 
and civil money penalities," with which 23andMe stated it would comply (FDA 2013, 
23andMe 2013). Under the regulatory framework, 23andMe failed to meet analytical and clin
ical validity requirements for de novo 51 O(k) approval, that is, it failed to validate the claims 
about correlations between specific genes and associated risks for developing diseases. This fail
ure rendered the test a Class III device, which requires pre-market approval. 

The warning letter details the lengths to which 23andMe went to receive a de novo 51 O(k) 
approval from the FDA - there were over fourteen meetings, hundreds of emails, and dozens 
I 
of written communications (FDA 2013). The letter states that the FDA provided "ample 
detailed feedback" regarding analytical and clinical validity requirements (as well as suggesting 
modifications to the device's label to meet requirements for certain uses), but that 23andMe 
failed to provide any of the studies necessary for de novo 510(k) approval (FDA 2013). Instead, 
23andMe simultaneously ceased communications with the FDA and expanded the marketing 
claims and consumer base for its test. This extensive relationship between 23andMe and the 
FDA may reveal a belief, on the part of both organizations, that such tests could ultimately 
garner approval within the current regulatory framework. Indeed, this belief was common in 
the regulatory community (The Burrill Report 20 12). Alternatively and perhaps cynically, this 
unusual alliance could belie 23andMe's success in keeping regulatory boundaries blurred, 
allowing the company to proceed unregulated for as long as possible while it gained popular 

acceptance. 

Can recreational genetic testing become institutionalized? 

Several years ofbehind-the-scenes conversations and lobbying provided reason for those in the 
industry to believe that regulatory oversight could provide more benefits than costs. 
Overcoming the state-by-state patchwork of regulations, mollifying the uncertainty for some 
investors, and gaining the claims of"first" and "only" had the potential to outweigh the finan
cial and ultimately regulatory costs of applying for de novo 51 O(k) approval. As one expert in 
the field stated, "Getting it through an FDA review process ... can have a validating effect for 
23andMe in the eyes of thought leaders, opinion leaders, policy makers in the field that have 
been, many of whom have been, critical of the DTC model" (The Burrill Report 2012). 

To pass muster under 51 O(k), the reports submitted by 23andMe would need to show both 
analytical and clinical validity. For prospective prediction of diseases, proving clinical validity 
could be possible - studies can be done to examine who, with that SNP, develops a particular 
disease. Moreover, the companies' claims can be compared and contrasted with existing clini
cal research. But, for retrospective determination of racial and ethnic ancestry, it would be 
impossible to ever show a link between genes and the past, given that our ancient ancestors are 
not readily available for examination and the companies create proprietary algorithms that 
make idiosyncratic historical claims and categorical claims (e.g., the presence of a higher 
percentage of this SNP means one is Asian, with no accounting for how "Asian" is socially 
constituted) that cannot be validated without undermining the secrecy that contributes to 
brand identity and market share. It seems from this model that "clinical validity" as applied to 
prospective disease markers is irrelevant to retrospective ancestry testing. 

This distinction between health-related disease prediction tests and recreational ancestry 
tests is highlighted by 23andMe 's response to the FDA letter. 23andMe stated that it will 
comply with the FDA by providing "raw genetic data without interpretation" for health-related 
tests, but that it would continue providing "ancestry-related information" (23andMe 2013). 
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Because the 51 O(k) process exists under the framework of medical device regulation, it is 
unclear if ancestry tests would ever be approved under the same process. Nevertheless, the legit
imacy that would be afforded to 23andMe by an approval of its disease markers would likely 
have an effect, one way or the other, on the perceived legitimacy of its ancestry tests. On one 
hand, the imprimatur of the FDA on 23andMe's health-related tests could, in the minds of 
consumers, trickle down to the company's recreational genetic tests. It is also possible that some 
consumers would be turned offby ancestry tests that are unable to gain the validating stamp of 
the federal government. It seems unlikely, however, that all consumers would stop purchasing 
the ancestry tests, given their willingness to use the technology to date and eagerness to find 
"workaround[s]" to the FDA's 2013 action (Hensley 2013). 

The DTC genetics testing companies have often claimed that their products are "informa
tional" and "educational," and not intended to provide a medical or health assessment 
(Popovsky 2010). It is likely that those products, such as ancestry testing, would continue to be 
defensively labeled "informational" by the companies. 

Following its 51 O(k) submission, 23andMe wrote in their blog The Spitoon that they 
continue to believe that consumers "have a fundamental right to their personal genetic data" 
and that the data "will power a revolution in healthcare. But we also recognize that appropri
ate oversight of this industry can be a stepping stone on the path to realizing that revolution" ,, 
(23andMe 2012). In the past, 23andMe has argued, "genetic information is a fundamental 
element of a person's body, identity and individuality. As such, the rights that people enjoy with 
regard to financial, medical and other forms of personal information should apply to genetic 
information as well" (see Popovsky 2010: 76). In this way, the company articulates arguments 
from both the industry side and the consumer perspective to forestall institutionalization, even 
as it has sought a regulatory partnership with the FDA. 

Conclusion 

23andMe 's ge novo 51 O(k) application for their DTC genetic tests highlights an era of rapid 
growth in the history ofDTC genetic testing. By exploiting the boundary crisis between health 
and recreational genomics during a period of regulatory lag, the genetic testing company 
sought to negotiate the terms of its own surveillance and in the process attempted to define 
and expand the meanings and understandings of all of its products. By specifically applying for 
a 51 O(k) rather than PMA, 23andMe not only indicated that there is no substantially equiva
lent device - that it provides a sui generis service that has no regulatory analogue - but also 
that they believe that the product they offer is not risky and does not warrant stringent over
sight. From a regulatory standpoint, an approval under these conditions would open the DTC 
genetic testing field quite a bit - by avoiding the higher categories of risk, many more appli
cations would be sent to the FDA, with a regulatory imprimatur serving to vouchsafe the 
market. Further, being the first company in such a position, 23andMe would gain more credi
bility as being a pioneer in the field. As such, smaller companies having neither the FDA's seal 
of approval nor the means to gain it may find it hard to survive in such a marketplace. Moreover, 
by gaining some federal regulatory stability that supersedes the state-by-state patchwork, 
23andMe could attract more investors. 

Through these various mechanisms of institutionalization, 23andMe sought to gain the 
legitimacy of the bureaucracy while they actually built it themselves. While consumers eager to 
gain insight into their health and ancestry, and believing it is their "right" to the tests, may, 
against the backdrop of a neoliberal assault on the welfare state, appear to be the primary bene
ficiaries of the growth of the DTC genetic test industry, the fact that 23andMe seeks to set the 
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terms of its own governance calls into question who or what is in the position of power. The 
tests that could to gain approval under the current regulatory framework are medical, but, as 
mentioned previously, such approvals are likely to have a "validating effect" on all products, that 
is, consumers would likely deem the entire company regulated, reliable, and trustworthy (The 
Burrill Report 2012). Thus, consumers are more likely to trust a company that has the FDA's 
imprimatur on any of its products, including that company's products for ancestry testing that 
are not currently regulated. Given what we know about why consumers purchase DTC genetic 
ancestry tests - in order to fulfill genealogical aspiration - and what we know about geneti
~ization - how consumers can substitute DNA meanings for other explanations and 
understandings of society - the institutionalization of DTC genetic testing should proceed 
with, if not caution, at least a broad awareness of the biosocial implications. 

Notes 

Greely, H.T. 2008. "Genetic Genealogy: Genetics meets the Marketplace." In Revisiting Race in a 
Genomic Age, edited by Koenig, B.A., Lee, S.S.-J., and Richardson, S.S. New Brunswick: Rutgers 
University Press: 215-34. 

2 Lippman, A. 1991. "Prenatal Genetic Testing and Screening: Constructing Needs and Reinforcing 
Inequalities," Americarz journal cif Law and Medicine 17: 15-50. 

3 Gollust, S.E., Wilfond, B.S., Hull, S.C. 2003. "Direct-to-consumer Sales of Genetic Services on the 
Internet." Genet Medicine 5(4): 332-37. 

4 Hogarth, S.,Javitt, G. and Melzer, D. 2008. "The Current Landscape for Direct-to-Consumer Genetic 
Testing: Legal, Ethical, and Policy Issues," Annual Review cif Genomics and Human Genetics 9: 161-82. 

5 Wagner, J.K., Cooper, J.D., Sterling, R. and Royal, C.D. 2012. "Tilting at Windmills No Longer: A 
Data-Driven Discussion ofDTC DNA Ancestry Tests." Genetics in Medicine 14: 586. 

6 Obviously, these categories are constructed by the DTC genetics companies in a fashion that seldom 
takes into account the fact that these categories are socially constructed or that the nations and borders 
to which they refer have changed repeatedly over human history. A thorough discussion of the limi
tations of genetic ancestry testing is provided by Nelson and collaborators; see Bolnick et al. 2007. 

7 As this essay was going to press, the FDA ordered 23andMe to inm1ediately stop marketing its DTC 
tests (FDA 2013). This development is discussed below. 

8 23andMe's Anne Wojcicki also testified against regulation on this day. 
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Cultures of Visibility and the 
Shape of Social Controversies 

in the Global High-Tech 
Electronics Industry 

Hsin-Hsing Chen 
SHIH-HSIN UNIVERSITY, TAIWAN 

How can we explain the different degrees of visibility among sociotechnical controversies? In 
today's world, the social "visibility" of an issue is almost always figurative and mediated, espe
cially through technology. A "visible" event might be reported on television, quickly and 
widely shared through social media, and commented upon in blogs, although the number of 
direct eye witnesses might be few. What makes controversies visible is not only technology, the 
so-called "newsworthiness" of events, or even the high visibility of certain actors involved in 
them. Using two ongoing cases of controversy about manufacturing in the global electronics 
industry, I demonstrate that historically constituted institutional infrastructures have a profound 
influence on the trajectories and outcomes of controversies, chief among them national legal 
institutions and international political-economic systems. These systems, I argue, shape contro
versy trajectories via cultures if visibility. 

The first case is the controversy over cancers suffered by the former employees of Radio 
Corporation of America (RCA) in Taoyuan, Taiwan. Many believe the cancers to be a result of 
exposure to toxic chemicals at the workplace while the company operated between 1969 and 
1992. Former workers are now fighting Taiwan's first collective lawsuit against RCA. Court 
hearings started in late 2009, five years after the suit was initially filed, and are still ongoing in 
the district court. A coalition of activists, lawyers, scientists, and other academics was built in 
support of the RCA workers' struggle, and continue to participate in this unprecedented 
science-intensive litigation in Taiwan. 

The second case is the Apple/Foxconn controversy. It started in 2010 with a series of 
suicides of young Chinese workers at a factory complex owned by the largest electronics 
manufacturing firm in the world today, the Taiwanese-owned Foxconn Technology, chief 
supplier of Apple Inc. Media reports of seventeen successive suicides in the first seven months 
of that year aroused public outcry and intensive debates. Initially, prevailing public opinion 
blamed the young workers themselves for their inability to endure hardships. It shifted to 
condemning the excessive stress Foxconn, in the service of Apple, imposed on its employees as 
the root cause of workers' suicides. To cope with the negative publicity,Apple undertook inves
tigations on plants in its supply chain, following practices developed by the global apparel 
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industry in the name of Corporate Social Responsibility (CSR), a set of private labor and envi
ronmental codes enforced by the brand name on its suppliers. So far, actual changes in labor 
practices at Foxconn's plants are still limited, and anti-sweatshop NGOs are closely monitoring 
the situation. 

Comparing these two cases, we can see similar underlying issues playing out in sharply 
contrasting ways, despite some commonalities between them. Both cases involve mass
produced high-tech electronics in Asia mainly for U.S. consumers, workforces chiefly 
composed of young women workers with rural backgrounds, global relocation of the assembly 
fne in order to tap sources of cheap and docile labor, and fragmentation of the labor process 
into simple repetitive tasks enabling management to hire fresh hands off the street while 
burdening workers with monotonous and stressful workdays. Furthermore, many of the inter
national activist networks and organizations involved in the RCA and Apple/Foxconn 
campaigns overlap. 

However, the ways these two controversies play out with respect to public visibility are dras
tically different. The RCA controversy is now fought out mainly in the arena of scientific 
discourse and in arduously long court sessions. The social worlds of science and law often 
appear opaque and the lay public finds them hard to understand, despite each world's explicit 
doctrines of openness and transparency. In the Apple/Foxconn controversy the actual tragedies 
and everyday sufferings of the workers take place deep inside the gigantic walled factory that 
are physically impossible for the public to literally see with their own eyes. Making this world 
visible is precisely the central area of contestation. Labor advocates and the companies have 
fought with media exposes, news releases and other publicity tools, each trying to move the 
focus of public attention to where they hope it to be. By contrast, in the RCA controversy, the 
action has played out in courtrooms and through legal procedures that are supposed to be trans
parent, but which in practice make it difficult for outsiders to "see" the debate. 

The ways that social visibility and invisibility are produced and reproduced in sociotechni
cal controversies, I argue, can be most clearly understood using conceptual tools from STS for 
analyzing institutional infrastructures. Chief among them are the "visual culture" metaphor 
developed by Yaron Ezrahi (1990) through his elaboration of the work of Steve Shapin and 
Simon Schaffer (1985), and the social-worlds frameworks developed by analysts such as Susan 
Leigh Star and Adele Clarke (Clarke and Star 2007, Star 2010).Visual culture, in Ezrahi's view, 
refers to "cultural codes that in any given political world fix the political functions of visual 
experience and govern the meanings attributed to the relations between the visible and the 
invisible" (1990: 70). Visual cultures are historically variable, and are shaped by legal, techno
logical, and economic systems that prevent or enable particular ways of seeing, whether by 
design or not. The visibility of the Apple/Foxconn controversy was shaped, I argue, by a 
"theatrical" culture, and the RCA controversy by a "mechanical" culture that must be under
stood in terms of their historical and geographic contexts. Looking at specific contents of each 
controversy and its intersection with visual culture allows us a better view of its dynamics as 
well as its underlying historical contexts. 

The invisible machine and the theatrical spectacle 

The "theatrical" culture in the Apple/Foxconn case and the "mechanical" in the RCA case are 
both constitutive parts of what Ezrahi calls "attestive visual culture." It characterizes, he argues, 
both natural science and the liberal-democratic state (including modern legal systems). 
Attestive visual cultures value "public witness," as opposed to private, unaccountable settings of 
mysticism and speculative philosophy, as a more reliable context for producing and confirming 
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"fact" (Ezrahi, 1990). Following Shapin and Shaffer (1985), Ezrahi builds his case via the strug
gle between Robert Boyle and Thomas Hobbes in Restoration-era England over issues of 
ontology, epistemology, ethics, religion, politics, and science. Debates in these now-segregated 
fields were actually the same fight for the actors in that particular historical context. In the 
Boyle-Hobbes controversy, the ideal polity for the resolution of disputed political and scientific 
issues was defined by each side's view of how reliable knowledge can be obtained. For Boyle, 
the preferred way was direct observation in a controlled environment by a group of reliable 
witnesses who shared certain necessary ways of seeing, and through open and collegial debates 
among them. The experimental community of educated gentlemen in the Royal Society is 
Boyle's model polity. 

Hobbes rejected Boyle's experimental philosophy and preferred mathematical-geometric 
reasoning as the way to certainty. He argued that when the rational method of geometry is 
followed, it yields irrefutable and incontestable knowledge, because "[a]ll men by nature reason 
alike, and well, when they have good principles" (quoted in Shapin and Schaffer 1985: 100). 
Self-evident mathematical certainty, however, requires prior agreement upon a set of definitions 
and axioms. This corresponds to Hobbes's ideal polity in Restoration-era England: that every
one concedes part of his rights to one sovereign in exchange for peace and order and 
preservation of her or his own private space. 

Translated into politics, Boyle's model is parliamentary democracy and Hobbes' the author
ity of the state. In law, Boyle's legacy has been inherited by the common-law practice of 
adversarial procedures in jury trial, in which a "public eye," represented by the jury, is called 
upon to decide the "matter of fact" in the courtroom based on what they see in the proceed
ing; both the space and the proceedings in the court are kept orderly by a presiding judge. 
Hobbes' ideal, on the other hand, is inherited, via Spinoza's Ethica Ordine Geometrico Demonstrata 
(Ethics, Demonstrated in Geometrical Order, published posthumously in 1677), by the civil law (also 
known as Continental Law) traditions in Continental Europe in the jurists' pursuit of rigorous, 
rational codification of the law (Wieacker 1996: 302-304), and in the procedural norms that 
seek to limit ~he court's discretion vis-a-vis the legislature. 

Thus, as Ezrahi argues, in spite of the ostensible antagonism between Boyle and Hobbes, 
both of their legacies have become constitutive parts of political orders (including the law) in 
the modern states of our time. He uses these legacies to analyze contemporary scientific and 
political cultures. Political culture, in this context, encompasses not only explicit institutions and 
ideas, but also implicit patterns of behavior and meaning. He calls the scientific metaphor of 
politics articulated by Hobbes and practiced by Boyle the "theatrical" metaphor. Theatrical 
metaphor distinguishes the enacted persona and the actor's actual person, thus enabling modern 
social sciences to study dynamics of society, culture, and polity without invoking moral judg
ments on people who "play the roles." 1 Theatrical acts appeal to common perception; a drama 
is believable as long as the audience finds it convincing, and part of the convincing power lies 
in the audience's tacit agreement not to peek behind the stage curtain. 

Dissatisfied with the implied centralization of power in the theatrical metaphor used by 
Hobbes to justify monarchy and by Boyle to justify elitism, liberal-democratic thinkers in the 
Enlightenment-era West, argues Ezrahi, upheld the "mechanical" metaphor of politics, which is 
aptly expressed in Thomas Jefferson's idea of a constitution as "a machine that would go by 
itself" without hierarchical and centralized notions of power and authority. Checks and 
balances created by the separation of government powers were most convincingly expressed 
with the metaphor of the clockwork. Clockwork is transparent; it needs no curtain and can be 
examined by anyone keen on it from every angle. 

These naive Jeffersonian notions about the "transparency" of the machine became less and 
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less convincing in the late nineteenth century industrial West, as the specialization of scientific 
disciplines rendered material machines increasingly opaque to outsiders,2 ~nd the actual 
machinery in social lives grew from the discernible assembly of gears and fixtures found on 
shop floor machines and farm implements into big, complex, and largely invisible technologi
cal systems, such as long waterways, railroad and telegraph systems, and later the electric power 
grid. Users and even most of the workers operating those systems saw only parts of them, but 
knew the systems worked regardless of how well they understood the way they functioned. 
Meanwhile, with the expansion of franchise and establishment of permanent specialized 
government agencies, the state was becoming increasingly complex, and indeed, the technical, 

1

material and political came to operate as one system (Carroll 2006). 
In the milieu in which using complex technological systems with only partial views of them 

became people's daily experience, science and other expertise tended to be called upon in cases 
in which the contested facts are not believed to be inm1ediately perceivable by ordinary eyes. 
Causation, especially in the intersections between social worlds of science and law, is the central 
"boundary object," or focus on contestation and attention. The 1782 English legal case Folks vs. 
Chadd is often referred to as a landmark case in which "men of science" were allowed to testify 
about "chain of causes imperceptible to lay observations, a chain perceptible only to those inti
mated with the hidden operation of nature" (Golan 2008: 890).The RCA controversy has also 
become one such case. With most of the relevant events in the past, both parties invoke science 
to piece together their own versions of the facts. In addition, the style of work in the civil-law 
system in contemporary Taiwan, with its traditional aversion to theatrical spectacles, renders the 
science-intensive RCA litigation even more unseen by the public eyes. 

By contrast, the Apple/Foxconn controversy takes place mostly in the arena of theatrical 
spectacles, in the virtual but highly visible courtroom of public opinion. The theatrical charac
ter of the Foxconn/ Apple case is greatly shaped by the theatrical style of the Apple brand name 
itself, which successfully brings electronic gadgets into the fashion business but also renders it 
especially vulnerable to negative public perception.3 This character is generated by corporate 
strategies designed to cope with the global industrial overproduction looming over contem
porary capitalist economy. At least for the time being, Apple successfully masters market 
volatility by "manipulation of taste and opinion" (Harvey 1989: 287). This allows anti-sweat
shop activists to apply practices and toolkits developed in campaigns against global garment and 
shoe brand name companies (a.k.a. the fashion business), to the Apple/Foxconn campaign. In 
response, Apple Inc. deployed its own CSR system, a set of private labor and environmental 
codes enforced by the brand name on its suppliers. The CSR system was developed largely by 
the garment and shoe industries in the 1990s, to shift public attention from criticisms of sweat
shop exploitation and environrp.ental degradation to a set of more manageable boundary 
objects: standards (Corporate Codes of Conduct) and methods (CSR auditing) (Klein 2000, 
AMRC 2012). 

RCA and the search for a pliable workforce 

Initially established as a government-supported consortium in 1919, pooling together patents 
and capital from American corporate giants such as Westinghouse, AT&T, and the General 
Electric, RCA later became an independent corporation and bought its own production facil
ity at Camden, New Jersey in the mid-1930s. Applying the then-pervasive technique of 
"Scientific Management," industrial engineers at RCA broke down its radio production process 
into fragments, in which each worker repeats a small set of tightly defined tasks hundreds of 
times in a shift, and the pace of all operators' work on the assembly line is regulated by the 
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speed of the moving conveyor belt carrying work pieces through hundreds or even thousands 
of work stations on the line. Young women, most of them new immigrants from rural Europe, 
comprised 75% of its 9,800 workers at RCA's Camden plant. Men mostly filled the jobs of 
inspectors and technicians (Cowie 1999: 17). 

Soon after workers at RCA's Camden plant organized their trade union and began to strug
gle for higher wages and better working conditions, the company started what Cowie (1999) 
calls a "seventy-year quest of cheap labor." Similar to its contemporaries, RCA kept relocating 
its production to what are often called "greenfield sites" in labor relations: places where there 
are abundant supplies of workers who are freshly coming out of non-industrial communities, 
and are thus less likely to be influenced by trade unions (for example, Kochan et al. 1984). The 
22-year sojourn of RCA's production lines in Taiwan is but one link of a long chain of similar 
moves, initially inside the United States and then throughout the world. Similar to RCA's 
Camden plant in its early decades and the Foxconn plants in China today, the RCA plant in 
Taiwan employed mostly young women workers with rural backgrounds on its production 
lines. Most of them lived in company dormitories for years, moving out only after marriage. 

RCA arrived in Taiwan as a result of a strategy of economic development that was still new 
in 1970. The Export Processing Zone (EPZ) program was implemented in earnest in Taiwan, 
South Korea, and the Philippines in the late 1960s. These authoritarian, pro-business govern
ments instituted a series of tax incentives and other forms of subsidies for foreign investors, 
mainly Japanese and American, who were willing to import parts and components, utilize 
cheap and obedient local workforces to do the labor-intensive segments of manufacturing, and 
export finished or semi-finished products back to where the consumer market was. Similarly, 
Mexico started its "maquiladora" program in 1968. Such "export-oriented industrialization" 
programs were seen as a radical break away from the dominant development paths of import 
substitution and national industrialization pursued by most developing countries after World 
War II (Petras and Hui 1991). 

As the EPZ model was widely replicated throughout underdeveloped countries, labor
intensive swa~hs of the global assembly line yielded less and less under intensifYing competition. 
In search of ways out of such a conundrum, since the late 1970s, governments in countries like 
Taiwan almost invariably turned to "industrial upgrade," that is, shifting manufacturing to capi
tal-intensive "high-tech" segments of the global assembly line. RCA cooperated with the 
Taiwanese government in a famous technological transfer project in the 1970s and trained 
selected young engineers from Taiwan at its semiconductor and integrated circuit (IC) facto
ries in the United States. These members of the "RCA Project" played vital roles in establishing 
Taiwan's highly-subsidized IC and semiconductor companies in the early 1980s. Many of them 
are now business magnates in Taiwan's electronics-related industries, whose revenue accounts 
for half of the country's exports. With a handful exceptions, most of Taiwan's electronics-related 
firms play similar roles today as those in the early EPZ-style industries - subcontractors and 
suppliers for foreign brand names. While successful Taiwanese entrepreneurs feature the bright 
side ofRCA's legacy, cancer among RCA's former workers is a much more obscure and deadly 
side. It took workers and their supporters decades to render the issue visible. 

Cancer: the invisible legacy of the global assembly line 

Causation is at the center of the RCA controversy. To manage the vast variety of workplace 
health hazards, national occupational health and safety authorities usually maintain a list of 
known hazardous factors in the workplace and the diseases each factor is known to cause. The 
list grows with the accumulation of knowledge particularly in the discipline of occupational 

128 

Visibility and controversies in the global electronics industry 

and environmental medicine. Once a worker's exposure to a listed factor is measured to exceed 
legal standard, and the worker is diagnosed with the listed disease, the regulatory agency will 
deem the causation established. However, many issues fall outside the list, and become contro

versies. The RCA case is one of them. 
RCA does not dispute that more than twenty-eight toxic chemicals have been identified by 

the Taiwan Environmental Protection Agency in the groundwater and soil at the plant site, and 
that many former RCA employees are suffering from or have already died of an array of 
ailments, including cancer. These are "established facts" with authoritative documentation in the 
form of chemical analysis and medical diagnosis. Both parties also agree that some of those 
chemicals, by themselves or in combination, may cause harm on human bodies through 
contact, inhalation, digestion or other possible channels of exposure. What is up for debate, is 
with what certainty we know about the types of exposures and their health effects in this 

specific situation. 
In the late 1990s, when workers started to pressure the government to investigate whether 

their exposures and illnesses constituted occupational hazards, RCA claimed that all of its oper
ational records were destroyed in a warehouse fire sometime after the plant closed. Soon 
afterward, all factory buildings were demolished, along with the last material traces of RCA's 
actual production processes. This is a typical asymmetric dispute that appears in many techno
scientific controversies; the side possessing vital information can get an upper hand by simply 
denying its opponent such information (Markowitz and Rosner 2002).4 Without access to 
factory records to establish exposure history, scientists investigating the RCA case have no alter
native but to rely on some criteria existing in the sketchy Labor-Insurance records of RCA 
workers as proxies to reconstruct their pictures.5 Epidemiologists evaluate causation by calcu
lating statistical correlation, with various indices, between factors from this reconstructed 
history of exposure with those from workers' health records. 

Two scientific teams carried out studies of cancer among the RCA workers after workers 
started protesting. Both studies were led by authoritative experts in occupational and environ
mental medicine in Taiwan. After three years of study, one team reported few significant 
findings, while the other suggested some adverse health effects among RCA workers. Research 
findings by the two teams were later published in English-language peer-reviewed international 
journals. Since the first team was funded by the Council of Labor Affairs (Taiwan's ministry of 
labor), their report oflow statistical correlation was used by RCA's lawyers to argue that the 
Taiwanese government has "proven" that workers' health problems are not caused by the chem

icals used at RCA. 
The first team, led by Saou-Hsing Liu at the National Defense Health Center, found some 

statistically significant correlations between women's history of work at RCA and cancer, but 
they qualified this finding by reporting that the Standardized Incidence Ratio of female breast 
cancer exhibits "no significant dose-responsive relations on duration of employment" (Chang 
et al. 2003a; Chang et al. 2003b; Chang et al. 2005). Essentially, this team uses "duration of 
employment" as a proxy for exposure dosage, assuming those who worked longer for RCA 

would receive a larger dosage of exposure. 
The second team, led by Jung-Der Wang of the National Taiwan University, used "wage 

level" as proxy for exposure dosage, assuming low-wage employees tended to be production 
workers and thus receive higher dosage on the job, while high-wage employees tended to be 
office staff who receive much less exposure. They found increased incidences of cancer among 
offspring of female RCA workers, as well as increased rate of infant mortality and birth defects 
among the offspring of male RCA workers (Sung et al. 2008, 2009). Having differentiated 
former RCA workers in the labor-insurance record into cohorts and wage level, the team also 
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found a significant increase in the rate of breast cancer among female workers who had been 
hired by RCA prior to 197 4, and among those with lower wages (Sung et al. 2007). They also 
assumed that, because the use of TCE in electronics production was banned in Taiwan in 197 4, 
the cohort who entered RCA before 197 4 were more likely to be exposed to large dosages in 
their youth.6 Taking these social-historical factors into consideration, the NTU team was able 
to render the pattern more visible than the previous team, who largely abided by general 
conventions in previous epidemiological studies of workplace (C.L. Chen 2011). However, 
none of those studies produced significant correlations comparable to the Relative Risk (RR) 
> 2 threshold, which RCA's parent companies held up as the scientific standard of proof, 
following many U.S. corporate defendants under toxic tort litigations7. Thus the battlefield 
shifted from scientific journal to the court of law. 

After five years of argument on procedural matters, a Supreme Court decision in 2009 
finally allowed the RCA case to be heard in the district court. Since the court hearing started 
in late 2009, the RCA trial has proceeded very slowly. Court sessions are typically scheduled 
with one-month intervals. By July 2013, the court, consisting of a panel of three judges was still 
hearing from the eighth witness, and the second scientific expert witness for the plaintiffs. The 
beginning of the RCA trial was reported by all major media outlets in 2009. However, ironi
cally, as the open trial sessions proceeded, media attention quickly faded away; it became very 
difficult for reporters to write a news story about the RCA case. 

Producing invisibility: mechanical cultures of visibility and trial procedure 
in the Civil-law Court 

One reason for the lack of news-worthiness in the RCA controversy lies with the strongly 
mechanical character of the legal system ofTaiwan. Modeled after Germany and Japan, legal 
procedure in Taiwan's civil-law system is markedly different from its common-law counterpart. 
Merryman and Perez-Perdomo (2007) summarize three characteristics of common-law proce
dures in comgarison with those in the civil-law system: concentration (in time), immediacy (in 
space) and orality (in preferred way of expression). By contrast, despite many reforms inspired 
by common-law practices, civil procedures in judicial systems with a civil-law tradition still 
exhibit an anti-theatrical tendency: lack of temporal concentration, mediacy, and value placed 
on written documentation over oral speech. 

These characteristics· developed out of a particular way of enhancing fairness in court- what 
Merryman and Perez-Perdomo call a "documentary curtain"- blocking the view between the 
judge and the parties and witnesses, so that the judge can be free from biases arising from seeing 
and hearing the demeanor of those people, and, more practically, be free from persuasion, 
bribery and threats by the rich and powerful. The "documentary curtain" has roots in proce
dural practices in Roman law as well as medieval canon law, and is still common in many 
civil-law systems, especially those in which evidence-taking and rendering of judgment are 
done by two different judges or groups of judges. In addition, by making the judicial process as 
machine-like as possible, the civil-law systems seek to narrow the space for judicial discretion 
and prevent the judges from usurping the power of the legislature - a legacy of the French 
Revolution's distrust of the "aristocracy of the robe" in the ancien regime (Merryman and Perez
Perdomo 2007). 

These document-centered characteristics make the courtroom scene in the civil-law system 
radically different from that of the common-law court. In the latter, if the plaintiffs' counsels 
make it through the usually arduous pre-trial procedures, the dispute between the parties will 
play out as a public spectacle in an intense series of trial sessions, often involving a jury. In 
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today's common-law adversarial system, expert witnesses are expected to be partisan, and their 
testimonies will be openly scrutinized through cross-examination. So dramatic is such events 
that "courtroom drama" has now become a thriving genre of movie and TV drama, providing 
everyday entertainment to a global audience. 

Such court dramas, however, are rarely found in a typical civil-law court. Instead, trial proce
dures in the civil-law courts are emphatically anti-dramatic. As legal scholars Glendon et al. 
summarize, in a typical civil action in such a court: 

... [O]n the one hand, there is no real counterpart to [American] pre-trial discovery and 
motion practice, while on the other hand there is no genuine "trial" in the [American] 
sense of a single culminating event. Rather, a civil law action is a continuous process of 
meetings, hearings, and written communications during which evidence is introduced, 
testimony is taken, and motions are made and decided. 

2007: 185 

Lack of concentration in the procedure is but one factor. Also contributing to the anti
dramatic and mechanical character of the situation are the statutory requirements and norms 
that expect, in such an "inquisitory system" (as opposed to the common-law "adversarial 
system"), all professionals -judges, lawyers, and expert witnesses - should act collegially and 
rationally in a collective pursuit for the truth (Bal 2005). Animosity, passion, and other 
emotions are often considered unhelpful, and the judges are expected to cleanse them from the 
courtroom. Lawyers' questions for the witness, for instance, are required by the court to be 
submitted in writing weeks before the hearing, so that the witness can prepare in advance, and 
elements of surprise, along with theatricality resulting from surprise, can be minimized. 

As in the German judicial systems, the court record in Taiwan is never verbatim. Instead, the 
presiding judge usually dictates a summary of testimony to the clerk, after deliberating with the 
lawyers and the witness about the accuracy of the summary. Text, in sharp contrast with the 
comnion-law preference for "authenticity" of orality, is obviously privileged; carefully worded 
articulations of one's "genuine meaning," approved with the authority of the judges, are consid
ered closer to truth than momentary outbursts. 

During the testimony-taking sessions of ailing former workers in the RCA trial, the presid
ing judge periodically interrupted the witness and asked the witness, other judges in the panel, 
and the lawyers on both sides to look at the computer monitors in front of them, and clarify 
whether the clerk's typed record was indeed what the witness had just said. Especially when 
the witness was recounting her hardship and suffering, and apparently on the brink ofbursting 
into tears, the judge invariably interrupted her, and all parties spent several minutes looking at 
the monitors and discussing the wording of the record of her testimony. After this, the witness 
was allowed to continue, and the emotion effectively disappeared. 

With practices such as this, the courtroom oftentimes resembles a machine, whose sole 
purpose seems to be translating testimonies from speech to text, and to produce proper textual 
records. The presiding judge resembles a chief technician tending this translation machine, lead
ing other actors in the courtroom in a collaborative effort to make it operate smoothly. This 
character would most likely please Enlightenment-era thinkers, with their machine metaphor 
of the state. 

In spite of its definitely un-exciting appearance, a civil-law system is not necessarily archaic. 
The Japanese judicial system, for example, is often credited with the creation of" one of the 
world's most advanced environmental liability regimes" (Rolle 2003: 151). A series ofjudicial 
innovations were produced as a result of a series of four seminal environmental litigations, 
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starting with the famous Kumamoto Minamata Disease Lawsuits in 1956 (A.C. Lin 2005, 
Osaka 2009). The Japanese precedents are especially important for the RCA workers and their 
supporters to establish the claim that a mixture of multiple chemical compounds, through 
multiple channels of exposure, has resulted in multiple diseases, including cancers in various 
sites of the human body. This may fall outside the range of what Joan Fujimura (1987) calls 
"doable problems" in the convention of today's medical science; nonetheless, it is closer to our 
daily reality in an industrial society.8 

Co-existing with mechanical culture is theatrical culture. While the RCA trial lingers on 
outside the public view, a series of events culminated into a highly visible social controversy 
around another electronic manufacturer - Foxconn. 

From personal problem to social controversy: Apple/Foxconn suicides in 
theatrical visual culture 

In the social worlds of industrial hygiene and public health in general, suicide, along with 
psychological sufferings that may be pretexts for suicide, has long been a residual category -
something "not otherwise categorized." In the context of liberal, individualistic legal systems, 
the necessarily intentionality in self-inflicted harm often leads to the conclusion that responsi
bility lies mainly with the victim her/himself, although most people would instinctively accept 
that circumstances do lead to suicide (and social scientists and psychologists have demonstrated 
that this is the case). Unlike the RCA case, mired in decades of disputes about causation and 
sequestered in mechanical invisibility, public perception of the series of suicides at Foxconn that 
began in 2010 quickly shifted the blame from the victims themselves and their individual 
psyches to the terrible conditions the employer and its main corporate customer had created 
for the workers. Theatricality abounds in this controversy. 

The first widely-known suicide case at Foxconn was a 25-year old engineer, Sun Danyong, 
who jumped to his death at around 3:30am, July 16, 2009. He left an SMS text message to his 
friend, saying he was beaten and searched by men from the company's security services. Pictures 
of Sun's suicide note can be easily found by any major search engine. Several days earlier, his 
Foxconn work team lost an iPhone 4 prototype in their product-development lab. If a reporter 
or even a common blogger had gotten hold of this phone, Steve Job's official product launch 
would be spoiled. For years, Apple's newest product has always been kept top secret, revealed 
only on the launch day by Jobs himself, on the stage, clad in his hallmark black turtleneck and 
blue jeans. This dramatic introduction of Apple products has long been among the most eagerly 
awaited media and marketing events. A spoiler, Foxconn's management might have been think
ing when they interrogated Sun Danyong, would not be tolerated. 

Initially, when the chain of suicides at Foxconn started to be reported by the Chinese media, 
one overwhelming question among media pundits was: What is wrong with those young 
people? If their parents' generation could cope with the hardship before, why couldn't they? It 
was an open letter by nine sociologists released on May 18, after the ninth suicide in 2010 that 
started to turn the direction of public opinion. Led by Shen Yuan ofTsinghua University, the 
sociologists argued: 
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The use of cheap labor to develop an export-oriented economy may have been a strate
gic choice for China in the first period of its reforms, given restrictions and capital 
deficiencies due to historical conditions. But this kind of development strategy has shown 
many shortcomings. Low wage growth of workers has depressed internal consumer 
demand and weakened the sustainable growth of China's economy. The tragedies at 

Visibility and controversies in the global electronics industry 

Foxconn have further illustrated the difficulty, as far as labour is concerned, of continuing 
this kind of development model. Many second generation migrant workers, unlike their 
parents' generation, have no thought of returning home to become peasants again. In this 
respect, they have started out on a road to the city from which they won't return. When 
there is no possibility of finding work by which they can settle in the city, the meaning 
comes crashing down: the road ahead is blocked, the road back is already closed. The 
second generation of migrant workers are trapped. As far as dignity and identity are 
concerned, there is a grave crisis, from which has come a series of psychological and 
emotional problems. These are the deeper social and structural reasons we see behind the 
Foxconn workers who walk on the "path of no return". 

Shen et al. 2010 

In effect, the sociologists were opposing blaming the victims by invoking the classic line of 
inquiry in their trade: seeking explanation of the event not in the individual psyche, but in the 
social context, as Emile Durkheim did in his 1897 work Suicide. This is also a narrative of causa
tion, a "sociological causation," so to speak. Following the social-scientific framework made 
possible by Hobbes's separation of the person of the actor from the persona of the character, 
sociological analyses are able to frame events in a larger structural context, instead of individu
als' intentions, personality, and morality. Such interpretation necessarily points to social reform, 
instead of personal improvement, as the domain where appropriate remedies can be found. 

Their interpretation was quickly echoed by journalists and academics in Mainland China, 
Hong Kong, and Taiwan. Chinese newspapers ran undercover investigative reports on Foxconn. 
Trade unionists and labor-right advocates organized rallies in front of Foxconn's Hong Kong 
headquarters and the corporate headquarters ofFoxconn's parent company Hong Hai Precision 
in Taiwan, mourning the deaths of Foxconn workers. Chinese-American activists mounted 
simultaneous protests in front of an Apple flagship store in San Francisco. An open letter signed 
by more than 150 academics in Taiwan demanded that government-operated funds, such as the 
Labor Pension Fund and Labor Insurance Fund, sell all Hong Hai stocks lest the savings of all 
Taiwanese workers be tainted by Foxconn's blood money. Coordinated chiefly by the Hong 
Kong-based anti-sweatshop NGO Students and Academics against Corporate Misbehavior 
(SACOM), existing networks of anti-sweatshop, occupational health and safety advocacy, and 
environmental organizations in North America and Western Europe quickly responded with 
their protest actions and statements (see, for example, Good Electronics 201 0). 

Since the summer of2010, academics and university students from Mainland China, Hong 
Kong and Taiwan have organized joint research teams to investigate working and living condi
tions of Foxconn workers throughout China every year. So far, in spite of Foxconn's constant 
reiteration of their commitment to improve those conditions, the joint investigative team has 
observed little change on the ground. With Taiwan's RCA case in mind, the team is especially 
alarmed by occupational safety and health issues constantly mentioned by interviewed employ
ees. Because of the company policy to punish first-line plant managers for workplace accidents 
and violation of health and safety codes, those managers have a strong incentive to under-report 
or even cover up such incidences. However, with only anecdotal testimonies from interviewees, 
with the high employee turnover rate at Foxconn, and with the sheer size of the workforce, it 
is difficult to determine in any systematic way exactly how bad the situation is (Pun 2011).9 

Foxconn president Terry Guo tried to meet this PR disaster, first, by counter attack, claim
ing that those workers who committed suicide did so to get the hefty compensation money the 
company gave to their families, and that the suicide rate among Foxconn workers was actually 
lower than the national average in China. Supporters ofFoxconn in the media and governments 
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in both China and Taiwan decried singling out Foxconn, asserting that many other factories have 
worse working conditions, and that the attacks on Foxconn represented the West's anxiety about 
the rise of China as an economic superpower, or were possibly the result of a conspiracy by 
competitors to defame this successful enterprise. However, as one after another Foxconn 
employees jumped to their death in June and July 2010, the pro-Foxconn sentiment quickly lost 
its strength. Foxconn then scrambled to put up some rudimentary material measures to prevent 
further suicides - for example, setting up nets all around its dormitory buildings. 

In addition to launching criticisms of the Chinese government (by Chinese media and 
scholars) and the Taiwanese company (by Taiwanese protesters), almost all sides demanded that 
Apple Inc. take its share of responsibility, as a slight increase in the profit margins Apple allot
ted to Foxconn would be more than enough to pay living wages to Foxconn workers. As the 
world's biggest company today in stock market net worth, and with its highly publicized huge 
profit margin, Apple could easily afford such an increase. 

In accord with its secretive style, Apple never officially issued any public statement specifi
cally on the Foxconn controversy. Instead, it sent auditors to its suppliers' factories to inspect 
whether they complied with Apple's Corporate Code of Conduct, and published their reports, 
admitting in general terms that they found a series of violations in some of those factories and 
that they were working on the issues. As of spring 2013, Apple and Foxconn jointly declared 
their intention to establish "freely-elected democratic trade unions" in Foxconn's plants to 
promote workers' wellbeing. Students and Academics against Corporate Misbehavior published 
a report made by the joint investigative teams of university students from Mainland China, 
Hong Kong, and Taiwan, denouncing the companies' "democratic union" proposal as a mere 
cosmetic measure, as most of the workers surveyed had no knowledge of union elections, and 
the existing state-controlled unions at Foxconn plants did not show much effort in defending 
workers' interests (SACOM 2013). 

In sum, the controversy over the Foxconn suicides played out as theater, with multiple 
audiences throughout the world, situated in different social settings, but their attentions are all 
drawn into this human drama. 

The making of theatrical culture in the Apple/Foxconn controversy 

One of the conditions that made this culture of theatricality possible was that computer manu
facturers had themselves drawn intense scrutiny to the computer by treating it as a fashion item. 
When the personal computer entered mass production as a high-tech, high-earning alternative 
for the electronics industry that was mired in chronic overproduction, it was not meant to be 
a household product with a memorable trademark. Indeed, even after the advent of the inter
net, computing devices were widely perceived as productivity-enhancing equipment, more 
similar to a photocopy machine - most of them were painted in generic grey, signifying tech
nical reliability and, by implication, lack of personality. Although, through planned 
obsolescence, the PC industry has managed to drive ailluent consumers to replace their 
computers with greater and greater frequency since the 1980s, such speed never seems to keep 
up with the global expansion of PC production. Since the mid-1990s low profitability has 
forced one after another once-leading PC brand name companies, Packard Bell, Compaq, and 
so on, to be sold to its competitors, culminating in the 2004 sales of IBM's PC department to 
the much smaller Chinese company Lenovo. Such circumstances make promoting fashion, long 
enjoyed by the apparel companies, highly desirable for the computer makers. 

Versatile as it is, fashion, from a business point of view, is simply "[product] turnover not 
dictated by the durability of garments" (Ross 2004: 25); that is, you'd buy a new one before the 
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old one is broken. To put it in cultural terms, fashion is "cultural production and the formation 
of aesthetic judgments through an organized system of production and consumption mediated 
by sophisticated division oflabor, promotional exercises, and marketing arrangements" (Harvey 
1989: 346). As Naomi Klein shows, in the late twentieth century, apparel brand names success
fully introduced rapid, periodic change of taste, and thus the constant urge to buy, to all walks 
of life. Offshore outsourcing to EPZs in countries like Taiwan and South Korea enabled the 
brand-name garment and shoe companies to drastically cut costs, extend their reach to the low
end markets, and to shed themselves of the operational overhead of actual production. Nike is 
one of the most visible examples of such companies; it has never owned any production facil
~ty since its founding in the 1960s (Klein 2000), long before computer companies like Apple 
closed their U.S. plants and outsourced manufacturing to companies like Foxconn. 

Apple Inc. successfully appropriated the operational model of the apparel brand names and 
emerged from the conundrum of saturated PC markets with a series of relatively inexpensive 
hand-held devices. Its stock market net worth skyrocketed from a modest US$ 10 billion 
around the turn of this century to a record high of US$ 614 billion in late 2012, surpassing all 
other corporations in the entire history of capitalism. Aside from the actual profitability of its 
product sales, Apple's attractiveness for investors is magnified many times over against a back
ground of depressed capital markets after the 2008 financial crisis. Stock market net worth of 
Apple Inc. reached record high at US$ 620 billion in August 2012, surpassing all companies in 
the history of capitalism. 10 There were simply no good ways to park one's money elsewhere in 

the midst of the economic depression. 
Public perception is central to profitability for fashion businesses, which now include gadget 

makers like Apple. Brand name images meticulously constructed by daily marketing campaigns 
make customers pay extra for their products. As anti-sweatshop activists have demonstrated, 
tainted brand names diminish desirability, and translate into lost sales. This makes branded fash
ion products especially vulnerable to exposes of the dreadful working conditions faced by 
workers making them. By discursively connecting the sufferings of these workers in the global 
South with sufferings of people on the depressed job markets in the global North, and contrast
ing them with the euphoric images projected by brand name advertisements, the anti-sweatshop 
movement has built a workable trans-border alliance between consumers and production work
ers that pressures brand name companies to address the labor and environmental issues on their 
production line. The complex quasi-legal Corporate Social Responsibility systems that are 
corporate responses to these challenges, have arisen from numerous confrontations and tentative 
agreements between the anti-sweatshop alliances and the brand names since the early 1990s 
(Klein 2000, Ross 2004). 11 Thus, when the Foxconn chain suicides make it to the public, a 
transnational instituional infrastructure is in place to contest over public perception of the issue, 
and to make this contestation vital for companies like Apple. 

Conclusion 

After examining the centrality of the theatrical and mechanical visual culture in the develop
ment of modern liberal democracy for the past three centuries, Ezrahi expresses his wariness of 
the decline of the attestive visual culture "in which [public] actions are treated as observable 
factual events, as causes which have discernible consequences in a public space of perception" 
(1990: 286). He links this with what he calls the "privatization of science"- the loss of science 
as a model for rational public actions. He cautions against the "aesthetization" of politics in 
which the theatrical metaphor looms large and the boundary between reality and fiction 
becomes increasingly blurred. While his concern is important especially in our age of identity 
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politics and mass media, what we have seen in this chapter is that both mechanical and 
theatrical visual cultures still have their place in today's public life; each dominates different 
social domains and frames different forms and degrees of visibility for the public. Through these 
frames of visual culture, specific contexts and contents of social controversies become visible, 
invisible, or with some combination of both. Different visibility delineates different courses of 
action for people in these controversies. 

Causation and perception mark two ends of a spectrum in which the RCA and 
Apple/Foxconn controversies appear to be on the opposite sides. The RCA case has come to 
be virtually invisible for the public eye. Although chemical substances in the groundwater and 
soil and physical ailment on workers' bodies are both material, linking these phenomena, deter
mining causation, and assigning responsibility have to be mediated by institutionalized 
epistemic authorities of science and law, who are believed to possess the ability to see the chain 
of causation beyond common perception. Mechanical characteristics of the civil-law system, 
including practices of its procedural norms, render the issue even more opaque for outsiders. 
Ironically, both modern legal system and scientific establishment take transparency of some sort 
as one of their principal virtues. 

By contrast, the Apple/Foxconn controversy takes place in the highly theatrical "tribunal of 
public opinion" over public perception. Theatricality of the event brings home a sense of 
immediacy for the audience; exposes appeal to the public's common sense about work-related 
stress and suffering, which has also been constructed by activists like anti-sweatshop groups. 
Highly visible episodes of cumulative and dramatic events, including suicide, mark this contin
uous controversy. This sense of immediacy is created in large part by Apple's successful 
marketing that transformed its electronic gadgets into fashion items; this success makes the 
company especially vulnerable to negative public perception. This enables anti-sweatshop 
activists to fight their case in an arena already built by their opponents, and shift the blame from 
suicide victims to those whom they worked for - Foxconn and Apple. 

These two cases also exhibit different social configurations shaped by two consecutive peri
ods of recen_t global expansion of industrial production, which are often termed "Fordist" and 
"Post-Fordist." RCA was a vertically-integrated corporation, directly owned and operated in 
virtually every step of the production - from research and development, parts and components, 
all the way to final assembly and packaging. Its overseas plants assumed the legal form of foreign 
direct investment (FD I). Controversy about its legacy can therefore take place in the legal 
system of a nation-state, whose jurisdiction covers a specific physical space. Apple, by contrast, 
outsources most of its production to foreign suppliers like Foxconn. Legally, shipments from 
Foxconn's plants to Apple's retail stores are market transactions, and oftentimes international 
trade; a legal firewall as well as national boundaries and physical distance separate the savvy 
Apple Inc. from the relentless daily operations ofFoxconn, as in the older separation of the fash
ion brand names from the global apparel sweatshops. 

However, as the Apple/Foxconn controversy shows, a legal firewall does not work well in 
the "tribunal of public opinion," especially when the way people see becomes so central to the 
company's business. Although mediated by certain visual cultures and through historically 
constituted infrastructure, the "public eye" is still a central contested ground in the early 
twenty-first century. 

Notes 

Goffinan (1959) is perhaps the most widely cited sociological work explicitly based on the theatrical
ity of social life. Its influence became more pertinent in cultural studies and related fields in recent 
decades. 
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2 Ezrahi (1990) calls this process "privatization of science" and contends that this is central to the prevail
ing disillusion with technocracy. 

3 Unlike their twentieth-century predecessors such as RCA, multinational electronics companies today, 
such as Apple, increasingly contract out product manufacturing to myriads of overseas suppliers, 
instead of owning and operating their own factories either at home or abroad. This has long been 
the operating model of global garment and shoes industries since the 1980s. See, for example, Duhigg 
and Bradsher (2012) for discussions of such a large-scale change. 

4 See Tu (2007) for another example of an electronic manufacturer meeting pressure from 
environmentalists by refusing to disclose content of chemical mixtures used in the plant to regulatory 
authorities on the ground of "trade secret." Another similarly controversy is the dispute over 
undisclosed or under-disclosed chemicals used in the U.S. "fracking" oil drilling since 2010. See, for 
example,Jaffe (2013). 

5 Starting in 1960, large private employers in Taiwan are required to insure their employees with the 
government-operated Labor Insurance, which covers medical care (later transferred to National 
Health Insurance), occupational injury compensation, and other benefits for workers. Insurance 
records, if filed and kept properly, should include information about each worker's duration of 
employment, wage level, insurance claims, and so on. Researchers often find errors, omissions, and 
other problems in this database, especially for years before computerization. 

6 The 1973 ban on TCE in Taiwan was in response to the death of several young women workers at 
the U.S.-owned Philco Electronics after exposure to large dosage ofTCE. Before the Taiwan RCA 
case, there was no toxicological research on TCE's health effect on women. RCA workers thus became 
the first female cohort to be studied for effects of occupational TCE exposure. See Y-P. Lin (2011) for 
detailed gender analysis ofTCE research. Also see Jobin and Tseng (2014) which locates the RCA case 
in a wider recurrent pattern of legal-scientific disputes. 

7 Prominent epidemiologists, such as Sander Greenland of UCLA, have repeatedly argued that equating 
RR > 2 to the legal notion of"more likely than not" is a logical error. However, it is still commonly 
used in expert testimonies at court and accepted by some judicial authorities (Greenland 1999). 

8 Despite the slow progress, the litigation serves as a rallying point and helps various support groups for 
RCA workers to become more and more organized. Regular meetings have been held since 2007 
among an academic support group, the RCA workers' organization, supporting activist groups, and 
the lawyers, who, among other things, seek out scholars and scholarly work that might become useful 
in the trial. In the summer of 2011, the support groups successfully mobilized hundreds of pro bono 
lawyers and volunteers for a massive undertaking demanded by the court: a comprehensive 
questionnaire-based interview of every plaintiff about her/his detailed work history and medical 
history (Chen 2011). Many volunteers for the RCA litigation are also involved in a wider rising wave 
of labor and enviromnental protest movements. By allowing members of various backgrounds and 
concerns to cooperate, the RCA litigation strings together a series of social worlds with different 
conunitments, allowing members of these worlds to understand the issue in different ways. 

9 See the websites of SACOM (sacom.org) and the Maquiladora Health and Safety Support Network 
(mhssn.igc.org) for continuous updates. 

10 Benzinga Editorial, Forbes.com (2012) "Apple Now Most Valuable Company in History." August 21, 
2012, wwwforbes.com !sites !benzingainsights /2012/08121 I apple-now-most-valuable-company-in-history. 

11 See AMRC (2012) for criticisms. of the CSR system from the anti-sweatshop movement. 
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In general, the body as a machine requires surveillance under appropriate 'Diaetetick 
Management.' 

Tumer 1982a: 261 

I eat every three or four hours - lots of vegetables and salad. I drink at least ten glasses of 
water. What I am doing is a kind of balanced and managed eating - you know, a kind of 
diet management. 

20-year-old woman, sales executive in Kolkata, India (Talukdar 2012: 113) 

These two qyotations have an uncanny resemblance. In the first, Turner (1982a) documents the 
nomenclature "diaetetick management" that was popularized by George Cheyne, a physician 
in eighteenth-century England, to promote healthy eating habits among affluent British men. 
Cheyne's contention was that the body was like a hydraulic system and human beings must 
avoid. a heavy diet of meat products to prevent it from clogging. The second quote is from a 
young Indian woman I interviewed for my study of urban, upper-middle class Indian women's 
dieting practices. Like many of the women I interviewed, she spoke of dieting and religious 
fasting as scientific practices that enabled her to become energetic and healthy (Talukdar 2012, 
Talukdar and Linders 2013). Similar to Cheyne's contention, the women I interviewed believed 
that their bodies are objects that would yield better results if subjected to the control and modi
fication of a managed diet. In spite of being separated by a large landmass, a span of two 
centuries, and other obvious differences, the similarity in responses between Cheyne and the 
women in my study point to critical periods in modern history when cultures discover and 
embrace "new" sciences of body and food that promise great physical benefits. 

The historical moment when the women in my study were discovering new sciences of the 
body and diet is, however, drastically different from the time when Cheyne was writing his 
books on dietary restrictions based on food charts. The last several decades - starting perhaps 
with the discovery of the recombinant DNA (rDNA) technology in the 1970s1 - has seen the 
morphing of fields of technology, engineering, medicine, and biology into one large conglom
erate field, typically referred to as biomedical technological sciences (hereafter biotechnological sciences), 
which produce intricate knowledge of how the human body functions. In this system, 
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biologists, physicians, engineers, and technicians collaborate to develop sophisticated techniques 
of excavation and analysis that seek solutions and remedies for illnesses and vehicles that 
promote general wellbeing at molecular and chromosomal levels. The desire to know more 
about bio-scientific advancements that promise reengineering of the molecular or genetic 
foundations of life-threatening or debilitating conditions is no longer restricted to a scientific 
vocation, but is part of a modern cultural imperative. Individuals learn the functioning of the 
body at its most fundamental biological levels. 

Developments in the biotechnological sciences mark a new phase in individualization 
processes of the modern post-industrial self (Giddens 1991); they have opened up a new fron-
tier in terms of biological solutions to bodily ailments (Rose 2001). These advances also mark 
a shift in the field of scientific research of the human body, where parameters of investigation 
are now bound by the use of neoliberal economic principles of "standardized, corporately 
framed diagnostic and prescribing procedures" (Rose 2007: 11). At first glance, then, it would 
seem that the women in my study and their desire to manage their food consumption, combine 
food groups, or learn more about the biological properties of food or their bodies were part of 
a larger project of self-making (Maguire 2008, Moore 2010) that characterizes modern living 
across the globe. For the women in my study, weight loss efforts were directed toward feeling 
"energetic," or productive in their day-to-day life, or making an "investment in their health" 
(Talukdar 2012) to lead physically robust lives. The women were exhibiting what Rose would call 
a "modern personhood" or a mindset dedicated to being constantly engaged in how to opti
mize the functions of the physical body and maximize its returns. After all, knowledge of how 
we function at the very core of our biological being, or our "ability to relate to ourselves as 
'somatic' individuals" (Rose 2007: 26) means that we can correct or even enhance our bodies' 
functioning to determine the kind of individuals we want to be. But it soon became clear to 
me that the nature of women's engagements with scientific knowledge in my study belied the 
notion that that there is an identifiable, clear progression in how scientific knowledge spreads; 
a progression that requires breaking away from old, conventional knowledge systems presumed 
to be non-scientific, and embarking upon new, radically novel ways of thinking about the inner 
workings of the human body. 

In the accounts of women, scientific engagements in the pursuit of robustness emerged out 
of a multitude of world views and cultural worlds that they inhabited. The women made distinc
tions between vital and non-vital sciences of the body, which were either anchored in 
traditional views of bodily wellbeing or in "new" discoveries in laboratories in America they 
had read about in newspapers. On still other occasions, the women concocted a hybridized 
notion of what they believed was scientific knowledge of healthy and robust bodies. Most of 
the time, the women were speculatively modern (Talukdar 2012) about how they engaged with 
new sciences of body and diet. For instance, the women expressed a lot of interest and desire 
in acquiring knowledge of fitness to improve overall efficiency and productivity of the body to 
better fulfill responsibilities associated with being good employees, good mothers, and, in 
general, good and responsible citizens (Talukdar and Linders 2013). 

But at the same time, discernable in some of these connections was a certain amount of 
skepticism toward new discoveries in the field of" aesthetic medicine" (Edmonds 2003) of the 
body such as cosmetic enhancements and diet supplement usage. Very few women experi
mented with weight-loss pills or diet supplements, which guaranteed quick fixes and 
instantaneous results, on grounds that they only served aesthetic functions and hence were not 
essential or vital to the functioning of the body. This indicates that culturally specific ideologies 
of wellbeing tend to shape the spread of modern "technologies of optimization" (Rose 2007). 
Another noticeable feature of the spread of biotechnological sciences in the Indian context was 
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the eagerness of the professional classes or those with aspirations of becoming part of India's 
urban elite to embrace new sciences of the body, diet, and food items. The purpose of this essay 
is to offer a thick description of urban Indians' engagements with biotechnological sciences of 
the body and diet, which alert us to the surprising and diverse ways in which new scientific 
ideas spread or are embraced by a culture. 

To do so, I situate my arguments in a larger epistemological debate over whether there exists 
a unidirectional causal relationship between "science" and "society," where science is the trans
formative agent of a culture or if instead both are parts and products of a larger "heterogeneous 
matrix of culture" (Martin 1998: 30), in which modern science as a social institution does not 
reside outside the purview of the politics of class distinctions or value judgments (Turner 1982a, 
1982b). In other words, the path along which ideas move from the scientific complex into 
larger society and among lay individuals is crisscrossed with cultural institutions that shape and 
bend these ideas in varied ways (Raj an 2006). This query also requires that we understand that 
the "scientific enterprise" as a connotative term is not considered exclusive to western thought 
systems or that formerly colonized societies lacked educational or s<;:ientific institutions prior 
to their encounters with western knowledge systems (Alter 2004, Harding 2008). 

Biotechnological scientific theories of good health and wellbeing that were developed in 
western contexts are indeed gaining ground in the urban Indian landscape (Moore et al. 2011, 
Rose 2007). English dailies and a burgeoning fitness enterprise in the country - the main 
disseminators of new sciences in India - repeatedly remind urban Indians that a "wellness wave" 
(Sarkar 2009) is about to engulf them, as global companies compete among themselves to intro
duce new health products in the market. Against this backdrop, the women in my study, and 
urban Indians in general, were eager to develop a biotechnological approach toward life as a 
way to express their commitment to strive for physical vitality amidst the risks, anxieties, and 
biological hazards that characterize contemporary existence (Beck 1992). However, very little 
research has been done on the actual interface between biotechnological theories of the body 
and diet and urban Indians, or one that illuminates how adoption ofbiotechnological sciences 
unfolds in pos_tcolonial, non-western settings that exhibit some amount of ambivalence, and in 
some cases resistance, to western knowledge systems. I seek to remedy this. 

The science of robust bodies in neoliberalizing India 

In this section of the chapter, I lay down my arguments about why a cultural framework is a 
necessary addition to existing research that has made explicit the links that exist between 
neoliberalism and biotechnology as knowledge systems of the body (Guthman and DuPuis 
2006, Moore et al. 2011). Before I outline my framework, I would like to begin with why 
biotechnologies of the human body - and what we feed it - flourish in a neoliberal system. 

Neoliberalism is a set of economic political practices that proposes that human wellbeing 
can be best advanced when individuals take responsibility for their economic destinies by 
perfecting the art of well-calculated risk-taking in their entrepreneurial endeavors (Harvey 
2005). Biotechnologists and a sub-group of experts such as nutritionists, personal trainers, 
science journalists (Saguy and Almeling 2008) who act as intermediary agents between scien
tific experts and the public, argue that modern individuals must not only become competent 
in the "molecular vocabularies" of complex biological functions, but must translate this compe
tency to act upon and improve vital, organic functions of the body. Both biotechnological 
sciences and neoliberalism are, thus, essentially about governing the material body to optimize 
its functions and physically .extend it in ways that increases satisfaction with the self. In neolib
eral contexts, the science of optimizing the experiences oflife is sought after in the marketplace, 
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and consumption becomes the most powerful embodiment of principles of self-work and 
growth (Guthman and DuPuis 2006, Maguire 2008). The corollary dictum, though, is that 
while one should be enthusiastic and "joyful" about the prospect of growth (Moore 2010), self
enhancing projects need to be pursued in a controlled, disciplined manner. 

Thus, not surprisingly, the growing popularity of biotechnological sciences as a style of 
thought among urban Indians has coincided with the emergence of a technically skilled, glob
ally attuned urban population, who have benefited the most from the neoliberal turn that the 
country took in the early 1900s. Liberalization of the country has seen multinational pharma
ceutical and entrepreneurial groups of western industrialized nations setting up shop in the 
1country and entering into partnerships with local entrepreneurs (Philip 2008, Raj an 2006). The 
major benefactors of the new economic order are (and continue to be) urban elites- or the new 
middle class (Fernandes 2006) - who have channeled their English-speaking ability, and their 
technical and managerial skills to become sophisticated service-providers of the national and 
global economy. The far-reaching nature of the global industry has provided both an impetus to 
improve this group's chances of upward mobility and the backdrop against which personal 
success is often interpreted purely as an outcome of personal striving, hard work, and individual 
merit (Radhakrishnan 2011, Upadhya 2011). Furthermore, in stark contrast with the rest of the 
country's population, easy access to a digital world has not only expanded the worldview of 
urban Indian elites but has also added to their repertoire of experiences and dispositions consid
ered essential to lead a globally-attuned life.2 With the ability to traverse multiple spaces -
material and digital - at their fingertips, urban Indians have emerged as, what Rey and Boesel 
in their chapter in this volume have called, "augmented subjects." Deep enmeshments of mate
rial and digital worlds have augmented experiences of modern individuals, enabling new means 
of conmmnication and multiple ways of imagining and reinventing one's sense of self. 

The image of the normative Indian in popular media is a globetrotting company executive 
or software professional who seeks to maximize life's offerings by consuming goods and serv
ices in the new economy (Thapan 2004, Chaudhuri 2001). Shopping for self-pleasures or 
enhancement of the self, however, has had to be legitimized in a society that had kept Gandhian 
and socialist principles of maintaining a distinctive national identity alive in the face of west
ern capitalist expansion, and a strong culture of empathizing with disenfranchised groups such 
as peasants, the workers, members oflower castes, and tribal groups. As a result of that, the print 
and the electronic media embarked on a persuasive campaign to break the mold of the good 
Indian as modest and thrifty and recast the marketplace as a legitimate social space for urban 
elites looking for ways to express their neoliberalism (Chaudhuri 2001, Fernandes 2006). These 
measures have proven to be successful, as consumption has become the dominant mode of 
expressing progressive, democratic values that urban elites espouse in the country. 

Undeniably then both neoliberalism and biotechnologies as "styles of thought" (Fleck 1979) 
induce an inward gaze, in a Foucaultian sense, that aims to detect and improve upon the func
tioning of the minutest part of the human body. Cultivating an inward gaze has become 
indispensable to the project of self-development. However, scholars examining the global 
movement of neoliberal dispositions from its Euro-American points of origin have questioned 
the existence of a pure form of neoliberalism. As a set of dispositions, even if it promotes a 
specific type of"market rationality," neoliberalism is always and necessarily subjected to adap
tations, contestations, and modifications in local contexts (Hilgers 2013). If the very process of 
the spread of neoliberalism is unevenly distributed, and historically and geographically specific 
(Moore et al. 2011, Philip 2008), then the relationship between neoliberalism, biotechnologi
cal sciences, and cultures inherently varies. Fernandes (2000: 622) has shown that the very 
definition of neoliberalism in the Indian context has been hybridized (Bhabha 1994). Processes 
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of hybridization have not transcended the boundaries of the nation-state, and have grown along 
the lines of class-based cosmopolitanism of the urban middle-classes. 

Cultural displays of consumption follow the trope of a nationalized form of globalism, with 
an explicit goal of protecting national, regional, and familial solidarity or inter-personal bonds 
in the face of rapid globalization. For instance, in the late 1990s, new electronic household 
gadgets such as washing machines and kitchen equipment were presented to women as means 
of strengthening inter-generational family ties (Munshi 1998) rather than becoming free of 
family chores or responsibilities. Being "appropriately Indian" means matching core cultural 
values of simplicity and modesty associated with Indian culture, with practices of conspicuous 
consumption (Radhakrishnan 2011). Thus, if a scientific approach toward daily living fulfills the 
"imaginative work" (Baviskar and Ray 2011) associated with a neoliberal ethos toward life, in 
the Indian context it means being simultaneously nationalist and globalist in nature. 

Moreover, engagement with new sciences seems to be inducted into the lifestyles of urban 
elites as embodiments of superior cultural preferences. The class dynamics that feed the symbi
otic growth of neoliberal values and a biotechnological frame of mind are quite apparent in the 
Indian context. For instance, the sites of consumption are English-language newspapers, week
lies, articles and health magazines that few have access to, both materially and symbolically. This 
implies that regardless of personal desire or motivation, the prospects of embodying neoliberal 
values and by implication an inward gaze is not available to everyone. Commodification of a 
neoliberallifestyle means removing it from the reaches of people of limited means. 

Based on these developments, I ask two broad questions in this essay: (1) what kinds of 
biotechnological sciences of the body and food enjoy the most patronage in India, and by 
whom?; (2) how are biotechnological sciences of the body being consumed and used in actual 
daily practices in a society that has held on to its traditional practices? In order to answer my 
questions, I rely on two bodies of evidence - my own study of urban Indian women's dieting 
and fasting practices situated in Kolkata (formerly known as Calcutta) in the year 2005 and 
English newspaper dailies- in the city, namely the Telegraph and Times <if India, between 2005 
and 2010, th~t have emerged as important public sources of biotechnological knowhow of 
bodily functions and biological properties of food. 

Between these two sources, I cover a time period of approximately five years. The data I 
present in the rest of this essay are organized around two major themes that aim to uncover 
some broad trends of lay scientific engagements in the Indian context. In the first few sections, 
I document the science surrounding what Rose (2007) has identified as vital functions of the 
body, such as fitness, energy and productivity concerns, juxtaposing them to those sciences that 
serve non-vital jutzctions such as cosmetic or plastic enhancements of the body. Plastic enhancers, 
it can be argued, are not vital to the body's survival; however, in a neoliberalizing context, they 
are considered to be "good for the self" (Edmonds 2007). In the last section of the chapter, I 
focus on how scientific knowledge gets hybridized in the Indian context. 

My goal, however, is not to determine the accuracy or validity of such scientific claims but 
draw attention to what is happening "outside the citadel" (Martin 1998) of scientific laborato
ries and corporate decision-making. That is to say, how are "non-scientists" adapting to, revising, 
and redefining what it means to be scientific toward one's understanding of life. 

Scientization of fitness 

Neoliberal ideologies of a hard-working, productive individuality often get imprinted on the 
material body. In western neoliberal systems, it is a toned and fit body that has been assigned 
"super-value" (Crawford 1980) and is used as a proxy for a productive and healthy body 
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(Dworkin and Wachs 2009, Kirk and Collquhoun 1989). As Guthman and DuPuis (2006) have 
argued, the fit body (or the thin body) now enjoys a privileged status as the embodiment of 
modern individuality, an instant indicator of being in control and charge of one's body, regard
less of whether a thin body is being actively or consciously pursued. The women in my study, 
similarly, invoked the belief that fit bodies were necessarily healthy and energetic bodies. They 
added another dimension to their beliefs about a fit body - a fit body is a product of a "well
thought-out" and measured process of controlling the body, which the women called 
"scientific." More than emphasizing the physical aspects of exertion for a toned body or the 
food that they were eating to become fit, the women were intrigued by and spoke of a scien-

tific frame of mind as indispensable to their quest for fitness. 
Predictably then, the fit body, according to the women, was a "muscled" or a "taut" body 

that could be achieved by dieting or exercising. In order to explain the process ofbecoming fit, 
however, the women took refuge in science. For instance, Neera, a forty-six-year-old director 
of a software company, explained her quest for a fit body by saying, "let me explain it to you 
scientifically. If you can tell a person's weight and the age, then you can tell if the person is in 
the normal range or if the person is overweight" (quoted in Talukdar 2012: 114). As is evident, 
Neera was talking about calculating her body mass index (or BMI) to become fit, something 
she first learned about from her nutritionist. Popular English dailies regularly feature BMI as a 
scientific approach to assess the normality of the body, and readers are informed of online 
calculators that help compute BMI and keep track of one's body weight. In this sense, and simi
lar to its popularity in the west, BMI is gaining currency as a viable measure of health and 
overall wellbeing among urban Indians. What seemed distinctive about the women's interpre
tation of BMI, however, is that they used the terms "BMI'' and "science" interchangeably, as 

though one uncomplicatedly explained the other. 
BMI, calculated by dividing a person's weight in kilograms by the square of her height in 

meters, serves as a measure of the fat content (or adiposity) in the individual body. Though an 
individual-level measure, researchers and policy-makers use BMI to determine changes in the 
average body mass of a population. However, the dust kicked up by debates surrounding the 
scientific accuracy of BMI as an independent predictor of individual health conditions - such 
as cardiovascular complications or diabetes- has not yet settled down (Campos et al. 2006); the 
only consensus on this issue is that individuals with very high body mass index (~ 35) are 
indeed at higher risk of contracting certain diseases or health problems than those with lower 
BMis. Also, BMI does not account for geographical variations in typical body types, and, in that 
sense, is a standardized measure. The women, in my study, were unaware of any such debates or 
concerns about the validity ofBMI as a measurement tool of good health or fitness. They were 
also untouched by the political. argument that there is an inherent bias in the ways modern 
sciences of fitness and dieting use BMI to monitor and control the body and its illnesses in 
western contexts. Guthman and DuPuis (2006), for instance, argue that the institutionalization 
of thinness as a measure of good health in the United States has made individuals without 
access to food and other resources that help prevent weight gain, susceptible to labels such as 
"lazy" or "incompetent," and open to state regulation and control. Furthermore, the normalcy 
of a thin body as a fit or healthy body powerfully overshadows the fact that a thin body also 
succumbs to sickness (Campos et al. 2006) or that a thin body may be symptomatic of chronic 
hunger issues and its attendant health problems that affect millions of men and women in less 

affiuent parts of the world. 
Nevertheless, and as I have shown above, the women in my study were convinced of scien-

tific principles underlying the practice of using BMI to determine good health. The women 
believed that using charts, numbers, and graphs to calculate BMI made the process "scientific." 
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Others, like Mall yon and her colleagues (20 1 0), have similarly found that the use of numbers 
or technology to display and monitor changes in the body are interpreted as being methodical 
or being in control, which are then tagged as scientific means ofbecoming fit or healthy. More 
importantly, the scientific pursuit of a fit body, or the positioning of the body as a site of control 
and work, was part of a new cultural identity or orientation that the women were expected to 
acquire in their careers as engineers, managers, or as techies (Upadhya 2011). Others have 
commented on how a rapidly expanding class ofiT and management professionals in the coun
try are being encouraged to develop a work ethic that entails better "time management" and 
adoption of methodical means to push forward their personal careers (Upadhya 2011). Bodies 
invariably emerge as the template for such self-work. The women in my study, for instance, 
thought of a fat body in terms of reduced "energy." A body that was not fat was believed to 
bring more returns associated with them in terms of giving "more mileage," "pushing back 
one's physical age," or increasing bodily efficiency (Talukdar 2012). The fit body was deliber
ately linked to a notion of modern womanhood engaged in formal, productive work. But these 
beliefs were not limited to employed women, even stay-at-home mothers believed that a fit 
body would help prevent the onset oflethargy associated with the monotony ofbeing a house
wife (Talukdar and Linders 2013). A scientific approach to fitness was called upon to 
simultaneously add method and legitimacy to their efforts of improving the overall productiv
ity or efficiency of the body. 

The fact that "science" is used as a catchphrase in order to appeal to urban elites is also read
ily evident in contemporary cultural messages about fitness that are embedded in the larger 
discourse of developing a scientific acumen about how the body works. Businesses selling 
fitness or thinness products to urban Indians rely heavily on the use of the term "science" to 
explain their methods. New and upcoming gyms in big cities, for instance, advertise the pres
ence of "certified" dieticians and massage therapists trained in "cutting-edge, scientific" 
techniques to provide hands-on training to their clients. Others advertise the availability of cafes 
that sell "protein shakes" and "organic drinks" to complete the health experience of gym-goers. 
English dailie§ place their articles on weight-loss or fitness tips in the same section as articles 
on such topics as recent developments in stem cell research and the scientific properties of food 
that cures physical ailments. 

The radical novelty typically associated with the science of fitness, however, needs to be 
contextualized in terms of the power-knowledge-body nexus that underlies the adoption of 
new sciences. Historically, privileged groups have used their encounter with new sciences of 
wellbeing to augment their material interests. As Turner (1982a), and others have shown, the 
rationalization of diet and the importance of physical exercise were taken most seriously by 
affluent classes in industrial England and America - the aristocrat, the "learned professions," or 
those in sedentary occupations looking for ways to strengthen and secure their interests in a 
rapidly diversifying and prospering economy (Vester 2010, Seid, 1989). Colonized communi
ties greeted modern, western medicine with similar enthusiasm, while still being ruled over by 
imperialist powers (Abugideiri 2004). The internal development of new sciences was entangled 
in the politics of distinctions, where privileged groups often imputed outbreak of diseases to 
careless, unhygienic (and hence unscientific) practices ofless privileged groups. Prasad (2006), 
for instance, showed that urban elites in colonial Bengal were encouraged to become familiar 
with "germ theories of diseases" because of their distrust of daily practices of rural migrants 
who had recently moved to the city. 

Historical evidence also points to privileged women as ardent supporters of new sciences. 
Counting calories or thinking about food and body in calculable and measured terms, now 
associated with women's obsession with thinness, was synonymous with early twentieth 
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century European and American middle class women and their efforts made at "scientifically 
feeding" (Brumberg 1988, Seid 201 0) their families. The fusing of science, bodily wellbeing, and 
food in my study was most prominent in the narratives of women in the professional classes. 
This is not to suggest that the women belonging to non-professional classes lacked a scientific 
acumen, but that their bodies were not implicated in the rhetoric of self-work that pervaded 

the cultural worlds of India's urban elites. 

Scientization of robust bodies 
I 
Other than acquisition of a thin-fit body, urban Indians are encouraged to know more about 
new discoveries in the field of biomedical research that can add to the overall robustness of the 
body. English daily newspapers across the country and the internet inform urban Indians of 
recent bio-scientific research on the genetic properties of the human body and food (Heikkero 
2004).The goal seems to be to make complex biological mechanisms and intercellular processes 
comprehensible, palatable, and entertaining - all of which will contribute to individuals inter
vening on their own behalf to improve the productivity of their bodies. This is in accordance 
with the Rosian argument that the rhetoric of self-work has now penetrated the surface of the 
body and that the ability to articulate, judge, and act is happening primarily in the language of 

biomedicine (Rose 2001, 2007). 
If bodies were earlier, as part of a legacy of Descartian rationalism dictating nineteenth

century medicine, compared to machines and envisioned as mechanical systems, now bodies 
are conceived as organic systems with innate and inter-cellular properties that aid in processes 
of recovery and healing from life threatening or debilitating conditions. Recognizing that the 
human body is endowed with properties that in some cases enable it to naturally heal has not, 
however, minimized the scope of a scientific intervention; rather, it has enhanced bio-scientific 
investigation to know more about the intricate functioning of body parts to aid the process of 
healing. The point ofbio-scientific knowledge of the body is to push the human body beyond 
the realm of healing or just being, creating the possibility for the body to be fine-tuned into 

robustness and perfection (Rose 2007). 
Here, as in the previous section, information that has consequences for the vital function

ing of the body and improving its overall robustness got the most attention and was considered 
worthy of consumption among the women I interviewed. Thus, as in the case with fitness 
concerns, acquiring knowledge of how to attain a robust body was part of the "obligation of 
self-work" (Maguire 2008) expected from urban elites of India. Not all new sciences were 
greeted with similar enthusiasm, however. Contrasts were made between knowledge that 
contributes to vital functions such as finding ways to overcome diseases, conserve energy, or 
improve memory retention and knowledge that aids non-vital functions such as cosmetic 
enhancements, which were considered non-essential to personal growth and development. 

Robustness of the body entailed being able to prevent the onset oflife threatening or debil
itating conditions such as cancer, heart diseases, and diabetes, and to increase the body's 
efficiency and optimize its function. A Times cif ll'ldia article, for instance, informed readers of 
research published in the science journal Nature, about an 'assassin' protein called "perforin" that 
the body was capable of producing, which penetrated and killed cells infected by viruses or had 
turned malignant (2010b). Other articles linked brain function with intelligence and memory. 
One claimed that children who exercised regularly had a bigger hippocampus that resulted in 
improved memory (Pulakkat 2010c), and another article asserted that obese individuals are not 
able to regulate the intake of high calorie food because of chemical imbalances in their brains 
(Jain 2010). In both of these pieces, a link was made between body size, physical activity, and 
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the way the brain develops or that fatness and lack of exercise are related to brain impairment. 
Typically produced in a newspaper article format, these stories are usually blurbs of infor

mation, with just enough space to introduce the findings of research and how it would benefit 
the body. The goal seems to be to make readers aware of the advancements being made in the 
field ofbiotechnological sciences in finding cures for cancer or memory lapses or malfunctions. 
These news articles need to be viewed as an illustration of the instant value that is placed on 
scientific knowhow coming out of the field of biotechnological sciences, notwithstanding the 
fact that research of this kind of sciences are inherently reductionist in nature. 
Biotechnologically-related sciences, by themselves, commonly produce essentialist notions of 
the body as they not only isolate a process or mechanism to determine causality, which in real
ity is typically linked to other biological and chemical processes but rarely take into account 
environmental factors. Interestingly, consumption ofbiotechnologies follows a similar path; that 
is, readers are not provided with much context while being presented with new discoveries in 
the field. Let me elaborate on this in the case of research presented to urban Indians on obesity. 

For the most part, research on obesity presented to urban Indians are about western coun
tries. In case of the obesity debate in western contexts, research about the discovery of a "fat 
gene" to explain for high obesity rates has been challenged by studies that show socio-struc
tural factors such as lack of access to high-fiber food and low-sugar diet, public parks, health 
insurance, and other social stressors that combine to create an "obesogenic environment" in 
which individuals become obese (Saguy and Almeling 2008). Childhood obesity rates among 
minority groups such as Aboriginal and Pacific Islander children in Australia and African
American and Hispanic children in the United States tend to be disproportionately high, which 
speaks to the fact that environmental factors have a potent effect in determining obesity rates. 
In the Indian context, in contrast, it is chronic hunger and not obesity that affects children 
living in urban or rural poverty. 

While urban Indian readers are made to believe that obesity is an emerging problem affect
ing them, India continues to be a country with very low obesity rates in the world. Wherein 
then lies the .need to consume information about obesity? Obesity, or a fat body, goes against 
the rhetoric of self-work that characterizes a neoliberal approach toward life. Since the embod
iment of a productive and robust individuality is a physically toned, muscular, and lean body 
(Crawford 1980, Kirk and Collquhoun 1989), expressing a fear of gaining weight is an appro
priate and necessary response in such settings. Dworkin and Wachs (2009), for instance, found 
that in the United States panicking about body fat is acute among those who are very well 
equipped in their access to resources that prevent accumulation of fat. In this sense, urban 
Indian elites are similar to their western counterparts in expressing a fear of becoming fat. 
Acquiring knowledge of fat prevention is deemed essential, even when not faced with the stres
sors of an obesogenic environment. 

News about how scientists have discovered ways to map the gene structure or that gum 
tissues are an easy and superior source for stem cell research introduce readers to specialized 
ways of thinking about how the body functions. In the January 2010 issue of the Knowhow 
section of The Telegraph, for instance, there was an article encouraging readers to ring in the 
New Year by making a resolution of walking two thousand and ten kilometers in 365 days to 
enjoy good health (Mathai 201 0). The distance that the readers were being asked to walk was 
not part of some rigorous mathematical calculation but it was worth paying attention to 
because research has shown, another article claimed, that walking produced such large amounts 
of physical energy that scientists were now able to convert it into electricity (Pulakkat 201 Oa). 
By implication, then, the very act of walking presented itself with an opportunity to immerse 
one's body in a scientific experiment, with the prospect of impacting individual health by 
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producing a lot of energy within the body. The appeal of this piece of information does not lie 
in whether modern individuals act on biotechnological sciences to realize a specific outcome, 
but that individuals learn to take the science behind such an experiment seriously. 

I found more evidence of the body "as privileged sites of experiments with the self" (Rose 
2007: 26) when the women in my study spoke of dieting and their diet plans. Dieting, as a prac
.tice of administered weight loss, has become hopelessly entangled with a woman's insatiable 
desire to be thin. The women, in my study purged from their narratives on dieting terms like 
"starving" or "looks" or being motivated by an appearance as a motive to lose weight (Talukdar 
1012). Instead, the women assigned new purposes to the practice of dieting that were by design 
self-implemented, and an exercise in "mixing and matching" information. For instance, Tina, a 
twenty-eight year old, market executive very excitedly shared with me her vitamin-C diet. 
After repeatedly falling sick with the common cold, and getting tired of being treated with 
antibiotics, Tina incorporated large amounts of food into her daily diet that she believed had 
high vitamin C content such as amla (Indian gooseberry) and cod liver oil. 

By sharing information about her vitamin C diet, she was illustrating to me her own breadth 
of knowledge of the biological properties of food such as the Indian gooseberry that were avail
able locally and those that had been recently introduced in the market such as cod liver oil. This 
was also an illustration of how Tina was capable of mixing and matching information about 
these two food groups, which she believed were high in citric content. In general, talking in an 
ostensibly educated and informed manner about experimenting with diets reflected their sense 
of understanding of the science of food and bodies and that the women could convincingly 
and effortlessly lift the information from newspapers, magazine articles, or the internet to recre
ate it in different settings (Talukdar 2012). Tina, thus, fits the description of an "augmented 
subject" - she not only engages and moves fluidly between more than one medium, she also 
"experiences her agency as multifaceted" (Rey and Boesel: Chapter 10). 

The women I interviewed considered some practices artificial and not "life-saving" in 
nature, and hence rendered them non-vital to the functioning of the body. A lot of caution 
was raised about the use ofBotox or anti-obesity pills that are now available in Indian markets. 
The discomfort with such products reflected a combination of fears typically associated with 
the dangers of using newly discovered synthetics or chemicals, and the association of these 
treatments with quick fixes and instant gratification that are part of a consumerist, appearance
obsessed society. In fact, in the news dailies, along with news features that spoke of health 
benefits of Botox in curing headaches or urinary tract infections, there were also articles that 
raised concerns about the possibility of indiscreet use ofBotox to remove wrinkles (Dey 2005). 
Elsewhere, I have argued that urban Indians exercise a "speculative modernity" in relying on 
traditional notions of beauty and .wellbeing to filter and selectively adopt new beliefs of food 
and the body, especially products and procedures that are distinguishably western (Talukdar 
2012). 

For instance, some of the women in my study on dieting spoke of their skepticism surround
ing excessively thin body or an emaciated look, which they associated with the unhealthy, 
mental condition of anorexia. I found that, in the context of dieting, traditional or familial 
values and sentiments served as prophylactics in regulating what and how urban Indians 
consume information about new products and practices. Maaya, a twenty-year-old law student, 
who. wanted to lose some weight, was unsure of the theory that eliminating carbohydrate from 
meals was a healthy way to lose weight, especially since her mother believed that rice added 
"glow" and "glamour" to the body, and hence should be part of one's daily diet (Talukdar 2012: 

115). 
Similar to the speculative sentiments that the women in my study expressed about new 
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technologies of cutting body fat, the use of Botox to look younger falls under the category of 
new sciences that are blanketed in some amount of ambivalence. One article, for instance, while 
evaluating the efficacy of Botox as a product weighed the emotional value of a grandmother's 
wrinkled face over the value of youthfulness that the protein injection promised (Banetjee 
2011). This is in accordance with the argument that urban Indians are asked to keep the possi
bility of infinite material rewards grounded in the values of simplicity, and family values that 
disavow excessive consumption and profligacy of a hyper-consumerist culture (Radhakrishnan 
2011). 

Scientization of tradition 

A distinguishing feature of the dissemination of biotechnological theories of the body and food 
in the Indian context is the way they intersect and are made to reconcile with local, traditional 
practices of life. Peculiar to the Indian context is an overwhelming desire to maintain or arrive 
at an authenticity along traditional or nationalistic lines, when taking on or adopting new or 
global practices. Thus, while some of the scientific engagements were directed toward aligning 
scientific theories with Ayurvedic medicinal beliefs about the body, others required reimagin
ing mundane, colloquial practices as science projects, with concrete health benefits for the body. 

Yoga in contemporary India originated in the practices and prescriptions of Hindu ascetics 
(or the yogi), and aptly illustrates how and where tradition meets modernity. In place, even 
before the neoliberal movement, were yoga teachers who fused spiritual and scientific goals in 
their yogic, meditative practices. Alter (2007, 2004) documents how a yoga teacher by the name 
of Swami Kuvalyanada in the 1920s took refuge in the trappings of modern science, such as 
adorning a lab coat and testing yoga poses with machines to determine the physiological bene
fits of doing yoga on the nervous and endocrine system. Scientizing yoga in the years building 
up to India's independence from its imperialist ruler was part of a larger culturally based nation
alist movement aiming to unveil to the world a modern India (Strauss 2002). In its most recent 
renditions, th9ugh, yoga has been repackaged, yet again, to solve and remedy the rigors of a 
stress-laden life brought about by the new economy. According to one specialist in a Times of 
India article, yoga "oozes energy and creates aura, removing toxic elements from the body" 
(20 1 Oa). Benefits of yoga are now being repackaged in terms of reduced stress, improved metab
olism, and a cleanser of toxic elements in the body. In this sense, to an extent yoga has been 
stripped of its cultural uniqueness to be aligned to neoliberal values of life. 

Similar to the age-old tradition of yoga, readers are asked to rediscover properties hidden in 
vegetables and victual items that are part of daily Indian diet such as turmeric, yogurt (or curd), 
and cabbage. Turmeric is a spice that is ubiquitously used in daily meals across the Indian land
scape, and in the Ayurvedic culture it is known for its antiseptic properties. Recently, turmeric 
has been subjected to a clinical gaze. Referred to as the "yellow magic," turmeric is being 
reimagined as an effective weapon against Alzheimer's disease, as it contains a compound called 
"curcumin" that supposedly reduces plaque formation on brains (Pulakkat 2010b).Yogurt, like 
turmeric, is similarly believed to have healing properties since scientists have discovered that 
yogurt is a natural source of pro-biotics that helps in digestion. Thus, like yoga, food products 
such as turmeric and yogurt that are otherwise banal and part of daily regimens are now read
ily available for those interested in personalized, science projects. 

Another practice amenable to scientific introspection is that of religious fasting. In tradi
tional Hindu fasting, women practice familial fasting that is inextricably tied to their roles as 
daughters, wives, and mothers. Common to Hindu women's fasting practices, and a pan-Indian 
feature, is that fasts embody the vow a Hindu woman takes to be responsible for the material 
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and emotional wellbeing of her family. However, women in the new middle classes have recast 
religious fasting as a scientific practice endowed with health benefits such as purifying the body 
of unhealthy toxins (Talukdar 2014). Since religious fasts end with practitioners consuming 
food such as fruits and milk, some believe that fasting work in ways similar to "detox diets" that 
recommend somewhat similar restrictions on food. Others like Dora, a thirty-year-old school 
teacher, reframed religious fasting as a type of"scientific dieting" because it entailed breaking 
the fast with foods like milk and fruits that she believes helps in digestion. "Scientific" was thus 
a term Dora was linking to the practice of fasting, based on a loosely formed idea of how the 
bpdy functions. More importantly, she believed that a scientific reason was "hidden" to women 
of previous generations, like her mother-in-law, who fasted for religious or familial reasons. 
Under her clinical or biomedical gaze, however, the science of fasting became clear. 

Biotechnological sciences, at least the way they have unfolded in the Indian context, have 
contributed to a sort of a consciousness-raising among urban Indians, awakening them to the 
scientific rationales underlying daily practices that preceded western, technological develop
ments. Proponents of new sciences, both experts and lay people, thus, engage in a kind of 
hybridization work (Bhabha 1994); on one hand, they call upon western scientific institutions 
to legitimize information being disseminated, and on the other hand, they support adoption of 
practices where new sciences supplement or add precision to traditional forms of knowledge. 

Conclusion 

The growth of new sciences in India can be seen as mirroring developments in western 
contexts such as the symbiotic relationship that exists between biotechnological sciences and 
neoliberal values, but it is also clear that biotechnological sciences are being subjected to forces 
of hybridization. That is to say, biotechnological sciences are being contrasted and, in some 
cases, re-aligned with traditional forms of knowledge, indicating some amount of ambivalence 
in completely submitting to the authority of western sciences. 

Consuming knowledge of biotechnological sciences has indeed become an important part 
of the lives of members of the professional classes in urban India who want to be seen as 
modern, engaged participants of a new, global economy. Espousing a scientific frame of mind 
is part of the "imaginative work" that is expected from individuals living in neoliberal orders 
where the goal is to maximize the benefits ofboth one's body and environment. For instance, 
sciences directed toward improved productivity or enhanced energy, improved memory, or 
higher intelligence, which have explicit economic benefits tied to them, were most eagerly 
sought out. Desire for fitness, and acquiring it via scientific means, was another area of self-work 
popular with neoliberal Indians. A .scientific bent of mind has emerged as a commendable social 
force, rich in cultural capital, capable of diluting and rendering ineffective contradictory 
evidence. For instance, I have shown in my discussions on the use of BMI, very few women I 
interviewed were aware of the argument that a standardized measure that does not account for 
regional and geographical disparities in body types of individuals may not be the best measure 
of good health or normal bodies among urban Indians. Sciences that contribute to a physically 
robust and· enhanced state of life thrive in neoliberal systems, and urban Indian society is no 
different from other neoliberal contexts in this regard.Yet, there are some contrasts. 

Noteworthy in the Indian context is a certain amount of ambivalence regarding new 
sciences of the body that promise aesthetic enhancement of the body, which are typically 
geared toward personal satisfaction. This was most evident in urban Indians engagement with 
Botox injections or diet pills available in the marketplace. As mentioned earlier, in my study on 
dieting, I found a great deal of skepticism expressed toward adoption of new technologies of 
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liposuction and stomach stapling. Quick measures of weight-loss were identified as either arti
ficial or as extreme. Some of the women also identified ultra-thin bodies as decisively western 
and foreign, even calling such bodies anorexic, and a sign of mental depravation. The Indian 
context, in this aspect, seems to be different from other emerging neoliberal economies such as 
Brazil, where aesthetic sciences such as cosmetic surgery (or plastica) to acquire Euro-American 
facial and bodily features enjoy immense popularity (Edmonds 2003, 2007). Though there is a 
need for more research in this area, it appears that nationalistic and cultural ideals ofbeauty and 
wellbeing still enjoy a strong patronage among Indians, which may channel and modify how 
aesthetic sciences make inroads into Indian society. 

Scientific discourses of wellbeing, in the Indian context, are being directed toward aligning 
personal growth with that of the family and nation's economic prosperity. While self-control 
and regulation is a key feature of maximizing benefits in a neoliberal order, in the Indian 
context, it seems familial and nationalistic values funnel how these regulations unfold in the 
new economy. However, a biotechnological orientation toward an enhanced and robust state 
of life is part of an elite culture in contemporary India, which has not yet penetrated the lives 
of vast masses of people living in the country. 

I would like to end this chapter by revisiting the two quotations that I used to introduce the 
essay. Both the quotes undoubtedly capture the wonder surrounding scientific knowledge that 
all of us are predisposed to, but as I hope to have demonstrated, how and through what means 
scientific knowledge of the body becomes meaningful at a particular historical moment is not 
only specific to a culture but also indissolubly entangled in it. If, as suggested by Martin (1998: 
40), "culture is non-linear, alternately complex and simple, convoluted and contradictory," so is 
the science that is being produced outside the scientific complex. 

Notes 

Recombitant DNA (rDNA) technology is a technique discovered by Herbert Boyer and Stanley 
Cohen that enabled the cutting, splicing, and joining of DNA molecules in a laboratory setting. The 
discovery 6f cutting and sequencing of genes is widely viewed as a landmark development that resulted 
in biological sciences becoming technological and paving the way for the emergence of a biotechno
logical industry. 

2 In spite of the IT revolution in Indian society, the larger population's access to internet is still very low. 
According to Thussu (2013), internet penetration remains very low: by the end of 2011, 121 million 
Indians had internet .access, a penetration rate of just over 10 percent of India's population of 1.2 
billion. 
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Toward the Inclusion of Pricing 
Models in Sociotechnical Analyses 

Introduction 

The SAE International Technological 
Protection Measure1 

Kristin R. Eschenfelder 
UNIVERSITY OF WISCONSIN-MADISON 

Beginning in the 1980s, the development of information and communications technologies 
(ICT) and computer networking introduced massive change to practices for distributing schol
arly and scientific materials like journal articles. ICT and mass digitization led to changes in the 
nature of the available material, what attributes of content users valued, control over access and 
use of a work, and pricing and packaging. From a publisher perspective, ICT and networking 
increased risks of unauthorized copying and redistribution, thereby encouraging development 
of a controversial set of technologies known as technological protection measures (TPM), designed 
to control how users access or use digital works. 

This chapter tells one exemplary story of the effects of these changes using the case of the 
implementation and subsequent retraction of a TPM and a new "token" pricing model 
(explained later) in the SAE Digital Library (SAE-DL) in 2006 and 2007. The SAE-DL is 
published by SAE International (formerly known as the Society for Automotive Engineers) 
which publishes research and other materials in the transportation engineering fields (Post 
2005, Sherman 1980). Implementation of the TPM and a required move to token pricing in 
2006 created a backlash among users and led to a widespread cancellation of the SAE-DL by 
academic engineering libraries. Pressure from academic stakeholders ultimately led SAE to 
remove the TPM in 2007 and abandon the token pricing requirement a year later. 

In telling the story of the SAE-TPM controversy, I have three goals. First, I use the science 
and technology studies (STS) concepts inscription and anti-programs to explain stakeholder's 
negative reaction to the TPM and the token pricing model. I use interview, listserv, and obser
vational evidence to show how stakeholders' work practices and values conflicted with 
assumptions inscribed in the TPM and the token pricing. In explaining, I demonstrate how 
analysis of pricing is an integral part of sociotechnical analysis of user interaction with media 
distribution systems. Second, I trace the anti-program actions taken against the TPM and pricing 
model by stakeholders, highlighting alignments and slippages between the groups. I use the 

157 



Digitization 

SAE story to demonstrate a common challenge in scholarly communications reform: the 
diffic~ties of _maintaining stakeholder unity to press publishers for pricing change. Finally, I 
complicate this book's theme of"disruption" and suggest an alternative metaphor of constant 
renegotiation to describe how the terms and conditions for acquisition of published works have 
always been in flux. 

To set the background for the story of the SAE-DL, I first describe major changes intro
duced by mass digitization of scholarly works, including changes to the nature of the available 
material, how users access materials, valued attributes of content, control over access and use of 
a. w~rk, and pricing. Stakeholders most important to my story include the publishers who 
distr~bute th~ work (SAE), end users (faculty and students) and intermediary users (librari
ans/mfor:natwn managers) who acquire works from publishers on behalf of a larger end user 
commuruty. 

Changes to the nature of the scholarly materials and what users value 

~mo~g .~ublishers and ~braries, ICTs and networking produced new products called "digital 
libranes (DL) that provide network-based access and search services to databases of content 
(Borgman 2003). Readers of this chapter likely have extensive experience using digital libraries 
such as Elsevier's Science Direct, or JSTOR.2 The subject of this chapter, the SAE-DL, like 
other DLs, revolutionized how users made use of and valued scholarly materials. 

To understand how DLs changed use and valuation of scholarly materials, one must remem
ber the pre-full text DL era. Prior to the 1990s, most DLs held citations rather than full text. 
Once _researchers had ~btained useful citations from a DL, they would visit a library that 
subscnbed to. the physical copy of the desired journal to make photocopies of the desired 
~ontent. In this era: users valued the comprehensiveness of a physical collection owned by their 
library, and convemence meant the user could walk over to the library and get a desired paper 
from the shelf. 

DLs chang~d what users could use, how they could use it, and what they valued. They radi
cally changed perceptions of convenience. For one, DLs often provided access to a broader 
range of materials than had previously been purchased on paper including, as time went on, full 
t~xt. DLs were increasingly network accessible, meaning that you no longer had to visit the 
library t~ use them. Finally, DLs incorporated new indexing and search tools and hyperlink
enabled mterfaces that allowed speedy browsing of many papers. Over time, end users came to 
value ?eed and_ network access over physical ownership cif material. Physical ownership decreased in 
:alue m the_ mmds of end users, and convenience meant the ability to get the full text of a paper 
mstantly Withou~ leaving your office. Yet DLs were often more expensive than earlier print 
counterparts. This was true of the SAE-DL. Librarians had always considered SAE materials 

expen~:ve, and the D~. was. even more expensive than most databases - it "should be gold 
plated remarked one llbranan on an engineering library listserv. 

Another important trend was the development of the Open Access (OA) movement in the 
2000s. Academia has had a long informal gift culture (Cragin and Shankar 2006, Hilgartner and 
Brandt-Rauf 1994). But digitization and networked access led to calls for free access to the 
~utput of scholarship, _uncle~ the a~sumption that making the output of research widely acces
sibl~ _would democratize science, mcrease economic development, and improve global health 
(Willmksy 2006). Within the story of the SAE-DL, arguably the rhetoric of OA influenced 
some end users' expectations about how publishers ought to treat scholarly material. 
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The shift from ownership to licensing 

The digitization and networking of scholarly output was not without downsides. One major 
concern has been the shift from the ownership of physical works to the leasing of networked 
access to digitized works that live on publisher servers. This shift has occurred across content 
industries, including music and movies, as well as academic publishing. In many ways, a music 
lover's decision to subscribe to Spotify instead of purchasing CDs has the same affordances and 
creates the same problems as a librarian's decision to rely on networked access to a DL instead 
ofbuying paper or CD-ROMs.3 

1 Critics lament that the shift to licensing of networked access allows publishers to create 
much broader restrictions that those typically protected by U.S. copyright law, including 
restricting uses that would arguably be protected under the principle of Fair Use. As Lessig 
explains, because digital use necessarily involves making a copy of a work (i.e., downloading a 
document from the vendor's server), rights holders argue that they can place greater restrictions 
on use of that copy than they could place on a paper work (Lessig 1999). Within the context 
of scholarly publishing, many worry about loss of "perpetual access" to licensed materials. 
Pmchased paper volumes remain available to users if a library cancels its subscription. In 
contrast, DLs often resemble a subscription-based cable-TV model or a Spotify account: when 
you cease to pay, you lose access to the content. 4 In the context of the SAE-DL story, this meant 
that researchers working for institutions that cancelled their DL subscriptions lost access to 
content which they had not printed or previously saved.5 No bound volume sat on the library 
shelves. 

Technological protection measures 

Due to concerns about unauthorized copying, some publishers began to adopt "technological 
protection measures" (TPM), or computer hardware- and software-based tools that limit access 
to a work or use of a work.6 TPM, in combination with license restrictions and the anti
circumvention provisions of the 1998 Digital Millennium Copyright Act, limit uses of 
protected digital materials. The arguments in favor ofTPM are that publishers may refuse to 
digitally distribute valuable content unless they can ensure it will not be misused, that TPM 
facilitate new business models not possible without new forms of control, and that they better 
ensure a return on investment. Scholarly publishing's expansion of its customer base into inter
national markets with different social copying norms make issues of control more important 
than in previous years. In this context, the 2011 International Intellectual Property Alliance 301 
report on China specifically calls for increased attention to the problem of piracy of "library 
academic journals" and "usage otbooks and journals at universities" (IIPA 2011: p 59). 

TPM may control access to a work by controlling who can log in to a DL, for example by 
limiting access to a particular computer or login credential. They also control use of a work, for 
example, by blocking users' ability to save digital copies or limiting printing. Many different 
types ofTPM exist with varying access and use restriction possibilities. The SAE-DL was what 
is knownas a "c:ontainer"TPM, similar to those commonly used to protect streaming movies 
or music (for example, Netflix, iTunes). In a container system, all of the content is kept within 
a locked (encrypted) container (software reader). A user cannot view the content outside of the 
container, and the container prevents the user from making copies of the content. 

To use content a user must: (1) have access permission via a valid login or an approved IP 
address, (2) have a copy of the software reader, (3) have an encrypted network connection to 
the publisher's server, and (4) only seek to enact uses allowed by the software reader. This 
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arrangement is very similar to the N etflix system today where a user can only access and view 
movies while: (1) she has a Netflix account, (2) she has downloaded the Netflix movie viewer, 
(3) she has an active network connection to the Netflix server, (4) she is only seeking to use 
the content in ways allowed by the Netflix movie viewer. 

The SAE-DL controversy was shaped by the fact that it was one of the first instances where 
university campuses faced the prospect of scholarly content embedded in a restrictive TPM. But 
while the SAE-DL was arguably the first highly restrictive TPM in campus libraries, some less 
restrictive types ofTPM, such as those that require page-by-page printing in order to make 
copying more onerous, were already widely implemented by scholarly publishers (Eschenfelder 
2008). 

Pricing models 

SAE's introduction of the TPM was coordinated with a required shift from the popular 
"subscription" pricing model to "token" pricing. Academic library pricing norms for DL prod
ucts had come to center around the subscription model, where the library pays a set price for 
all possible uses in a subscription period (Farjoun 2002). Often called the "all you can eat" 
model, it provides cost predictability for libraries, which is important given campuses' highly 
variable use. If a professor develops a new assignment that requires her students to find papers 
from a certain DL, use of that DL may jump without warning. Using the subscription model, 
variance in use within a given year does not impact the library's bill for that year. 7 

In contrast with token pricing, a library pays in advance for a number of downloads/uses of 
papers in one year. There is no physical token, rather tokens are virtual permissions, typically 
managed on the publishers' server.8 For example, a library may purchase 850 tokens for a year. 
A publisher's server would keep track of these uses and (ideally) periodically report to the 
subscribing libraries about how many tokens they had left.9 The token model works well for 
low use customers or customers with very predictable/managed numbers of downloads; 
however, it is generally considered disastrous by academic libraries given the lack of predictabil
ity in campus use. 1o 

The token pricing and the TPM are strategically linked. In the case of the SAE-DL, the 
TPM blocked users from saving digital copies of papers (described later).This inability to make 
digital copies of papers ensured that each digital use of an SAE paper counted against the token 
count. Downloading a paper once used one token. Re-downloading it the next day (because 
you can't save an electronic copy) uses another token. Users had to remember to print out 
paper copies to avoid incurring token charges. In my analysis, I explore and compare the prob
lems created by the token pricing with the problems created by the access and use restrictions 
built into the TPM itself. Each clashed with stakeholder groups' practices and values in inter
linking ways. 

Inscription and resistance 

The science and technology studies (STS) concepts de-scription and anti-programs (Akrich and 
Latour 1992) are valuable in illuminating the SAE-DL TPM story, which includes anti-program 
actions by researchers, students and librarian/information managers, during a period of de
scription in which ultimately some (but not all) of the assumptions that the publishers 
embedded into the TPM and the token pricing were challenged. To explain why the de-scrip
tion occurred, I demonstrate how the TPM and the token pricing conflicted with the work 
practices and values of stakeholders. 
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STS has a long history of showing how system designers' preconceptions influence the 
design of systems and shape future uses of those systems (Bijker and Law 1992, Winner 1986). 
Akrich and Latour (Akrich 1992, Akrich and Latour 1992) use the metaphor of a film script 
to describe how designers' preconceptions delimit what activities users can undertake with a 
system, such that designers' assumptions become inscribed into a system. STS scholars have also 
explored how users resist this direction and reconfigure systems to suit their own needs (for 
overviews see Oudshoorn and Pinch 2003, 2007). Akrich and Latour use the term anti-program 
to describe user actions that conflict with designers' scripts about what ought to occur. They 
also introduce the term de-scription to describe the period of adjustment (or failure to adjust) 

1 

between the system designers' idealized scripted uses and what users are actually doing (or not 
doing) in the real world. De-scription is a period of renegotiation of the script between some 
users and systems designers (Akrich and Latour 1992). It may also be a literal de-inscription of 
the assumptions previously inscribed into a system. STS studies of technology implementations 
have also shown how different groups of stakeholders may have different conceptions of the 
degree to which a system is "working" or "not working" based on how the system fits with 
preexisting work practices and values (Bijker 1995). 

Within the world of media and information studies, scholars have described how media 
industries have inscribed preconceptions about who should use intellectual and cultural prop
erty into media distribution systems, and they have demonstrated how those systems script how 
consumers can use media (Gillespie 2007, Eschenfelder et al. 2010, Eschenfelder and Caswell 
2010). Other scholars have outlined the anti-programs undertaken by activists or users to resist 
industries' inscribed conceptions (Postigo 2012, Eschenfelder et al. 201 0). 

I present the SAE-DL TPM story as a period in which anti-programs reigned and an ulti
mate de-scription of some (but not all) of the assumptions that the publishers embedded into 
the TPM occurred. I illustrate how conflicts between work roles and values and the idealized 
scripts embedded in the TPM and the token pricing made the SAE-DL "not work" for stake
holders. In doing so I illustrate how pricing is a major design factor of a system that shapes how 
users interact with the system. 

Methods 

Data collection occurred in fall 2007 and spring 2008 just after the implementation of the TPM 
in academic libraries in the United States. Of 31 known U.S. university SAE-DL subscribers, 
23 cancelled their subscription immediately after the TPM implementation, while 8 retained 
their subscription (Thompson 2008). 11 I selected case sites that retained their subscriptions and 
sites that cancelled their subscriptions. 12 Collecting data from both allowed me to compare the 
effects of the TPM with the effects ofloss of access to the SAE-DL due to cancellation. All my 
case sites were campuses with undergraduate and graduate engineering programs. I interviewed 
three sets of stakeholders: engineering faculty, students, and librarians/information managers. I 
employed face-to-face, phone and email interviews. I also reviewed SAE literature about the 
TPM and its pricing model, press releases, annual reports, and a copy of the SAE-DL license 
from the 2007/2008 period. Finally, for 18 months I followed discussion of the controversy on 
engineering librarian blogs and listservs that discussed the controversy. 

For analysis, I used inductive coding to generate greater understanding of the perceived 
indirect and direct "effects" of the pricing and TPM implementations on student, faculty and 
librarian stakeholders across and between the case sites. 
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SAE's technological protection measure and pricing controversy 

SAE is an unusual, but important publisher for researchers in transportation engineering. My 
interviewees perceived SAE's periodicals as having lower prestige than other engineering 
publishers, but SAE's large membership and niche focus on transportation made it a valuable 
venue for attracting grants from manufacturers and gaining a large audience. 13 As one intervie
wee explained, SAE is "still the best place to publish because of (the] large audience." Another 
explained, "at an SAE conference, you could have 250 people in the room, at [a competing 
conference] (there] might be 9." Students I spoke to were aware of the importance of SAE as 
a publication venue and spoke of their plans to become SAE members after they graduated. 

According to librarian/information managers, SAE sales were predominately focused on 
industry, and this focus limited SAE's interest in understanding academic users. They 
complained that SAE was less responsive to the needs of the academic community than other 
engineering publishers; "SAE just doesn't get academic libraries and how student use of its 
materials differs from corporate use of its materials." 

The first mention of the TPM appeared in SAE's 2005 Annual Report which described the 
development of a system to "ensure protection" for SAE's intellectual property (SAE 2005). 
SAE's website framed the TPM as a sustainability issue, helping to ensure continuation ofSAE's 
role in developing and distributing information. According to SAE, "Managing access to docu
ments based on copyright ownership and protecting content rights is imperative to the 
continued development and distribution of technical documents and standards" (SAE 2008). In 
addition to implementing the TPM, SAE announced it would move from a subscription-based 
pricing model to a token pricing model for the SAE-DL. 

SAE adopted a commercial container TPM system called File Open, which employed an 
Adobe PDF plug-in viewer. As with all container TPM, SAE documents were in a protected 
viewer (a secure PDF). In order to use SAE papers, a user needed to meet four conditions: 

The user had to have permission to use the work/have a login or IP address that was 
authorized by SAE. 

2 The user had to have an authorized copy of the PDF plug-in software reader. 
3 The user had to have an active network connection so the software reader could contact 

the SAE server to request permission to use an SAE document. 
4 The user could only seek to enact uses allowable by the software reader. 14 

The TPM scripted a narrow range of uses. Users could not save digital copies of any docu
ments. Each opening of a digital document counted as a use. Users could only access digital 
documents from an authorized network connected computer. The TPM did not allow docu
ments to be "edited, copied, saved, emailed, or accessed from an unauthorized machine." 
Linking to the token pricing, if a user wanted to look at the same document ·on different days, 
the later view counted against their library's token count. Users could print a document once. 
SAE instructions advised users to always print documents (given the one allowed printing) to 
facilitate use over time, and in case they needed to use the document while offiine (SAE 2008). 
In terms of the required token pricing, SAE offered libraries four pre-pay options for tokens: 
850, 1800, 2500 and 3300 uses. While prices were not publicly posted, one listserv poster 
described how SAE charged her library $7,500 for 850 downloads ($8.82 per use) and $15,000 
for 1800 downloads ($8.30 per use). 

In late 2006 and early 2007 as libraries began to renew their licenses, SAE began to insist 
on implementation of the TPM and the token pricing. In reaction, engineering libraries and 
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research centers at many universities cancelled their subscription to the SAE-DL. This is when 
I began data collection. 

How did the TPM and pricing impact users? 

In implementing the TPM, SAE inscribed values like protection of its intellectual property and 
created the above described very narrow script for use. SAE's idealized use assumed users would 
find a relevant paper based on its abstract and then, using a token, print one copy. They would 
~tore the printed copy for later use. They would nev~r attempt .to save. a digital copy. In collab
orative situations, each team member would acqmre and pnnt their own copy or rely on 
photocopies made from the authorized print out. In implementing the token pricing, SAE also 
inscribed assumptions into the SAE-DL. In this script, an information manager would success
fully predict use to buy the correct number of tokens and then effectively ma~age use so a~ not 
to run out of tokens. In the sections that follow I detail how these assumptiOns and scnpted 
uses conflicted with the actual work practices and values of the stakeholders, generating the 
period of de-scription. 

Intermediary users: impacts on librarians/information managers 

On professionallistervs and blogs, engineering librarians/information managers react~d to the 
TPM and token pricing implementation by beginning an anti-program encouragmg each 
other to cancel their SAE-DL subscriptions. Intermediary users were concerned about the 
token pricing and the precedent SAE's TPM would set within the larger scholarly information 
marketplace. 

From an intermediary user perspective, it is almost impossible to separate the TPM from the 
pricing because the TPM's tracking of all uses and blocking of digital re-use and sharing was 
the foundation of many pricing problems. The token pricing relied on the TPM to stop users 
from making digital copies of SAE papers. If users could save electronic copies, or sha~e. e
copies among themselves, they could avoid drawing down the library's tokens. But the pncmg 
of tokens also matters for understanding why users reacted negatively to implementation of the 
token pricing. If the cost of each token/use was low enough, then librarians/information 

managers may have accepted the new pricing model. But token costs were high, and. SAE-~~. 
did not allow rollovers. "Nothing rolls over to the next year, and you get no financial credit 
one librarian complained. Alternatively, if librarians/lab mangers could better predict use, they 
might have been more amenable to the token model. 15 But academic use is irregular, and inter
mediary users were frustrated by lack ofSAE reports on token usage (tracking token usage took 

place on SAE servers). One complained, "Given how difficult it is to obtain du~v~oad dat.: 
from SAE, it is not possible to monitor the usage of downloads through the subscnpt10n year. 
The TPM also caused user support issues. Intermediary users had to explain the new restric
tions and network connectivity requirements as well as troubleshoot installation and use 

problems. . . . 
The TPM/pricing combination also conflicted with long-standmg busmess pr~cti.ces 

between publishers and academic libraries; in particular, it challenged norms about subscnptwn 

pricing and unlimited use. As described earlier, the subscription pricing model. with."~ you 
can eat" use is typically a pricing option that libraries can choose when contractmg with jour
nal publishers (Fatjoun 2002). Intermediary users feared that SAE's requirement t~ move to the 
combination of token pricing and TPM restrictions would set a bad precedent m the market 
and other publishers would be tempted to follow suit. As one librarian explained, "if these 
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publishers watch our reaction to SAE, and decide that librarians think this publication model 
is 'OK,' then we've got serious problems down the road." Another concurred, "Wavering within 
the academic library community at this point and having shops buy the [SAE-DL] with the 
current or proposed terms is a precedent that we don't want to set. It just opens up the possi
bility of other publishers following SAE 's lead." 

There is a parallel here with Dumit and de Laet's work (Chapter 4, this book), which 
describes the power of norms to create social expectations. Dunlit and de Laet critique the 
normative power of average weight graphs, arguing that the graph creates societal expectations 
that average weight is "normal" and that other weights above and below the average are not 
normal. In the SAE case, intermediary users sought to protect the existing norm of subscrip
tion pricing and unlinlited use from the introduction of an alternative. They feared that 
academic library acceptance of SAE's actions would weaken the subscription/unlinlited use 
norm by representing the TPM/token pricing combinations as also "normal." Other publish
ers might then see the TPM/token combination as an acceptable way of arranging their 
business relationships with academic libraries. 

For the intermediary users, the assumptions built into the TPM and the token pricing 
conflicted with numerous realities of the academic work environment. They also conflicted 
with long-held professional practices dictating how publishers and libraries normally exchange 
goods and services. The interlinked nature of the TPM and the token pricing made both an 
issue for intermediary users; however, the fact that most libraries waited to renew their 
subscriptions until 2008 when SAE re-offered a subscription "all you can eat" model, suggests 
that pricing was a significant problem on its own. 

I continue by discussing impacts on faculty and students. It is important to remember that 
I had very linlited data from users with actual experience with the TPM. Most campuses 
cancelled access. For sites that kept their subscription, most end users' experiences were linlited 
to a few months. 

End users~ impacts on faculty and students 

The scripts assuming paper printing and paper based sharing inscribed in the TPM directly 
conflicted with transportation engineering's team-based work practices and strong norms of 
sharing important information within teams. Labs maintain shared local collections (LC) of 
papers that are most relevant to their work and the first stop in any literature review. Faculty 
referred students to papers in their LC. One student described how students don't "go to the 
library" instead they go the LC, "which has folders of both old and new key papers." In some 
cases, these LCs were paper-based, but in many cases LC were shared server files. As one 
researcher described, "Somebody gets the paper from the library and then they store it in a 
topically organized set of shared folders." Students working on a project together described 
how "they have group directories and share both electronic and paper files related to their 
topics." The LCs were typically only available to team members associated with a particular 
project or advisor. One faculty described his set-up as an "online paper archives that are IP 
restricted and password protected." 

Most of the faculty I interviewed did not have direct experience with the TPM because 
their students did most of their literature work, but all the faculty were aware of it. A few 
faculty reported usability inconvenience problems created by the TPM, but the most dominant 
problem was that they believed their research should not be subject to the TPM restrictions. 
Faculty used arguments common from the open access movement, pointing out how most of 
the papers in the DL were created by faculty, and SAE should not place such onerous restric-
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tions on faculty and student use of faculty-produced material. Others noted they were SAE 
members and that their organization should be more sensitive to their needs. For faculty, the 
SAE-DL did "not work" because the narrow use scripts allowed by TPM conflicted with 
faculty expectations about how publishers should treat work produced by faculty and how their 
students should be able to make use of scholarly materials. 

Students had more direct experience with the TPM because they did the bulk of the liter
ature-related work: finding new articles, adding them to the LC and bringing them to their 
advisor's attention. Students described how the assumptions about paper printing and sharing 
ymbedded in TPM made traditional sharing practices more difficult, required extra work to 
make paper copies, led them to avoid using SAE papers, and even made them question their 
future membership in SAE. One student described the extra work he had to do to access a 
paper he was using in his team: "I am doing a project for Engines with my partner and we share 
a shared drive. I couldn't open a paper so I had to request it." Another student concurred, "The 
restriction hampers the sharing of papers needed to complete the project or research work." 
Faculty also lamented the impact of the TPM on sharing between graduate students. Said one 
professor: "In the past they could swap information/knowledge more readily because they 
could trade papers more easily. Now they are more compartmentalized." Because of the extra 
copy labor required by the TPM, some students began to avoid using SAE papers and instead 
found substitutes. But the ability of students to use alternative sources depended on the exact 
nature of their research - for some, SAE materials were not fungible. The imposition of the 
TPM also caused some students to question their possible future membership in SAE. Joining 
SAE was a professional norm in the field, but some students noted that because of the TPM 

they no longer wished to join. 
The TPM's narrow use scripts constituted a major disconnect with the real values and work 

practices of faculty and students and users began anti-programs in reaction to these scripts. 
Scripts that blocked saving digital copies would have precluded inclusion of SAE papers into 
an electronic LC and precluded peer-to-peer electronic sharing of papers among team 
members. But for both faculty and students, the TPM was seen as a "nuisance" rather than an 
absolute impediment because they believed they could use work-arounds. 16 As one student 
described, "It does not seriously affect the project or research work, but it surely does create 
nuisance." Sinlilarly, faculty interviewed believed their graduate students could "work around" 
it to continue their normal practices. 17 These work-arounds constituted anti-programs that 
conflicted with the SAE idealized use scripts. Avoiding use ofSAE materials represents another 

anti-program. 
Imposition of the TPM conflicted with the work practices of student and faculty, requiring 

them to create anti:-program work-arounds. It also conflicted with their expectations about 
how publishers ought to treat scholarly materials. 

The imposition of the TPM and the token pricing had a secondary effect ofloss of full text 
access due to a campus cancelling or reducing access to the SAE-DL. The most dominant 
theme in the interviews was that reduced full text access slowed down the 24/7 research 
production now expected in engineering labs research and reduced the quality of literature 
reviews. On campuses that cancelled the DL, users could only browse abstracts before ordering 
a paper through document delivery. The time drags in the ordering process interfered with 
instant access to full text papers now expected in contemporary acadenlic practice. One student 
noted that ordering a paper, "Pretty much just wasted a day for me." Another described how, 
"It's a day lag for information that I would like to have at this instant." 

The token pricing assumed that users could make good judgments about the value of a 
paper based on its abstract. But according to participants, reliance on abstracts before ordering 
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or spending a token was problematic because SAE paper abstracts were poor quality. Further, 
often abstracts were inadequate because users needed to look at images, graphs and equations 
in an article to judge its utility. The poor quality abstracts, combined with the extra time and 
mental effort needed to order the paper meant they were less likely to request an SAE paper. 
One student explained that ordering based on an abstract, "is a too big an investment of my 
time especially when I don't know if that specific paper may be useful or not." One faculty 
member explained how he knew he could order papers, but "couldn't be bothered" to order a 
paper "based on a 'maybe' relevant abstract." Users also testified that because they were less 
likely to look at SAE papers, they likely had less-thorough literature reviews than they might 
have had, and this, in theory, affected the potential quality of research. As one student explained: 
"To be honest, my lit reviews, and papers in general were much better researched before." A 
faculty member figured his literature reviews were "probably less thorough now than before." 

In the second type of reduced access, sites limited access to the SAE-DL at designated 
computers (sometimes supervised by a librarian) in order to better manage token usage. In this 
case users had to travel to the designated computer to obtain SAE papers and this required 
travel also directly conflicted with the instant full text access that academic users have come to 
take for granted. Users resented having to physically go to the library. One complained how "It 
would be much more useful if we could look up papers from our desk rather than ... sending 
someone to the library to get the papers, which is time consuming." One faculty member 
reported that instead of requesting a paper from the library, he would ask a student in his class 
for access via his (industry] work accounts because that was more convenient. 

The change to the distribution system for SAE materials, which resulted in the loss of 
convenient full text access and a reversion to pre-digitization work patterns of library-medi
ated abstract-based access, conflicted with the contemporary academic beliefs and practices 
about how and when work should occur. 

How did the token pricing impact end users? 

In this section I consider how the assumptions and values inscribed in the token pricing model 
interfered with end users work practices and values apart from the TPM. I do so in order to 
better understand the impact of pricing on users' potential interactions with a system. One can 
argue that systems designers either assumed that end users would be unconcerned with the cost 
of papers or that their paper use would be very selective such that individual users would not 
fear running up high costs. My data shows students were sensitive to the token pricing and 
became much more selective about using papers. Some faculty used fewer papers, but other 
faculty resisted librarian/information manager attempts to manage token use. 

On campuses that cancelled the SAE-DL, students could order SAE papers through docu
ment delivery. In these cases, some student reported limiting their use despite not having been 
instructed to do so. They explained that the need to order the paper made them more aware 
of the costs. As one reported, "I try to use it less often due to the cost." Some, but not all, faculty 
reported using fewer SAE papers in classes because they knew students had to order the papers. 

Other campuses kept their subscriptions, but limited access to just one or two computers 
and sometimes actively sought to manage token use by mediating searches or advising students 
and faculty to be ''judicious" about downloading papers due to their need to manage the token 
count. Students reported some anxiety about using SAE papers because of these warnings, and 
a few faculty members reported concerns about assigning SAE papers in classes due to the 
token concerns. While the system script assumed they would continue to use relevant SAE 
papers, users instead engaged in the anti-program of avoiding SAE materials. 
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Not all faculty changed their use of the SAE-DL. Some reported actively resisting calls by 
librarian/information managers to moderate use due to token concerns. They complained that 
instructions to "be judicious" were not feasible in the highly distributed and independent 
academic working environments. Their refusal to self-regulate use illustrates the strength of the 
current academic expectation for unfettered network access to full text materials. One 
researcher argued, "How do you control how independent people download the same paper? 
My student might download it ... then Professor X's student might download it ... then some
one else does ... how do you control that?" Librarians/information managers confirmed that 
it was difficult to manage others' use and to explain to others "how or why people should 
I 
control their usage." 

Interests shift and anti-programs vacillate 

In March 2007, in a move that created a huge stir in the engineering library community, MIT 
engineering faculty, in coordination with the MIT engineering library, very publicly cancelled 
their SAE-DL subscription citing the implementation of the TPM (Library Journal 2007). 
Because MIT is seen as a premiere engineering program, its decision to cancel was hugely 
influential. The MIT cancellation gave libraries/information managers more social capital with 
which to persuade reluctant faculty that they too should cancel their SAE-DL subscription. 
Further, the publicity associated with the cancellation likely increased pressure on SAE's 
publishing unit. My participants reported that around the same time, several prominent faculty 
who had held leadership positions in SAE complained about the TPM at the spring 2007 SAE 
Annual Meeting. Shortly after the Annual Meeting, on April 19, 2007, the SAE Publications 
Board voted to remove the TPM from the academic library product (SAE International, April 
2007). Thus, the actual life of the TPM was quite short. An academic user could have experi
enced the TPM from sometime in early 2007 to April 19 of 2007: approximately 1-4 months. 
Importantly- the token pricing was retained for one more year until spring cif 2008. 

I argue that the high-profile cancellation by MIT, combined with faculty anti-programs of 
complaining at SAE Board Meetings and growing awareness of rights issues among faculty 
stemming the broader open access movement, created a confluence of interests among inter
mediary and end users to pressure SAE to remove the TPM. But as I later show, it was more 
difficult to retain that confluence of interest to change the token pricing model. Getting end 
user buy-in for pricing issues can be difficult due to the current structural arrangement ofDL 
purchasing. 

Following up from the April decision, on November 6, 2007 the SAE Publications Board 
voted to permanently remove . the TPM from the academic library DL product (SAE 
International Nov 2007). But the token pricing model remained in force until spring 2008. 
Therefore, many of the concerns related to reduced access and token count anxiety were 

ongoing. 
At this stage in the story, we see destabilization of the confluence of interests between inter

mediary-user and end-user stakeholders. According to librarians/information managers, the 
suspension of the TPM greatly increased pressure from end-users to re-subscribe to the SAE
DL because faculty and students were focused on the TPM and had less understanding of the 
pricing issues. Once the TPM was removed, they thought the controversy was over. One librar
ian complained, faculty "don't understand that the problem is not only the TPM, but also the 
associated pricing model..." Another complained that faculty "didn't understand ... effects [of 
the token pricing] on the library budget and how viewing would cost them a lot." 

Finally, in spring 2008, SAE sent out an email announcing new "Welcome Back" pricing 
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which included a return to the (still expensive) subscription "all you can eat" pricing model. 
By March 4, 2008 MIT announced it was resubscribing to the SAE-DL, (Durrance 2008) and 
many academic engineering libraries followed. 

While the TPM was in place, intermediary and end user interests were aligned, but with the 
removal of the TPM, some faculty and students lost interest. This illustrates how the change in 
the pricing model did not affect all stakeholders the same way. It directly impacted librar
ian/information manager budgeting and created concerns about setting a bad precedent in the 
scholarly information market. The impact of pricing on end users was mixed. Students and 
some faculty reported reduced use of SAE papers due to concerns about pricing and encour
agements to manage use. Further, end users experienced many indirect negative consequences 
due to cancellation or reduction of access because of price concerns. But, as I explain below, 
the structure of campus DL acquisition budgets arguably reduces faculty and student sensitiv
ity to broader pricing problems. 

Discussion 

In telling the SAE-DL story, I have had three goals: to demonstrate how analysis of pricing is 
an integral part of sociotechnical analysis of media distribution systems, to highlight the slip
pages in alignment between intermediary and end user stakeholders in scholarly 
communication reform efforts, and to complicate this book's theme of" disruption" by suggest
ing an alternative metaphor of constant renegotiation. I draw out evidence from the SAE-DL 
case to further develop each idea below. 

My depiction of the SAE-DL TPM case study demonstrates how analysis of pricing and 
packaging is an integral part of sociotechnical analysis of media distribution systems - along 
with consideration oflegal, cultural and technical elements (Eschenfelder et al. 2010).The SAE
DL controversy was generated by both the TPM and the token pricing. The scripts created by 
TPM alone cannot explain why all user groups undertook "anti-programs" to resist or recon
figure the S¥-DL (Akrich 1992,Akrich and Latour 1992, Oudshoorn and Pinch 2003, 2007). 
The period of de-scription I examined (2006-2008), or the period of renegotiation of the 
script between users and SAE-DL systems designers, included renegotiation of both the uses 
controlled by the TPM and ultimately also of the pricing model with the reversion to the 
"Welcome Back" subscription pricing. 

I argue that pricing tends to go underexplored in studies of digital media distribution 
systems. To understand the importance of pricing in the SAE-DL case, I gave analysis of token 
pricing equal weight with analysis of the TPM. I analyzed how the idealized use scripts stem
ming from both the pricing and the TPM interacted and conflicted with work practices and 
values. Pricing impacted librarians/information managers most directly, complicating their 
budgeting, conflicting with the established field norm of subscription pricing, and raising 
concerns about the new model creating a new community norm (see Dumrnit and de Laet, 
Chapter 4, this book). Pricing reduced students' and faculty use ofSAE materials and interfered 
with contemporary assumptions about instantaneous access to full text materials held by many 
faculty at research universities. While continued faculty pressure on SAE no doubt aided in the 
ultimate return to the subscription pricing model, other faculty resisted calls to moderate usage 
to control pricing. Further, librarians/information managers perceived that some faculty did 
not care about pricing. It is important to remember that removal of the token pricing model 
took almost a year longer than removal of the TPM. 

While imposition of restrictive TPM are still relatively rare in the academic library world, 
difficult pricing models are unfortunately common. Pricing remains problematic in scholarly 
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communications for several reasons. The market-based regime of scholarly communications 
distribution, where scholarly output is seen as a product that should generate (at least some) 
revenue, remains dominant. Critics charge that (some) publishers will extract as much revenue 
from universities as possible instead of merely seeking a reasonable rate of return. While many 
critique the current model, and alternative models exist (for example, Open Access, govern
ment subsidization of publication as a public good), there is still widespread acceptance of the 
market-based model and institutional acquiescence to the negative aspects of that model. 

Faculty could be powerful critics of difficult pricing, but the process by which goods and 
~ervices are exchanged between libraries and publishers is currently largely hidden from faculty. 
Budgets to purchase scholarly materials are commonly centralized at libraries rather than being 
distributed out to academic units. While this arrangement has efficiencies, critics argue that it 
creates a faculty ignorance of pricing problems that reduces market pressures on publishers 
(Darnton 2010, Davis 2003). Further, librarians and information managers often do not have 
the power to cancel an important subscription without agreement of faculty who are unfamil
iar with what constitutes a reasonable price (Darnton 2010, Davis 2003). 

This brings me to the second goal of this chapter - to highlight the challenge of stakeholder 
unity facing all scholarly communication reform. The Open Access movement has increased 
scholars' awareness of the value of their work as input to the scholarly publishing system. My 
faculty participants were primarily upset with SAE because the use restrictions scripted by the 
TPM conflicted with their expectations of how their publishers should treat their research 
work. Faculty believed SAE should make their work available to their institution under reason
able terms and conditions. But, while faculty know an onerous use restriction when they see 
it, arguably many faculty are ignorant of what constitutes a reasonable price, especially given 
the sheltered position of faculty in the cost-distribution system (Darnton 2010). The story of 
the SAE-DL, therefore, illustrates the common structural challenge facing scholarly communi
cation reform. Because faculty and student end users are structurally sheltered from the price 
of materials, they sometimes are unreliable allies in efforts to force publisher pricing change 
(Darnton 2010, Davis 2003). Of course, it is dangerous to generalize; many faculty care deeply 
about scholarly communication reform. In the case of the SAE-DL engineering faculty were 
highly instrumental in removing the TPM and no doubt aided in the ultimate return to the 
subscription pricing model. But it is still generally true that faculty members are not directly 

impacted by pricing due to the structure of budgeting. 
My final goal is to complicate this book's theme of"disruption."This book has a theme of 

how and why ideas} artifacts and practices come to be institutionalized or disrupted. I argue the term 
disruption implies some level of stability that ought to be returned to and that a metaphor of 
continuous re-negotation better captures the landscape of scholarly communications. I suggest that 
Akrich and Latour's de-scription is a better term than disruption as it could imply an indefinite 
loop of negotiation and re-negotiation. Publishing (scholarly or otherwise), taken in the long 
view and from an industry level, has always been changing. Terms and conditions for acquisi
tion of published goods has always been in flux and subject to debate (Eschenfelder et al. 2013, 
Eschenfelder and Caswell 201 0). Restrictions pushed by publishers today may be gone tomor
row and vice versa Oohns 2011).While we are in a particularly visible period of instability and 
change where Open Access or SPARC advocates are advocating alternative visions of the 
scholarly communications distribution process, from a long-term perspective, stakeholders have 
always been in constant negotiation about acceptable terms for the exchange of published 
works. From this perspective, the story of the SAE-DL TPM is a brief, but educational illustra
tion of one publishers' reconfiguration of distribution systems and end users' anti-programs in 

reaction to the system. 
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Conclusion 

The SAE-DL TPM case study demonstrates that the TPM alone cannot explain all the antipro
grams undertaken to change the SAE-DL. For some stakeholders, pricing was as important as 
the TPM; moreover the TPM and the pricing were interdependent. More broadly the case 
study demonstrates that studying changes in pricing is important to understanding users' 
acceptance or rejection of a system and in explaining variance in stakeholders' relationship to 
a system - different users may find different types of pricing acceptable based on their unique 
institutional roles. 

The changes seen in the SAE-DL TPM case study are in many respects representative of 
changes in the larger consumer content publishing industry. The SAE-DL case study demon
strates how DLs like e-journal and e-book distribution platforms allow publishers to exert 
control over published works in ways not possible in a paper distribution environment. These 
forms of control include TPM, but also include new pricing models that may tie cost to digi
tally tracked usage patterns. Further, both TPM restrictions and pricing models can have 
negative effects on day-to-day research and teaching practices. Everyone should be interested 
in the potential negative effects of media rights and pricing because both shape how we learn, 
debate and produce new knowledge. The case study also illustrates challenges to scholarly 
conmmnication reform efforts. These challenges should be of interest to all readers because 
scholars are part of the problem. The current budgeting structures for scholarly materials may 
inure you to the pricing problems in your field. 

Notes 

Data collection for this paper was funded by the Institute of Museum and Library Services Laura Bush 
21st Century Research Grant RE-04-06-0029-06. An early version of this paper appeared as 
Eschenfelder, K.R. (2012) "DRM in the Ivory Tower: The Society for Automotive Engineers Digital 
Library and Effects of TPM on Research, Learning and Teaching." Proceedings of the !-Schools 
Conference. Many thanks for the feedback provided by the editors and contributors to this book that 
improved this paper. 

2 Digital libraries have complex variations including publishers who host all their own content, publish
ers who host their content and other publisher's content, and resellers who host other publishers 
content. 

3 My claims about the shift to licensing in the library field are a generalization. While many electronic 
products are licensed, some are purchased. For example, purchased e-books may be owned by a library 
but still hosted from a publisher server. In these cases libraries typically pay an additional yearly main
tenance fee. It is still unclear to what degree first sale and other rights apply to e-books acquired by 
libraries but maintained on a publisher's server. The devil is often in the details of the contract. 

4 The question of whether or not subscription to a digital library should include perpetual access to all 
materials paid for during the period of subscription is still under debate in the scholarly publishing 
community. Some publishers do now offer perpetual access, but others do not (Zhang and 
Eschenfelder, working paper). 

5 In this case the library would seek to borrow a copy through interlibrary loan or purchase a copy 
directly from the publisher or another conunercial document provider to fulfill the end user's request. 

6 Many people use the term "DRM" or digital rights management system to refer to this set of tools; 
however, the term "digital rights management" refers to the much broader set of concerns and prac
tices associated with managing rights to a work. In order to avoid confusion, this article employs the 
narrower term TPM. 

7 Publishers may choose to increase the subscription fee when the license renewal comes due based on 
histories of increasing use. 

8 Tokens can be implemented as code based permissions keys similar to e-conm1erce gift certificate 
codes. In this case, an information manager like a librarian can give a token to a particular user. The 
SAE-DL tokens tended not to be managed in this way. 
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9 The token pricing model has numerous variations including instances in which the subscribing library 
holds token codes that (like gift certificate numbers) it can pass out to end users. This was not so with 

the cases I examined. 
10 Reality is always more complicated. There are examples of very successful uses of token pricing on 

campuses in instances where intermediary users can successfully manage use, for example, a very 
limited potential user group that must ask permission to use a token. 

11 The survey was undertaken by Thompson (2008). It was conducted through a professional engineer
ing librarian listserv and personal contacts between Thompson and other librarians. 

12 It is important for readers to understand that librarian/information managers do not always have the 
social power to make difficult cancellation decisions. Their jobs exist to manage information resources 
for end users like faculty and students. They must convince faculty to cancel; and if faculty wish to 
keep a certain DL product, it can be politically difficult for libraries/information managers to do 

otherwise. 
13 Competitors to SAE for engineering research publication include the An1erican Society of 

Mechanical Engineers (ASME), and the Institute of Electrical and Electronics Engineers IEEE, the 
An1erican Institute of Physics (AlP) and the American Physical Society (APS). 

14 When an authorized library user requested a document, a client-server session was established between 
the end user's computer and SAE's "permissions server. "The desired document was encrypted and 
sent to the user. A key was also delivered through a separately encrypted transmission to the security 
handler plug in on the user's machine. The SAE-DL plug-in then passed the key to the users Adobe 
Reader to permit display of the encrypted file. Importantly, users had to have an internet connection 
in order to view the documents in order to access the key to decrypt the document (SAE 2008). 

15 One easy to imagine workaround would be to print the document and rescan it to create a non-TPM 

protected digital copy. 
16 Some may argue that any workaround to a TPM constitutes a violation of federal law. In order to 

protect research participants, I did not ask any questions about if and how users employed 
workarounds. U.S. law currently prohibits circumvention of a technological protection measure expect 
for certain exemptions determined by the Library of Congress (17 USC 1201). The anti-circumven
tion provisions have been thoroughly critiqued elsewhere (Burk 2003). There is no reason to believe 
that circumvention ofSAE's TPM would have been considered exempt from the anti-circumvention 
law. In addition, any workaround to the TPM would be a violation of the license agreement signed by 
universities to gain access to the DL product. 

17 It is worth noting here that faculty and students at smaller institutions with more constrained library 
budaets are more reliant on interlibrary loan and document delivery. They do not enjoy the assump
tion~ of 24/7 instanteous full text access I describe here. Cross-campus inequities are a problem 

deserving their own paper. 
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The Web, Digital Prostheses, and 
Augmented Subjectivity 

Pj Rey and Whitney Erin Boesel 
UNIVERSI1Y OF MARYLAND AND UNIVERSI1Y OF CALIFORNIA, SANTA CRUZ 

The turn of the twenty-first century has been called "the Digital Age," and not without reason. 
In (post-)industrial nations, most young adults between the ages of 18 and 22 cannot remem
ber a time when computers, cell phones, and the Web were not common features of their 
cultural landscape. Today we have profoundly intimate relationships not just through these newer 
digital technologies, but with them as well. Because we use digital technologies both to 
communicate and to represent ourselves across time and across space, we express our agency 
through those technologies; at times, we may even experience our Facebook profiles or our 
smartphones as parts of ourselves. The way we interpret these subjective experiences has social 
and political consequences, however, and it is those consequences that we seek to interrogate 
in this chapter. 

We begin with a quick overview of the sociological understanding of subjectivity and two 
of its key elements: embodiment and the social conditions of subjectification. We argue that 
contemporary subjects are embodied simultaneously by organic flesh and by digital prostheses, 
while, at the same time, contemporary society maintains a conceptual boundary between "the 
online" and "the offiine" that artificially separates and devalues digitally mediated experiences. 
Because we collectively cling to the online/ offiine binary, the online aspects both of ourselves 
and of our being in the world are consequently diminished and discounted. The culturally 
dominant tendency to see "online" and "offiine" as categories that are separate, opposed, and 
even zero-sum is what Nathan Jurgenson (2011, 2012a) terms digital dualism, and it leads us to 
erroneously identify digital technologies themselves as the primary causal agents behind what 
are, in fact, complex social problems. 

In our final section, we use so-called "cyberbullying" as an example of how digital dualist 
frames fail to capture the ways that subjects experience being in our present socio-technolog
ical milieu. We argue that the impact of "cyberbullying" violence stems not from the 
(purported) malignant exceptionality of the online, but from the very unexceptional continu
ity of the subject's experience across both online and offiine interaction. At best, digital dualist 
frames obscure the causal mechanisms behind instances of" cyberbullying"; at worst, digital 
dualist frames may work to potentiate those mechanisms and magnify their harms. For these 
reasons, we develop the concept of augmented subjectivity as an alternative framework for inter
preting our subjective experience ofbeing in the world. The augmented subjectivity framework 
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is grounded in two key assumptions: (1) that the categories "online" and "offline" are co
produced, and (2) that contemporary subjects experience both "the online" and "the offiine" as 
one single, unified reality. 

Dimensions of subjectivity: social conditions and embodiment 

To begin, we need to be clear both about what we mean by "subjectivity" and about our 
understanding of the relationships between subjectivity, the body, and technology. Speaking 
broadly, subjectivity describes the experience of a conscious being who is self-aware and who 
recognizes her1 ability to act upon objects in the world. The concept has foundations in classi
cal philosophy, but is deeply tied to the mind/body problem in the philosophy of the 
Enlightenment- i.e., the question of how an immaterial mind or soul could influence a mate
rial body. While some Enlightenment philosophers examined the material origins of the 
subject, idealist philosophers and Western religions alike tended to view subjectivity as a tran
scendent feature of our being; they believed that the mind or soul is the essence of a person, 
and could persist even after that person's body died. This quasi-mystical separation of the 
subject from her own body and experience was typified by Rene Descartes, who famously 
observed, "I think, therefore I am" (1641 [1993]). Near the end of the Enlightenment, however 
- and especially following the work oflmmanuel Kant - philosophy began to abandon the idea 
that it had to privilege either of mind or matter over the other. This paved the way for the 
modern understanding of subjectivity as a synthesis of both body and mind. 

Western understandings of subjectivity continued to evolve over the nineteenth and twen
tieth centuries, and philosophers came to understand subjectivity as historically situated. They 
also began to recognize that different bodies experience the world in radically different ways. 
These points are critical to our argument, so we expand on both. 

First, we consider subjectivity to be historically situated - or, in other words, that the nature 
of subjectivity is fundamentally shaped by the subject's particular time and place. For example, 
the range of objects available to be acted upon - and thus the range of experiences - available 
to human bei~gs thousands of years ago most certainly differed from the range of objects avail
able to human beings in modern consumer society. We trace this understanding of subjectivity 
as historically situated back to the work of G.F.W Hegel, who observes in Phenomenology r.if 
Spirit that self-awareness- and, therefore, subjectivity- does not emerge in a vacuum; instead, 
our subjectivity arises from our interactions with both other conscious beings and the objects 
in our environment (1804 [1977]). Since both the objects and the other individuals in an envi
ronment will vary based on historical circumstance, it follows that the nature of subjectivity 
shaped by those objects and individuals will be particular to that historical moment as well.2 

Our notions of the subject's historical specificity are further reinforced by the work of 
Michel Foucault, who focuses on the critical role that power plays in the socially controlled 
process of "subjection" or "subjectification" that produces subjects (Butler 1997, Davies 2006). 3 

Foucault argues that modern institutions arrange bodies in ways that render them" docile" and 
use "disciplinary power" to produce and shape subjectivity in ways that best promote those 
institutions' own goals (1975 [1995]). He further argues that, because modern prisons and 
prison-like institutions act on the body in different ways than did their medieval counterparts, 
they are, therefore, different in how they control the ways that populations think and act. To 
illustrate: in medieval Europe, monarchs and religious authorities used public torture and 
execution of individuals (such as during the Inquisition) as a tool for controlling the behavior 
of the populace as a whole. In contrast, an example of modern disciplinary power (examined 
by Jaita Talukdar in this volume) is present-day India, where a liberalizing state with a burgeon-
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ing pharmaceutical and entrepreneurial sector has encouraged its urban elite to adopt "biotech
nological sciences as a style of thought," and to discipline their bodies by adopting new styles 
of eating. Talukdar explains that members of India's new middle classes who focus on 
consumption and individual self-improvement in pursuit of more efficient bodies are simulta
neously embracing neoliberal ideologies- and in so doing, reshaping their subjectivities in ways 
that benefit the multinational corporations that are starting new business ventures in India. 
Needless to say, the experience of adopting an inward, "scientific" gaze in order to cultivate a 
more "efficient" body is very different from the experience of adopting docile, submissive 
behavior in order to avoid being accused of witchcraft (and thereafter, being burned at the 

1 stake). Different techniques of social control therefore create different kinds of subjects- and 
as do people and objects, the techniques of social control that a subject experiences will vary 

according to her historical time and place. 
Second, we consider subjectivity to be embodied - or, in other words, that the nature of 

subjectivity is fundamentally shaped by the idiosyncrasies of the subject's body~ For example, 
being a subject with a young, Black, typically-abled, masculine body is not like being a subject 
with a young, white, disabled, feminine body, and neither is like being a subject with a middle
aged, brown, typically-abled, gender-non-conforming body. This probably seems intuitive. Yet 
in the mid-twentieth century, the field of cybernetics transformed popular understandings of 
human subjectivity by suggesting that subjectivity is simply a pattern of information- and that, 
at least theoretically, subjectivity could therefore be transferred from one 
(human/robot/animal/computer) body to another without any fundamental transformation 
(Hayles 1999). The cybernetic take on subjectivity turns up in popular works of fiction such as 
William Gibson's Neuromancer (1984), in which one character is the mind of a deceased hacker 
who resides in "cyberspace" after his brain is recorded to a hard drive. More recently, in the 
television show "Dollhouse" (2009-2010), writer and director Joss Whedon imagines a world 

in which minds are recorded to hard drives and swapped between bodies. 
If you had a body that was very different from the one you have now, would you still expe

rience being in the world in the same way? As we write this chapter, the United States is 
reacting to the acquittal of George Zimmerman in the murder ofTrayvon Martin; as article 
after article discusses the color and respective size of both Zimmerman's and Martin's bodies, 
as well as the color and sex of the six jurors' bodies, and the role that these bodily attributes 
played both in Martin's murder and in Zinm1erman's acquittal, it seems impossible to believe 
that bodies do not play a critical role in shaping subjectivity, even in the Digital Age. 

We follow N. Katherine Hayles in arguing that bodies still play a crucial role in subjectifica
tion. She observes that the cybernetic framing of subjectivity-as-information leads to a "systematic 
devaluation r.if materiality and embodiment" (1999: 48, emphasis in original). She asks rhetorically 
(1999: 1), "How could anyone think that consciousness in an entirely different medium would 
remain unchanged, as if it had no connection with embodiment?" She then counters by stating 
that, "for information to exist, it must always be instantiated in a medium," and moreover, that 

information will always take on characteristics specific to its medium (1999: 13). 
Here, Hayles is building on the phenomenological observations of Maurice Merleau-Ponty, 

who argues that knowledge of the world- and, ultimately, the experience of one's own subjec
tivity - is mediated through the body. As he explains, "in so far as we are in the world through 
our body ... we perceive the world with our body" (Merleau-Ponty 1945 [2012]: 206). 
Information is neither formed nor processed the same way in metal bodies as in flesh-and
blood bodies, nor in female bodies as in male bodies, nor in black bodies as in white bodies, 
nor in typical bodies as in disabled bodies, and so on. Even if we believe that subjectivity is 
reducible to patterns of information, information itself is medium-specific; subjectivity is 
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therefore embodied, or "sensory-inscribed" (Farman 2011). Because computer sensors or other 
devices for perceiving the world are vastly different from the human body, it follows that, if a 
computer were to become conscious, it would have a very different kind of subjectivity than 
do human beings of any body type. 

If we pull all these pieces together, we can start to get an idea of what subjectivity is and 
where it comes from. Put loosely, subjectivity is the experience ofbeing in and being able to 
act upon the world. This sense is shaped by the people and objects that are available for you to 
act both with and upon, and by the institutions and agents that act upon you, all of which are 
specific to your particular time and place.Your body is how you act both in and on the world, 
as well as the medium through which you experience the world and through which everything 
in the world acts upon you in return. Because the kind ofbody you have has such a profound 
impact in terms of both how you can act and how you are acted upon, it plays a critical role 
in shaping your subjectivity. Accordingly, we conclude that, for our purposes, subjectivity has 
two key aspects: historical conditions and embodiment. 

If we are to understand contemporary subjectivity (or any particular subjectivity, for that 
matter), we must therefore examine both the contemporary subject's embodiment and her 
present-day historical conditions. We begin with her embodiment. 

Embodiment: "split" subjectivity and digital prostheses 

Your embodiment comprises "you," but what exactly are its boundaries? Where do "things 
which are part of you" stop, and "things which are not part of you" begin? As a thought exper
iment, consider the following: Your hand is a part of "you," but what if you had a prosthetic 
hand? Are your tattoos, piercings, braces, implants, or other modifications part of"you"? What 
about your Twitter feed, or your Facebook profile? If the words that come from your mouth 
in face-to-face conversation (or from your hands, if you speak sign language) are "yours," are 
the words you put on your Facebook profile equally yours? Does holding a smartphone in your 
hand change .the nature of what you understand to be possible, or the nature of"you" your
self? When something happens on your Face book profile, does it happen to you? If someone 
sends you a nasty reply on Twitter, or hacks your account, do you feel attacked? 

Back when Descartes was thinking and (supposedly) therefore being, what did and did not 
constitute embodiment seemed pretty clear. The body was a "mortal coil"- that thing made of 
organic flesh that each of us has, that bleeds when cut and that decomposes after we die; it was 
merely a vessel for the "mind" or"soul," depending on one's ideological proclivities. Philosophy's 
move away from giving priority to either the mind or the body, however, necessarily compli
cated conceptions of embodiment. Over time, our bodies became not just mortal coils, but parts 
of" ourselves" as well. This conceptualization manifested, for example, in certain feminist (as well 
as hegemonic masculine) discourses that claim men's and women's desires are irreconcilably 
different based on how sexual differences between male and female bodies construct experience. 
Such perspectives might hold, for example, that women are biologically prone to be caregivers, 
while men are biologically prone to be aggressive and violent. While these naturalistic discourses 
recognize the significance of the body in shaping subjectivity, they make a grave error in portray
ing the body as ahistorical (and thereby fall into biological determinism). 

Judith Butler contests the idea that the body, and especially the sexual body, is ahistorical 
(1988). Citing Merleau-Ponty, she argues that the body is "a historical idea" rather than a "natural 
species." Butler explains that the material body is not an inert thing that simply shapes our 
consciousness, but rather something that is performed. This is because the materiality of the body 
is both shaped and expressed through the activity of the conscious subject. As Butler explains: 
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The body is not a self-identical or merely factic materiality; it is a materiality that bears 
meaning, if nothing else, and the manner of this bearing is fundamentally dramatic. By 
dramatic I mean only that the body is not merely matter but a continual and incessant 
materializing of possibilities. One is not simply a body, but in some very key sense, one does 
one's body and, indeed, one does one's body differently from one's contemporaries and 
one's embodied predecessors and successors as well. 

1988:521 

It is the fluidity of embodiment, as Butler describes it here, that we are most interested in. Our 
1 

perceptions of an essential or natural body (for example, the idea of a "real" man or woman) 
are social constructs, and as such represent the reification of certain performances of embodi
ment that serve to reinforce dominant social structures. This is why trans*4 bodies (for example) 
are seen as so threatening, and a likely reason why trans* people are subject to such intense 
violence: because trans* bodies disrupt, rather than reinforce, hegemonic ideals of masculinity 
and femininity. 

Following Butler, we understand subjectivity to have a dynamic relationship to embodi
ment: both the composition of bodies (embodiment) and the way we perform those bodies 
(part of subjectivity) are subject to change, both over an individual subject's life course and 
throughout history. Given the fluid relationship between subjectivity and embodiment, it is 
especially important to avoid succumbing to the fallacy of naturalism (which would lead us to 
privilege the so-called "natural body" when we think about embodiment). 

Recall from the first section, above, that our embodiment is both that through which we 
experience being in the world and that through which we act upon the world. Next, consider 
that our agency (our ability to act) is increasingly decoupled from the confines of our organic 
bodies because, through prosthetics - which may be extended to include certain "ready-at
hand" tools (Heidegger 1927 [2008]) - and also computers, we are able to extend our agency 
beyond our "natural bodies" both spatially and temporally. Allucquere Rosanne Stone argues 
that our subjectivity is therefore "disembodied" from our flesh, and that the attendant exten
sion of human subjectivity through multiple media results in a "split subject" (1994). The 
subject is split in the sense that her subjectivity is no longer confined to a single medium (her 
organic body), but rather exists across and through the interactions of multiple media. 

Stone interrogates our privileging of the "natural body" as a site of agency, and elaborates 
on the term "split subject," through accounts of what she terms disembodied agency (1994). In 
one such account, a crowd of people gathers to see Nobel laureate physicist Stephen Hawking 
(who has motor neurone disease) deliver a live presentation by playing a recording from his 
talking device. Although Hawking does not produce the speech sounds with his mouth, the 
crowd considers Hawking to be speaking; similarly, they consider the words he speaks to be his 
own, not the computer's. Implicitly, the crowd understands that Hawking is extending his 
agency through the device. Of course, Hawking's disembodied agency through the talking 
device is also, simultaneously, an embodied agency; Hawking has not been "uploaded" into 
"cyberspace," and his organic body is very much present in the wheelchair on the stage. 
Hawking's agency and subjecthood, therefore, reside both in his body and in his machine, while 
both the "real" Hawking and the "live" experience of Hawking exist in the interactions 
performed between human and machine. This is why Stone uses the term "split subjects" to 
describe cases where agency is performed through multiple media: because the subject's agency 
is split across multiple media, so too is her subjectivity. 

Stone refers to Hawking's computerized talking device as a prosthesis- "an extension of [his] 
will, of [his] instrumentality" (1994: 174).Just as Hawking acts upon and experiences the world 
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through both his organic body and his prostheses (his various devices), the contemporary 
subject acts upon and experiences the world through her organic body, through her prosthe
ses, and through what we will call her digital prostheses. Persistent communication via digital 
technologies is no longer confined to exceptional circumstances such as Hawking's; in fact, it 
has become the default in many (post-)industrial nations. SMS (text messaging) technologies, 
smartphones, social media platforms (such as Face book or Twitter), and now even wearable 
computing devices (such as Google Glass) extend our agency across both time and space. 
Digital technologies are pervasive in (post-)industrial societies, and our interactions with and 
through such technologies are constantly shaping our choices of which actions to take. In addi
tion to conventional prostheses (for example, a walker or an artificial limb), the contemporary 
subject uses both tangible digital prostheses (such as desktop computers, laptop computers, 
tablets, smartphones) and intangible digital prostheses (such as social media platforms, blogs, 
email, text messaging, even the Web most generally) to interact with the people and institutions 
in her environment. Similarly, she experiences her own beingness through her organic body, 
her conventional prostheses, and her digital prostheses alike. 

Again, to us- and perhaps to you, too -these ideas seem obvious. Yet as we elaborate further 
in the following section, there is still a good deal of resistance to the idea that interactions 
through digital media count as part of "real life." Why is this? In part, Stone suggests that 
"virtual [read: digital] systems are [perceived as] dangerous because the agency/body coupling 
so diligently fostered by every facet of our society is in danger of becoming irrelevant" (1994: 
188). The contemporary subject moves beyond Enlightenment notions of a discrete subject 
because her embodiment is the combination of her organic body, her conventional prostheses, 
and her digital prostheses. In other words, your hand is a part of you, your prostheses are parts 
of you, and your online presences - which are just some of your many digital prostheses - are 
parts of you, too. 

The contemporary subject is therefore an embodied subject, one whose materiality resides 
not in any one distinct and separate medium (organic body, conventional prostheses, or digital 
prostheses), h9t which is performed both within and across multiple media. In order to fully 
understand what the implications of such an embodiment are for the contemporary subject, 
however, we must turn to examining the historical conditions that shape her. We pay particu
lar attention to how digital technology, especially the Web, is conceptualized in our present 
social milieu. 

Historical conditions: co-production of "online" and "offline" 

In (post-)industrial societies, many of us live in a conceptually divided world - a world split 
between "the online" and "the offline." We argue, however, that the categories "online" and 
"offline" are co-produced, and so are created simultaneously as the result of one particular attempt 
to order and understand the world (aka, the drawing of the boundary between them) (Jasanoff 
2004, Latour 1993). As such, the categories "online" and "offline" reflect an ongoing process of 
collective meaning-making that has accompanied the advent of digital technologies, but they 
do not reflect our world in itself. We further argue that all of our experiences - whether they 
are "online,"" offline," or a combination of both - are equally real, and that they take place not 
within two separate spheres or worlds, but within one augmented reality. In order to understand 
the significance of digital technologies within our present historical context, we must explore 
the social construction of"online" and "offline," as well as augmented reality itself. 

It has become commonplace for writers (for example: Carr 2013, Sacasas 2013) to describe 
the world that existed before the advent of the Internet as being "offline." In the version of 
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history that such narratives imply, the world came into being in an "offline" state and then 
stayed that way until about 1993, when parts of the world began to gain the ability to go 
"online" and access the Web. But this line of thinking is fundamentally flawed. No one could 
conceptualize being" offline" before there was an "online"; indeed, the very notion of "offline
ness" necessarily references an "online-ness." Historical figures such as (say) WE.B. DuBois, 
Joan of Arc, or Plato could not have been "offline," because that concept did not exist during 
their lifetimes - and similarly, it is anachronistic to describe previous historical epochs as being 
"offline," because to do so is to reference and derive meaning from a historical construct that 
?id not yet exist. In short, there can be no offline without online (nor online without offline); 
these two linked concepts are socially constructed in tandem and depend upon each other for 
definition. 

The issue with configuring previous historical epochs as "offline" is that doing so presents 
the socially constructed concept of "offline" as a natural, primordial state ofbeing. Accordingly, 
the concept of" online" is necessarily presented as an unnatural and perverted state of being. 
This is the fallacy of naturalism, and it poses two significant problems. 

The first problem is that, the more we naturalize the conceptual division between online 
and offline, the more we encourage normative value judgments based upon it. It would be 
naive to assume that socially constructed categories are arbitrary. As Jacques Derrida suggests, 
the ultimate purpose of constructing such binary categories is to make value judgments. He 
explains that, "In a classical philosophical opposition [such as the online/ offline pair] we are not 
dealing with a peaceful coexistence of a vis-a-vis, but rather with a violent hierarchy" (1982: 
41). In this case, the value judgments we make about "online" and "offline" often lead us to 
denigrate or dismiss digitally mediated interaction, such as when we engage in digital dualism 
by referring to our "Face book friends" as something separate from our "real friends," or by 
discounting online political activity as "slacktivism" (Jurgenson 2011, 2012a). Our experience 
of digitally mediated interaction may certainly be different from our experience of interaction 
mediated in other ways, but this does not mean that online interaction is somehow separate 
from or inferior to what we think of as "offline" interaction. Rather, if we think more highly 
of"offline" interaction, it is because the very advent of digital mediation has led us to value 
other forms of mediation more highly than we did in the past. For example, in an age of mp3s, 
e-readers, text messages, and smartphones, we have developed an at-times obsessive concern 
with vinyl records, paper books, in-person conversations, and escapes into wilderness areas 
where we are "off the grid." This tendency both to elevate older media as symbols of the 
primacy of "the offline," and also to obsess over escaping the supposed inferiority of "the 
online," is what Jurgenson calls "the IRL [in real life] fetish" (2012b). 

The second problem that follows from the naturalistic fallacy is the framing of "online" and 
"offline" as zero-sum, which obscures how deeply interrelated the things we place into each 
category really are. Most Facebook users, for instance, use Facebook to interact with people 
they also know in offline contexts (Hampton et al. 2011). Do we believe that we have two 
distinct, separate relationships with each person whom we are friends with on Facebook, and 
that only one of those relationships is "real"? Or is it more likely that both our "online" and 
"offline" interactions with each person are part of the same relationship, and that we have one 
friendship per friend? Similarly, when people use Twitter to plan a protest and to communicate 
during a political action, are there really two separate protests going on, one on Twitter and one 
in Tahrir Square or Zuccotti park? Just as digital information and our physical environment 
reciprocally influence each other, and therefore cannot be examined in isolation, so too must 
we look simultaneously at both "the online" and "the offline" if we want to make sense of 
either. 
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If the conceptual division between "online" and "offiine" does not reflect the world of our 
lived experiences, then how are we to describe that world? In the previous section, we argued 
that the contemporary subject is embodied by a fluid assemblage of organic flesh, conventional 
prostheses, and digital prostheses. It likely will not come as a surprise, then, that the contem
porary subject's world is similarly manifest in both analog and digital formats - in both 
"wetware" and software- and that no one format has a monopoly on being her "reality." Just 
as the subject exists both within and across the various media that embody her, so too does her 
world exist both within and across the various media through which her' experiences take place. 
Following Jurgenson, we characterize this state of affairs as augmented reality (2011, 2012a). 

Why do we use the term "augmented reality" to describe the single reality in which 
"online" and "offiine" are co-produced, and in which information mediated by organic bodies 
is co-implicated with information mediated by digital technology? After all, engineers and 
designers of digital technologies have developed a range of models for describing the enmesh
ment and overlap of "reality as we experience directly through our bodies" and "reality that is 
mediated or wholly constructed by digital technologies." Some of those conceptual models 
include: "mediated reality" (Naimark 1991); "mixed reality" (Milgram and Kishino 1994); 
"augmented reality" (Drascic and Milgram 1996,Azuma 1997); "blended reality" (Ressler et al. 
2001, Johnson 2002); and later, "dual reality" (Lifton and Paradiso 2009). "Mediated reality," 
however, problematically implies that there is an unmediated reality - whereas all information is 
mediated by something, because information cannot exist outside of a medium. "Mixed real
ity," "blended reality," and "dual reality," on the other hand, all imply two separate realities 
which now interact, and we reject the digital dualism inherent in such assumptions; recall, too, 
that "online" and "offiine" are co-produced categories, and as such have always-already been 
inextricably interrelated. "Augmented reality" alone emphasizes a single reality, though one in 
which information is mediated both by digital technologies and by the fleshy media of our 
brain and sensory organs. Moreover, "augmented reality" is already in common use, and already 
invokes a blurring of the distinction between online and offiine. 

Thus, rat~er than invent a new term, we suggest furthering the sociological turn that is 
already taking place in common use of the term "augmented reality" (c.f.Jurgenson 2011, Rey 
2011,Jurgenson 2012a, 2012c,Boesel2012b,Boesel and Rey 2013,Banks 2013a,Boesel2013). 
We use the term "augmented reality" to capture not only the ways in which digital informa
tion is overlaid onto a person's sensory experience of her physical environment, but also the 
ways in which those things we think about as being "online" and "offiine" reciprocally influ
ence and co-constitute one another. Such total enmeshment of the online and offiine not only 
means that we cannot escape one "world" or "reality" by entering the other; it also means that 
in our one world, there is simply no way to avoid the influence either of our organic bodies 
(for example, by transporting oneself to "cyberspace"; see Rey 2012a) or of digitally mediated 
information and interaction (for example, by" disconnecting" or "unplugging"; see Rey 2012b, 
Boesel 2012a). 

Augmented reality encompasses a unitary world that includes both physical matter (such as 
organic bodies and tangible objects) and digital information (particularly - though not 
exclusively- information conveyed via the Web), and it is within this world that the contem
porary subject acts, interacts, and comes to understand her own being. In today's techno-social 
landscape, our experiences are mediated not only by organic bodies, but also by conventional 
and digital prostheses - each of which is a means through which we act upon the world and 
through which other people and social institutions act upon us in return. In this way, the 
historical conditions we have described as augmented reality give rise to a new form of subjec
tivity (as we will elaborate upon in the final section). 
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Before we explain why a new conceptual frame for subjective experience in the Digital Age 
is necessary, recall that in this section we have explored how our society conceptually divides 
the contemporary subject's world into two separate pieces ("online" and "offiine"), even as the 
material embodiment of her subjectivity is expanding (to include her organic body, conven
tional prostheses, and digital prostheses). This observation invites us to ask: What does it mean 
for us, as contemporary subjects, that the dominant cultural ideology holds some aspects of our 
being to be less "real" than others? What happens when we conceptually amputate parts of 
ourselves and of our experiences, and what follows when some expressions of our agency are 
4enigrated or discounted? We argue that under-recognizing the ways in which augmented 
reality has affected contemporary subjectivity has grave social and political consequences, as 

evidenced by the case study in our final section. 

"Cyberbullying": a case study in augmented subjectivity 

In October 2012, a 15-year-old girl from British Columbia, Canada, named Amanda Todd 
committed suicide after several years of bullying and harassment. Todd's death gained interna
tional attention, both because a video she'd made and posted to YouTube a month earlier went 
viral after her death, and because subsequent press coverage frequently centered on so-called 
"cyberbullying"- i.e., the fact that Todd had been persecuted through digitally mediated inter
action in addition to other, more "conventional" methods of abuse. 

Figure 7 0. 7 A screenshot of Amanda Todd's 2012 YouTube video, "My story: struggling, 
bullying, suicide, self-harm" 
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Todd never speaks in her video (which she titles, "My story: struggling, bullying, suicide, self 
harm"), but nonetheless tells a heartbreaking story across nine minutes of cue cards that she 
turns in time to music. During her seventh grade year, Todd and her friends would "go on 
webcam" to meet new people and have conversations with them. Through these interactions, 
she met a man who flattered and complimented her - and who later coerced her into briefly 
showing him her breasts via her webcam ("flashing"). A year later, the man had somehow 
tracked her down on Facebook ("don't know how he knew me"), and- after demonstrating 
that he now knew her name, her address, the name of her school, and the names of her friends 
and family members - he threatened to circulate a screen-captured image ofTodd showing her 
breasts through the webcam if she did not "put on a show" for him (a type of blackmail 
conm10nly referred to as "sextortion"). Todd refused to be intimidated, however, and told the 
man no. Not long thereafter, the local police came to her family's home to inform them that 
"the photo" (as Todd refers to it) had been "sent to everyone." 

Traumatized, and ostracized by her classmates at school, Todd developed clinical depression, 
as well as anxiety and panic disorders; she started using drugs and alcohol in an attempt to self
medicate. She moved, and changed schools. But a year later, the man returned. This time he 
created a Facebook profile, used the image of Todd's breasts as its profile picture, and got the 
attention ofTodd's new friends and classmates by sending them Facebook "friend requests" 
from that profile, claiming to be a new student starting at their school. Todd's classmates at her 
second school were as ruthless as those at her first; exiled and verbally abused, she began cutting 
herself and changed schools once again. Although she was still isolated and friendless at her 
third school, Todd says that things were "getting better"- until she had casual sex with "an old 
guy friend" (another teenager) who had recently gotten back in touch with her. In an eerie 
echo of the original webcam interaction, Todd's friend seemed to offer the promise of kindness 
and affection in exchange for sex ("I thought he liked me," she says repeatedly). Instead, the 
boy subsequently arrived outside Todd's school with a crowd of other teenagers, and merely 
looked on as his girlfriend physically assaulted Todd. The other teens cheered, encouraged the 
boy's girlfri~nd to punch Todd, and recorded video of the assault with their phones. After her 
father picked her up from school, Todd attempted to conmlit suicide by drinking bleach; when 
she came home from the hospital, she found Facebook posts that said, "She deserved it," and "I 
hope she's dead." 

Todd moved out of her father's house and into her mother's, in order to change schools and 
towns once again. Six months later, she says, people were posting pictures of bleach on 
Facebook and tagging them as her. As Todd explains across two cards, "I was doing a lot better 
too ... They said ... She should try a different bleach. I hope she dies this time and isn't so stupid. 
They said I hope she sees this and kills herself.""Why do I get this?" she asks. "I messed up but 
why follow me ... I left your guys city ... Im constantly crying now ... Everyday I think why am 
I still here?" Todd goes on to explain that her mental health has worsened; that she feels "stuck"; 
that she is now getting counseling and taking anti-depressants, but that she also tried to conmlit 
suicide by "overdosing" and spent two days in the hospital. "Nothing stops," she says. "I have 
nobody ... I need someone," followed by a line drawing of a frowning face. The last card reads, 
"My name is Amanda Todd ... " and Todd reaches forward to turn off the web cam. The last few 
seconds of the video are an image of a cut forearm bleeding (with a kitchen knife on a carpeted 
floor in the background), followed by a quick flash of the word "hope" written across a band
aged wrist, and then finally a forearm tattooed with the words "Stay strong" and a small heart. 
Todd hanged herself at home in a closet one month and three days after she posted the video; 
her 12-year-old sister found her body. 

Todd's suicide sparked a surge of interest in so-called "cyberbullying," and yet the term 
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grossly oversimplifies both what an unknown number of people did to Todd (across multiple 
media, and in multiple contexts) and why those people did such things in the first place. As 
danah boyd (2007), Nathan Fisk (2012), David A. Banks (2013b), and others argue, the term 
"cyberbullying" deflects attention away from harassment and abuse ("-bullying"), and redirects 
that attention toward digital media ("cyber-"). In so doing, the term "cyberbullying" allows 
digital media to be framed as causes of such bullying, rather than simply the newest type of 
mediation through which kids (and adults) are able to harass and abuse one another. "The 
Internet" and "social media" may be convenient scapegoats, but to focus so intensely on one 
set of media through which bullying sometimes takes place is to obscure the underlying causes 
I 
of bullying, which are much larger and much more complicated than simply the invention of 
new technologies like the Web. Such underlying causes include (to name just a few): teens' lack 
of positive adult involvement and mentorship (boyd 2007); the contemporary conception of 
childhood as preparation for a competitive adult workforce, and the attendant emphasis on 
managing, planning, and scheduling children's lives (Fisk 2012); a culture of hyper-individual
ism that rewards mean-spirited attacks, and that values "free speech" more highly than "respect" 
(boyd 2007); sexism, misogyny, and "rape culture" (Banks 2013b).When we characterize digi
tally mediated harassment and abuse as "cyberbullying," we sidestep confronting (or even 
acknowledging) any and all of these issues. 

While recent conversations about "cyberbullying" have been beneficial insofar as they have 
brought more attention to the fact that some adolescents (almost always girls, or gender non
conforming boys) are mercilessly tormented by their peers, these conversations have 
simultaneously revealed just how disconnected popular ideas about the Web, digital media, and 
human agency are from the contemporary conditions that shape human subjectivity. One study 
concluded, for example, that cyberbullying is "an overrated phenomenon," because most bullies 
do not exclusively harass their victims online (Olweus 2012). That study was flawed in its 
assumption that online harassment ("cyberbullying") and offline harassment ("traditional bully
ing") are mutually exclusive and must occur independently (in other words, that they are 
zero-sum). Another study (LeBlanc 20 12) made headlines by finding that, "cyberbullying is 
rarely the only reason teens conmlit suicide," and that, "[m]ost suicide cases also involve real
world bullying as well as depression" (Gowan 2012). Again, it is only the flawed conceptual 
division between the "online" and the "real world" (or "offline") that allows such conclusions 
to be "findings" rather than "stating the obvious." Moreover, the term "cyberbullying" has no 
resonance with the people who supposedly experience it: Marwick and boyd (2011) and Fisk 
(2012) find that teenagers do not make such sharp divisions between online and offline harass
ment, and that teens actively resist both the term" cyberbullying" and the rigid frameworks that 
the term implies. 

Conclusion 

As we have argued, and as recent public discourse about "cyberbullying" illustrates, our pres
ent-day culture separates digitally mediated experiences into a separate, unequal category, and 
often goes so far as to imply that digitally mediated experiences are somehow "less real." The 
contemporary subject is a split subject, one whose embodiment and expressions of agency alike 
span multiple media simultaneously - and some of those media are digital media. What does it 
mean when some parts of our lived experience are treated as disconnected from, and less real 
than, other parts of our lived experience? "Online" and "offline" may be co-produced concep
tual categories rather than actual ontological states, but the hierarchy embedded in the 
online/ offline binary wields significant social power. As a result, we accord primacy to some 
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aspects of the contemporary subject's embodiment and experience (generally, those most 
closely associated with her offiine presence), and we denigrate or discount other aspects of her 
embodiment and experience (generally, those most closely associated with her online pres
ence). As such privileging and devaluing is never neutral, this means that contemporary 
subjectivity is "split" across media that are neither equally valued nor even given equal onto
logical priority by contemporary society. 

In an attempt to counter the devaluation of those aspects of our subjectivity that are 
expressed and embodied through digital media, we offer an alternative framework that we call 
augmented subjectivity- so named because it is subjectivity shaped by the historic conditions of 
augmented reality. Augmented subjectivity recalls Stone's notion of split subjectivity, in that it 
recognizes human experience and agency to be embodied across multiple media (1994). 
However, the augmented subjectivity framework emerges from our recognition of the 
online/ offiine binary as a historically specific, co-produced social construction, and so empha
sizes the continuity of the subject's experience (as opposed to its "split"-ness), even as the subject 
extends her agency and embodiment across multiple media. This is not to suggest, of course, 
that digital technologies and organic flesh have identical properties or affordances. Rather, we 
seek to recognize - and to emphasize - that neither the experiences mediated by the subject's 
organic body nor those mediated by her digital prostheses can ever be isolated from her expe
rience as a whole. All of the subject's experiences, regardless of how they are mediated, are 
always-already inextricably enmeshed. 

Amanda Todd's story perfectly (and tragically) illustrates how both "online" and "offiine" 
experiences are integrated parts of the augmented subject's being, and demonstrates as well 
the problems that follow from trying to interpret such integrated experiences through a digi
tal-dualist frame. Todd very clearly experienced her world through her digital prostheses as 
well as through her organic body; the pain she experienced from reading, "I hope she's dead," 
was not lessened because she read those words on a social media platform rather than heard 
them spoken face-to-face (in that particular instance). Nor was her pain lessened because the 
comments vyere conveyed via pixels on a screen rather than by ink on paper. Neither were 
Todd's experiences mediated through her Facebook profile somehow separate from her expe
riences more directly mediated through the sensory organs of her organic body: another girl 
physically assaulting Todd, mediated through smartphones, became digital video; digitally- and 
materially-mediated words, remediated by Todd's organic body, became her affective experi
ence of pain, which became cuts in her flesh, and which - mediated again by several digital 
devices and platforms -became a still image in a digital video. The digital image ofTodd's 
breasts that strangers and classmates alike kept circulating was always-already intimately linked 
to Todd's organic body. Neither Todd's beingness nor her experience ofbeing can be localized 
to one medium alone. 

Similarly, both Todd and her tormentors are able to express their agency through multiple 
media. Todd's harassers were able to continue harassing her across both spatial and temporal 
distance; the man who made the screen-captured image of her breasts, and then repeatedly 
distributed that image, understood precisely the power he had to affect not just Todd, but also 
the other teenagers who tormented Todd after seeing the photo. 

It is important to note that bullying is not the only type of social interaction that we 
experience fluidly across online and offiine contexts. Support, too, transcends this 
constructed boundary, as a significant number of scholars have argued (for example: Turner 
2006, Chayko 2008, Gray 2009, Baym 2010,Jurgenson and Rey 2010, Davis 2012, Rainie 
and Wellman 2012, Wanenchak 2012). Todd and her seventh grade friends understood that 
they could extend themselves through their webcams, and so were able to view webcam sites 
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as ways to connect with other people; of her reasons for making the video she posted to 
YouTube, Todd writes, "I hope I can show you guys that everyone has a story, and everyones 
future will be bright one day, you just gotta pull through." Here, Todd clearly understands 
that she can act upon future viewers ofher video, and she hopes that she will do so in a posi

tive, beneficial way. 
The characteristic continuity of the augmented subject's online and offiine experience is 

clearly illustrated above, and yet - with respect to teen-on-teen harassment that continuity 
becomes markedly less apparent if we fixate on the digitally mediated aspects of such harass
ljllent as "cyberbullying." If we look past the reified division between "online" and "offiine" 
however, it becomes clear again that each of us living within augmented reality is a single 
human subject, and that each of us has one continuous experience of being in the world. 
Digital prostheses do have different properties and do afford different ranges of possibilities than 
do their conventional or organic counterparts, but we should not focus on the properties of any 
type of media to the detriment of our focus on the actions and moral responsibilities of human 
agents. Focusing on one particular means through which people enact violence against each 
other (for example, through digitally mediated interaction) will never solve the problem of 
violence; as boyd argues, bullying will continue to occur through whatever the newest medium 
of communication is, because bullying is not - nor has it ever been - unique to any particular 

available medium (2007). 
Rather than hold digital media as causal, or even as exceptional, we need to recognize that 

digitally mediated experiences and interactions are simply part of the day-to-day world in 
which we live. Digital media are a distinctive part of our cultural moment, and they are part of 
ourselves. When we view contemporary experience through the frame of augmented subjec
tivity - and, in so doing, recognize the inextricable enmeshment of online and offiine 
experience - it is clear that what happens to our digital prostheses happens to us. For this 
reason, we state unequivocally that moral regard must be extended to these digital prostheses. 
Similarly, each action we take through our digital prostheses is an expression of our agency and, 
as such, is something for which we must take responsibility. That said, your authors are not 
cyberneticists; we do not believe that subjectivity can or ever will transcend the organic body, 
or that deleting someone's digital prosthesis is the same thing as killing that person in the flesh. 
Although contemporary subjectivity is augmented by digital technology, organic bodies are still 

an essential and inseparable dimension of human experience. 
Information depends critically on the medium in which it is instantiated. Accordingly, it is 

essential that we acknowledge all of the media that comprise the augmented subject: her digi
tal prostheses, her conventional prostheses, and her organic flesh. Rather than trade digital 
denialism for flesh denialism, we argue that subjectivity is irreducible to any one medium. 
Instead, we must recognize that contemporary subjectivity is augmented, and we must grant all 

aspects of the subject's experience equal countenance. 
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Notes 

W~ _refer to the singular subject as "her" (rather than "they" or "him") for purposes of clarity and read
ability, and have chosen to use the feminine pronoun "her" in order to counter the earlier tradition of 
using generalized masculine pronouns. 

2 This ~b~ervation was foundational to Karl Marx's understanding of ideology and theory of historical 
matenallSln, and to the discipline of sociology more broadly. 

3 y is useful to distinguish the socio-historical nature of subjectivity from the concept of the self (even 
If the two are often used interchangeably in practice). Nick Mansfield (2000: 2-3) cautions: "Although 
the two are sometimes used interchangeably, the word 'self' does not capture the sense of social and 
cultural entanglem~nt that is implicit in the word 'subject': the way our inm1ediate daily life is always 
already caught up m complex political, social and philosophical that is, shared concerns." 

4 "t *" . b ll h b d f rans IS an um re a term t at encompasses a roa range o non-cisgender identities, for example, 
transgender, trans man, trans woman, agender, genderqueer, etc. 
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Introduction 

Since the beginning of the twenty-first century, online games have become a major youth 
leisure activity, with a market value that now exceeds both the music and film sectors. While 
western game developers and publishers, such as Electronic Arts (EA) and Blizzard 
Entertainment, have expanded their global reach, game developers in Korea, including 
NEXON, NCsoft, and Wemade, have also become important contributors to the global game 
market. This includes the lucrative massively multiplayer online role-play game (MMORPGs) 
market. As a result of Korea's success in this industry, many other countries and game corpo
rations have become keenly interested in emulating their development systems. 

While there are a number of factors contributing to Korea's success in this industry, as in 
many other countries that rely on neoliberal logics for economic development, the Korean 
government has played a key role. In general, the Korean government has provided support for 
measures intended to harness market forces, and out-sourced more government services, in 
addition to reducing industrial and government costs by emphasizing, in some cases, citizen 
self-help instead of reliance on government services Geannotte 2010). In terms of the online 
game industry, neoliberal economic logics have meant extensive institutional and economic 
support for its development. In a very general sense, the Korean gaming industry case is simi
lar to many other countries in which government support for industry is paralleled by decreases 
in some social supports for citizens. 

But upon closer inspection, the story diverges from many other analyses of neoliberalism 
and science and technology. Not only has the Korean government advanced new policies as 
part of its efforts to make information technology (IT) a centerpiece of the national economy, 
it has also done so because of the importance of gaming for youth culture in Korea. Co-exist
ing with this social value is that many parents and some government officials have become 
anxious about the content of online games and their appropriateness for youth because of the 
possibility of gaming-related addictions. Addiction is not simply a metaphor for particular rela
tionships to online games, as it is in some societies; in Korean society, it refers to a specific 
medical condition and a social relationship. One set of government responses has been to 
regulate the use of these games. 
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Thus, in this case, the Korean government operates in ways that are consistent with neolib
eralism, but also with the social protectionism characteristic of developmental and 
redistributional states. It therefore complicates analyses of the role of neoliberalism in the devel
opment of the science and technology sector (Moore et al. 2011, Slaughter 2005). Moore et al. 
(2011) argue that we need to attend to variations in how neoliberal practices and ideologies are 
carried out in terms of science and technology; this chapter is an effort to do so. As other 
analysts, such as David Harvey (2005) point out, neoliberalism does not make the state irrele
vant but changes its foci; among other new directions, the government plays a key role in 
supporting industrial growth over and above activities such as taxation, environmental protec
tion and labor regulation that were characteristic of other periods of economic growth in 
capitalist systems. In the Korean case, neoliberally-inclined Korean officials have used state 
power in the pursuit of the country's economic goals, in the midst of severe criticism based on 
social issues related to game overuse, such as school violence and digital bullying. Thus, Harvey 
and other neoliberal analysts would not have predicted the co-existence of social protection
ism and neoliberal economic processes in the very same industry. 

Whereas there are several previous works analyzing the role of the government as a primary 
actor in the growth of the online game industries (Cao and Downing 2008, Dwyer and 
Stockbridge 1999), there has been relatively little academic discussion about the varied roles of 
the government and the nature of political culture in the context of the Korean online game 
industry. This chapter examines the changing cultural politics in the online game sector and its 
influence on the Korean online game industry. This is accomplished by examining the growth 
of Korean game development in the midst of a political environment whereby local game 
developers have enjoyed numerous state-led growth measures, such as subsidies, tax breaks, and 
education initiatives, but at the same time have experienced the regulatory side of government 
filtered through cultural concerns. In attending to political culture and the multiple roles of the 
state, we show that purely economic, and especially, neoliberallogics alone cannot explain the 
dynamics of the Korean government in the development of IT as a technological and cultural 
industry. Inste:d, we argue that attention to national political cultures is of critical importance. 

The evolution of the Korean video game industry in the twenty-first 
century 

The video game industry, including online and mobile games, is a burgeoning cultural and 
technology sector in Korea. In fact, online gaming has become the economic and cultural 
leader in the Korean video game industry, rivaling films and broadcasting in terms of both its 
influence on youth culture and its importance in the export of cultural goods Gin 2011).When 
the video game industry started to become a major part of the digital economy in 2000, 
domestic sales were valued at $864.8 million, and online gaming accounted for 22% of the 
entire game market. During the same year, arcade games were the largest gaming sector (60%), 
and PC games were the third at 13%, while mobile and console games were marginal (Feller 
and McNamara 2003). The rapid growth of online gaming, however, has dramatically changed 
the map of the video game industry. In 2010, the Korean market value of gaming, including 
console/handheld, online, mobile, arcade, and PC games, was as much as $4.90 billion. 1 

Including internet cafes (bang in Korean) the total video game market was valued at as much 
as $6.42 billion in 2010. The online game industry, excluding internet cafes, accounted for as 
much as 84% of the total, followed by console/handheld (7.5%), mobile (5.6%), arcade, and PC 
games (Korea Game Development and Promotion Institute 2011). 

Meanwhile, the Korean video game industry has continuously expanded its export of games 
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to the global markets. Korean online games are currently well received, not only in Asia, but 
also in North America and Europe. In the early stage of the growth, Korea exported $140 
million worth of games, while importing $160 million worth of games in 2002. However, in 
2011, the country exported as much as $2.28 billion worth of games, a 48.1% increase from 
the previous year, while importing $200 million worth of games. During the period 2002-
2011, the export figure increased 17-fold, while game imports increased by only 1.25 (see 

Figure 11.1) (Ministry of Culture, Sports, and Tourism 20 12). 
The online game industry consisted of 96.2% of exports in the Korean video game sector 

fn 2011. In 2012, the Korean game industry was expected to e~port as mu~h. as $2.8 billion 
worth of games, which is more than a 19% increase from the previous year (Mirustry of Culture, 

Sports and Tourism 2012). 
More importantly, what makes Korea's online game industry unique is its global penetra-

tion. This success is distinctive for at least two major reasons. First, other Korean cultural 
industries, including the film and television sectors, have not made the transition to the inter
national level to the same degree.While the major target of these Korean cultural genres is East 
Asia, the online game industry has exported several games to Western countries, including the 
U.S. and Western European nations. The largest foreign markets for Korean games are still in 
East Asia, including China,Japan and Taiwan, although in 2010 the U.S. and Europe consisted 
of 17.2% of Korean online game exports (Korea Game Development and Promotion Institute 
2011,2008: 53). In 2011, the export of online games to the U.S. and Europe decreased to 13%; 
however, the U.S. became the largest market for domestic mobile games at 57%, followed by 
Japan (26.2%) and Europe (9.7%) (Ministry of Culture, Sports and Tourism 2012). Second, for 
much of its history the video game industry (both development and publishing) has been 
dominated by the U.S.,Japan, and more recently some European countries. Korea's continued 
success in exporting major video game titles internationally has signaled a shifting landscape for 
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Figure 7 7. 7 Global trade of domestic game products (unit: $1 ,000) 
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the global video game industry in which new players have emerged during the recent flour
ishing of both the online and mobile sectors of gaming. 

In the Korean case, MMORPGs and casual games are two successful genres. The first to 
accomplish success in the overseas market was "MIR II," developed by Wemade. Based on a 
martial arts motif, this MMORPG experienced great popularity in the Chinese market (Seok 
2010). Afterwards, stimulated by its success, numerous domestic games, including "Maple Story," 
"Lineage [I]," "Lineage II," and "AION" began knocking on the doors of foreign markets. 
Several Korean game developers and investors have thus jumped into the global market, receiv
ing positive responses from consumers in North America and Europe. The NCsoft-developed 
Lineage games have especially ascertained a unique presence in the global market. NCsoft 
recorded $338 million in revenues in 2006, and 32% of that income came from the U.S. and 
Europe (NCsoft 2009). AION, developed by NCsoft, also rapidly penetrated the North 
American and European markets. AION earned the company $46 million through its U.S. and 
European sales in the fourth quarter of 2009, which accounted for 24% of its revenue for that 
quarter (NCsoft 2010). Nexon's Maple Story (2D side-scrolling fantasy MMORPG with 
cartoony graphics) exceeded three million registered users in North America, making it one of 
the fastest growing MMO (massively multiplayer online) games, known for its robust commu
nity and the ability to personalize game characters in endless combinations (Chung 2010). 

Korean online games are now closely entwined with global cultural markets, such that they 
have begun to achieve stable performances in the U.S. and European markets, as a substantial 
number of Western publishers are interested in Korean games. Although there are several global 
game giants, the Korean game industry has gained some credit globally Gin 2011). Online 
games produced by Korean developers have kindled a new trend that has rarely been seen in 
other countries or in other Korean cultural genres. Korea's online game sector has become a 
unique case of the actualization of contra-flow - cultural flow from developing countries to 
developed countries - in the twenty-first century. Of course, that is not necessarily to say that 
Korean popular cultures have become a major part of western culture. Instead, it proves the 
possibility of t~e growth of local cultural products in western markets. 

Government politics in the video game industries 

As mass media and academic research have continuously documented, the Korean economy has 
become a symbol of successful top-down, state-led economic development (Kim 2013a; Heo 
and Kim 2000).Just as the Korean government has been a fundamental player in the national 
economy generally, the role of the government has also been crucial to the video game indus
try. The Korean government put the video game industry, and in particular online gaming, at 
the center of its policy for the digital economy and culture. In the twenty-first century, the 
Korean government has firmly believed that culture is one of the most significant parts of the 
national economy, and it has simultaneously developed economic and cultural policy. 

More specifically, government support was not meant to directly target the online game 
industry, but broadly the IT sector in the initial stage of the growth of the game industry. The 
rapid deployment of IT in Korea originated in 1995 when the government enacted the 
Framework Act on Information, which set up a comprehensive strategy for the Korean 
Information Infrastructure (KII) (Ministry of Information and Communication 2004). The 
Korean government has developed its information and communications technologies to estab
lish a high-tech industrial base (Lee 2012). This measure has worked as a fundamental conduit 
for the growth of the online game industry, because the swift developments of broadband and 
PC it enabled have facilitated online gaming (Lee 2012,Jin 2010). Unlike other countries in 

192 

Political culture of gaming in Korea amid neoliberal globalization 

which broadband has not become a primary goal of national infrastructure, it is relatively easy 
for Korea to develop the online game industry because high-speed internet is key for the 
growth of online gaming. Korea has become the world's best laboratory for broadband services 
- and a place to look to for answers on how the internet business, including online gaming, 
may evolve (Taylor 2006). 

Attempting to integrate measures more directly pertinent to the online games industry, over 
the last several years, the Korean government has provided legal supports and financial subsi
dies to game developers, and it has increased its investment in a bid to nurture its software 
fndustry, with plans to continue. By the end of the 1990s, the government began to actively 
support the game industry by enacting the Music, Video, and Game Software Act as the legal 
and policy basis of the game industry, and it founded the Integrated Game Support Center in 
1999 in order to develop the domestic game sector into a strategic export-oriented cultural 
industry. The government also established the Game Industry Promotion Act as a special law 
in 2006, and it laid down legal grounds for the relevant policies on the promotion and regula
tion of the game industry. The provisions of the Promotion Act stipulated the creation of a 
sound game culture, invigoration of e-Sports, and establishment of the Game Rating Board to 
create a favorable environment for game culture and to secure specialized game rating standards 
(Ministry of Culture, Sports and Tourism 2008: 6). 

The Korean government has also supported the game industry through law. In April 2006, 
the government enacted the "Relevant Implementation Order and Implementation Rules for 
the Game Industry Promotion Law" to protect the game industry by differentiating it from 
speculative games, including poker games. The Promotion Law asserts that the game industry 
is the core industry of the next generation; therefore, the government wanted to develop an 
environment of growth for the game industry by providing legal supports, such as tax breaks 
and copyrights. Later, the government established the Korean Creative Content Agency to 
effectively support content industries in May 2009. Thus, the Korean government has contin
uously supported the video game industry with its policy measures, resulting in favorable 
conditions for online game developers and publishers. 

At the same time, the government has also advanced its financial support of the game 
industry. In 2004, the Korean government announced the so-called "Long-Term Promotion 
Plan of the Game Industry." According to the Plan, the government was willing to support 
the game industry to become one of the three so-called gaming empires of the world by 
increasing its market size to $10 billion by 2007, while increasing the number of employees 
in the game industry to 100,000 (Ham 2003). Although detailed plans were not articulated, 
the Plan served as a starting point for direct government support of the online game indus
try. Based on this Plan, for example, in 2005 the Korean government announced a project to 
invest $20 million to support the development of graphics and virtual reality technologies in 
the games sector. As part of this effort, in 2006, the government invested $13.5 million in 
the growth of the game industry and the creation of a game culture (Ministry of Culture and 
Tourism 2006). Although the amount of this particular investment is inadequate when 
compared with actual costs, it illustrates the intention of the Korean government to deliver 
on its promise Gin and Chee 2008). In particular, this support was intended to place five local 
game firms on the U.S. stock market by 2010. The Korean government used Webzen- one 
of the major online game developers - which raised $97.2 million with a NASDAQ listing 
in December 2003, as an exemplary case in the global capital market (Korea Times 2003). 
Several online game companies had weighed IPOs (initial public offering) in the U.S. stock 
market, although these plans were not fulfilled due to the financial crisis that occurred 
between 2007 and 2009 in the U.S. 
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These state-led support initiatives are important in countering the notion of unrestrained 
globalization overtaking geopolitically established national boundaries. Some theoreticians, 
such as Hjarvard (2003) and Giddens (1999), claim that the idea of a truly sovereign nation
state has been lost in the contemporary political situation amid neoliberal globalization, 
resulting in a small government, and a weak role for the nation-state and a consequent decrease 
in the role of domestic culture and cultural identity in non-western countries. However, in the 
early twenty-first century, several analysts have recognized that nation-states provide high levels 
of financial support and protection for industry, while lessening their roles in protecting citi
zens and providing social benefits. This means that nation-states are not shrinking, but shifting 
their roles from supporters of welfare states to supporters of big corporations. With the case of 
the Global Governance oflnformation Technologies and Networks,J.P. Singh (Chapter 12) also 
points out that 

nation-states are no longer the only actors defining governance and, therefore, the result
ing understandings now reveal both top-down and bottom-up prerogatives, although the 
broadening and deepening of polycentric global governance of information networks does 
not replace the authoritative prerogatives of powerful actors but it supplants them with 
increasingly participatory mechanisms. 

As such, the Korean government has played a proactive role in the development of its domes
tic game industry. Online game policies and regulations focusing on culture, technology, and 
economy have visibly led to the formation of a prosperous new cultural industry on a global 
scale. Since the cultural sector, and in particular, the game industry has become an emerging 
area for the national economy and culture, the Korean government has had to develop its 
cultural policy to initiate and sustain the growth of the game industries. Consequently, the 
online game sector has become a full-fledged industrial giant in Korea. 

Political culture of video gaming: regulation in the game industry 

What makes the Korean case different from other cases in which the government directly inter
venes to support an industry, is that the swift growth of Korea's online game sector was also 
shaped by the nation's political culture. Political culture refers to the symbolic environment of 
political practice, and it has been shaped by historical experiences and philosophical and reli
gious traditions (Kluver 2005). This also includes the assumptions, expectations, mythologies and 
mechanisms of political practice within a nation, as Kluver and Banetjee (2005) aptly put it. 

In many ways, the cultural attention to the content and effects of the gaming industry are 
no different than they are in other countries. In the Korean gaming industry, the regulatory face 
of government is evident in such actions as the rating of violent game content and speculative 
games, which embroils it in public controversy and political conflict, as is the case in many other 
countries (Dyer-Witheford and Sharman 2005: 187). 

Thus, while the Korean government plays a proactive role in facilitating the further devel
opment of the domestic game industry, the government has also interestingly had an active part 
in limiting gaming among young people in the face of societal concerns about the effect of 
excessive game playing. Video game addiction, which includes symptoms like becoming with
drawn or angry when not allowed to play, has often led to severe cases that have resulted in 
addicts simply not eating or sleeping until they can satisfy their cravings. Video game addiction 
plagues Korea - perhaps worse than elsewhere. Occasional reports of compulsive garners dying 
or murdering loved ones to satisfy their addictions have given rise to criticism of the industry. 
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Furthermore, parents worry about their children's academic ability due to game addiction. This 
trend may be increasingly problematic as Korea continues as one of the most wired countries 
in the world, but that connectivity comes with a price (Cain 2010). 

In fact, many worry about the relationship between game addiction (overuse) and violent 
behavior among middle and high school students. In many Korean schools, bullying is a seri
ous problem, and some media have reported a connection between online games and violent 
behavior. Lawmakers and government officials have to respond to increasing concerns from 
parents and teachers, and the government has developed various methods to prevent game 

9veruse (Korea Creative Contents Agency 2011: 8). About ten y~ars ago, in 200:, e~ucational, 
religious, and women's groups initiated the first open forum to discuss the negative Impacts of 
video games, such as the lack of sleep due to playing until late night, game addiction, and lack 
of social life, on young students, including high school students (Kwon 2004). A few earlier 
attempts to regulate games had failed due to severe opposition by game corporations. 

In the contemporary moment, the situation has changed. Effective game regulation has 
become much more common. Of most importance is that the Ministry of Gender, Equality 
and Family (MGEF) and the Ministry of Culture, Sports, and Tourism (MCST) together advo
cated the "Shutdown Law" as a way to prevent online gaming addiction (Caoili 2011a). Since 
this was the first official attempt by the government to curb online game overuse, the 
"Shutdown Law," also known as "Cinderella Law," has been the most controversial. The law 
went into effect on November 20, 2011 and required online games to block children aged 
under 16 from playing during a late-night six-hour block, between midnight and 6am. The law 
exempted console and mobile games for the time being, saying it would expand it into those 
categories, if necessary, following a test period. 

However, critics of the law argue that it violates children's civil rights, and that the govern
ment has not proven that playing games is more harmful than watching TV or movies, listening 
to music, or engaging in other indoor activities (Caoili 2011b). A cultural solidarity organiza
tion, MoonHwa YunDae, filed an appeal to Korea's Constitutional Court against the law in 
October 2011, and the effectiveness of the online game curfew itself has also been called into 
question repeatedly since the law was implemented. 

There is no doubt that game corporations vehemently oppose this regulation in the name 
of the game industry, which has become part of the national economy. One of the major char
acteristics of neoliberalism at both the global and local levels is the new power of owners of 
large, multinational corporations that benefit from economic policies associated with innova
tion, trade liberalization, reduced government spending on entitlements and decreased state 
restrictions on labor, health, and environmental hazards of production (Moore et al. 2011; 
Harvey 2005). While civic groups. emphasize children's civil rights, game corporations focus on 
the potential backlash to the knowledge economy that the game sector itself rapidly becomes 
part of. 

Despite this opposition, and in contrast with what many supporters of neoliberal policy 
argue for, the government has activated gaming regulations. As of January 30, 2012, the aver
age number of people logging on to six different online games by the country's big three online 
game firms slightly decreased from 43,744 to 41,796 people, which was the average figure 
recorded ahead of the Shutdown policy implementation. This is only a 4.5% decrease, leading 
to assumptions that a large portion of teenagers are still logging on to the sites through other 
methods, which include using their parents' registration numbers (Cho 2012). 

However, due to the controversy and opposition by game corporations and civil rights 
groups, the MCST has shifted its Shutdown Law to "the Selection System of Game Availability 
Period," which means that the government is mandating that for any large gaming company 
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(with more than 100 employees and $27 million in revenue) their games will have to have a 
built-in feature that allows parents to set a certain time during which their children are allowed 
to play. This applies to widely played titles like "League of Legends" and "Starcraft 2," but will 
not be enforced for games like Blizzard's "Diablo 3," as that game is not allowed to be sold to 
anyone under 18 in Korea (Tassi 2012). Since about 59% of teens use their parents' registration 
numbers for restricted games, the new measure shifts the responsibility for restricting game 
playing by young people to parents. The Education Ministry has also considered the imple
mentation of "the Game Cooling Off system," which forces online game players to take a 
5-to-1 0 minute break following every two hours of play time by disconnecting them from the 
sites (Cho 2012). These policy measures drew fierce protest from the country's online game 
industry, which argued that the new regulation will most likely hinder the country's rapidly 
growing market. 

What is most significant is that these changing policy measures are based on Korean culture's 
heavy emphasis on children's education, in addition to concerns about online games' violent 
characteristics. Korea is one of the most developed countries in terms of education, and its high 
rate of literacy and school enrollment are crucial for a country with no particular natural 
resources. Over-enthusiasm for education in Korea is not new, but for most parents, their chil
dren's education is the highest priority, because they firmly believe that going to top-tier 
universities is the most important asset for their children. 

The Korean government could not resist parents' demands once they started to focus on the 
quality of education, which is hampered by the overuse of online games (Kim 2013b). In Korea, 
online addiction has long been associated with hardcore garners who play online games for days 
on end, isolated from their school and blurring the line between the real and fantasy online 
worlds. Young children's obsession with being online is a byproduct of being reared in one of 
the world's most digitally connected societies where 98% of households have broadband inter
net. Being wired is an icon of South Korea's national pride in its state-directed transformation 
from economic backwater to one of Asia's most advanced and wealthy nations. But some now 
fret about the. effects that Korea's digital utopia is having on its children, part of the first gener
ation to play online games on smartphones, tablets and other devices even before they can read 
and write (Associated Press 2012). Many teachers and parents charge that online gaming has 
disrupted Korea's well-established ideas about education; therefore, they vehemently demand 
that the government must act properly and in a timely fashion. 

Against this backdrop, the government has primarily sided with parents and teachers who 
worry about children's academic ability and their potentially violent behavior in school over 
economic imperatives. Because the tension among cultural values, in this case, in conjunction 
with children's education, and economic imperatives has been especially severe in the realm of 
online gaming, the government has no choice but to emphasize the importance of cultural 
values surrounding children's education over economic imperatives. As will be discussed in 
detail later, along with several other regulatory measures, including the game rating system, this 
contradictory priority has consequently reshaped gaming technologies and industries in the 
Korean context. 

Of course, mechanisms to regulate youth exposure to digital games (both online and offline) 
have not only been implemented in Korea. Because Korea arguably entered the video game 
consumption market relatively late, many of its game play-related social problems were congeni
tal and had been persistent since the origins of the gaming industry and its troubles internationally. 
In other words, Korea's recent regulations targeting online games come in the context of similar 
governmental interventions within the realm of game play globally. To begin with, in the U.S., 
there were several attempts to regulate video games. In the early 1980s, many parents, legislators, 
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and teachers joined the police in denouncing gaming arcades as sources of troublemaking and 
delinquency (Burrill 2008, 7). Several sources cite then-U.S. surgeon general C. Everett Koop in 
particular, who in 1982 stated that digital games were producing"aberrations in childhood behav
ior" and causing extensive addiction (Sheff and Eddy 1999; Poole 2000). Williams and Smith 
(2007) argue that moral panics centered on gaming are part of a long legacy of such alarm in the 
twentieth century (following, for instance,jazz music or rock 'n' roll), which they largely describe 
as having been propagated by the media and biased scholarship. They declare that gaming panics 
took place along two trajectories. The first was through fantasy gaming (such as "Dungeons & 

J?ragons") where fears about the likelihood of occult worship and 'negative psychological condi
tions' such as attempted suicide were widespread. Second, panics arose because of video game 
platforms and PCs as new technologies that could bring harmful side effects, including the lack 
of sleep and school violence (Chalmers 2009, Anderson et al. 2007). 

However, even early investigations such as the one by Ellis (1984: 60) found that "a relatively 
few arcades, by attracting troublemakers and/ or facilitating troublesome behavior by young 
people, seem to be able to establish in the minds of the public a connection between video 
arcades and drugs, prostitution, theft, vandalism, violence, and truancy." Despite reports suggest
ing that arcades were not the cause of deviance, these moral panics persisted throughout the 
1980s and 1990s. The games featured at arcades caused widespread global panics owing to the 
combination of overt violence and arcades "as uncontrolled spaces in which young people 
congregated" (Kline et al. 2003). Sheff and Eddy (1999) also discussed the success of the gaming 
industry in the face of sustained negative discourses based on video game arcades.2 

The condemning of public video gaming locations as problem sites was thus international 
in scope. In Japan, arcades in the mid-1980s began to be described with "the three 'k's"- kurai, 
kitanai and kowai- meaning dark, dirty and scary (Hamilton 1993). The situation was similar 
in Hong Kong, despite the fact that popular arcade fighting games like "Street Fighter" and 
"King of Fighters" resulted in audiences manipulating the Japanese import into a socially and 
economically significant cultural hybrid.3 Ng (2006) declared that the "image of game centres 
perceived by the officials, teachers, parents and the press was relatively negative, associated with 
smoking, excessive noise, gang activities, and drug dealing." Consequently, gaming at arcades 
came to be considered entertainment for lower classes and uneducated males. 

In Malaysia, the backlash was more severe. Legal action began against video arcades that also 
promoted gambling in the 1990s, including a "mass demolition of illegal video game slot 
machines" to squelch public concerns over the government's apparent stagnation on enforce
ment. One Member of Parliament who led the campaign was quoted as saying "I take this 
matter very seriously as I do not want schoolchildren and teenagers in my neighbourhood to 
play truant and indulge in moral misconduct" (Pa'wan 1997). By 2001, the Malaysian govern
ment was ordering all video game arcades to be shut down by the end of the year in response 
to the increasingly negative public opinion of gaming.4 Malaysia's deputy prime minister 
asserted that arcades were a "dangerous and large social problem," and the country's most influ
ential newspaper compared the movement against arcades to a jihad, portraying arcade goers as 
victims in need of saving (Yoong 2001). In Venezuela, the more recent attempts at banning 
violent video games, which put arcades and internet cafes in danger, were applauded by some, 
but considered as a "public relations stunt" by critics as a response to the country's extensive 
violent crime problems. Lawmakers there have argued that the alarmingly high murder rate 
could be lowered significantly by preventing access to such games (Toothaker 2009). 

Of course, arcades and other public gaming sites were not the only targets of opponents to 
these purportedly harmful games. When digital game technology reached the point where 
home consoles could rival or even outperform their arcade counterparts, much of the negative 
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attention shifted toward the home as a site of play. In the early 1990s, the gaming industry began 
to witness rising confrontation in response to the effects of mediated interactive entertainment, 
with a major goal becoming the censorship of especially violent or offensive games. Among 
the most prominent cases is the well-documented 1993 campaign led by Senator Joe 
Lieberman, proposing federal regulations because of the releases of "Mortal Kombat" and 
"Night Trap" on consoles in 1992, which were deemed overly violent and disturbing by 
lawmakers. Besides being the catalyst for the creation of the industry's self-regulatory 
Entertainment Software Rating Board (ESRB), this would set off a series of legislative chal
lenges that would contest the gaming industry and its practices for the coming decades. 

Most interestingly, in 2005 the State of California in the U.S. proposed that violent video 
games should be classed as X-rated entertainment and to make it a felony to sell or to rent such 
games to anyone aged under 18. The subsequent case, Brown (formerly Schwarzenegger) vs. 
Entertainment Merchants Association, arose out of a challenge to the constitutionality of the 
2005 California law. The law contained a detailed definition of such games, applying to those 
in which the range of options available to a player includes killing, maiming, dismembering, or 
sexually assaulting an image of a human being and if the games also met other criteria reflect
ing a lack of positive value to minors. The law also included a labeling requirement on the 
games, requiring violent video games to be designated as such by including a specific 18+ label 
on the front cover (Green 2011, 36). 

However, the U.S. Supreme Court ruled against California's video game violence law, 
declaring it unconstitutional inJune 2011.The court also dismissed the unconvincing evidence 
of studies into links between video game violence and violent behavior in players (Maxwell 
2011). Supreme Court Justice Antonin Scalia, by way of majority opinion (7-2) in the case of 
Brown vs. EMA/ESA, declared that, 

Psychological studies purporting to show a connection between exposure to violent video 
games and harmful effects on children do not prove that such exposure causes minors to 
act aggre.ssively. Any demonstrated effects are both small and indistinguishable from effects 
produced by other media. 

Supreme Court of the US., 2010,2 

Nevertheless, studies sustaining that the entertainment industries, and gaming in particular, are 
resulting in increasing ·levels of youth violence remain influential, especially among policy 
makers. The 2006 U.S. House subcommittee hearing, "Violent and explicit video games: 
informing parents and protecting children" similarly criticized retailers and the Entertainment 
Software Rating Board for not adequately protecting children from games with adult content, 
while a number of recent books point to the fact that the gaming medium, as inherently inter
active, contributes more excessively toward the development of violent tendencies in children 
than can be seen with other popular media such as TV or film (Chalmers 2009,Anderson et al 
2007, Grossman and DeGaetano 1999). 

The major difference between the U.S. and Korea in this regard is that the U.S. Supreme 
Court regards the impact of any regulatory decision on the right to freedom of speech as 
contained in the First Amendment of the U.S. Constitution, which is not the case in Korea 
(Supreme Court of the U.S. 2010). In the case of the U.S., this means that many would claim 
that the government telling parents how to be parents is an overreach (Tassi 2012). In other 
words, while in the U.S. the game industry has largely been able to follow a path of self
regulation, Korea has developed some measures for the regulation of online games. Most of 
all, while other countries attempt to regulate video games due in large part to their violent 
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content as the case of the state of California in the U.S. exemplifies, Korea has been more 
concerned about game addiction because students play too much, and therefore parents who 
worry about educational goals and their children's health issues make strong demands for the 
regulations. 

As suggested earlier, the Korean government has expanded its regulatory system in the video 
game sector. The Game Rating Board (GRB) was established as an independent agency in 
October 2006, under the Game Industry Promotion Act, as a public organization for fostering 
the growth of game culture and developing the game industry in Korea. The GRB rates games 
in four major categories (12+, 15+, 18+, and all). For the 12+ category, the guideline explains 
that the content of the game has no representation of anti-societal ideas, distortion or profan
ity of religion and public morals that would be harmful to children between ages 12 and 14 
emotionally and physically, for instance. 

Pursuant to the Game Act, game producers or distributors must report to GRB any and all 
modifications or updates of the content of online games at least seven days prior to their provi
sion. In 2007, in the first full implementation of the rating system, a total of 2,025 rating 
applications for online games were filed (Ministry of Culture, Sport and Tourism 2008: 18). In 
2010, of the 3,218 ratings assigned by GRB, the vast majority of games received an "all" rating 
(74.6%), followed by 12+ (7.8%), 15+ (3.2%), and 18+ (14.4%) (Game Rating Board 2012). 
As announced on its website, "GRB does its utmost to prevent illegal activities by strengthen
ing the observation of ratings. Such activities will lead to a dynamic game environment and the 
nurturing of the game industry as an engine for the future economic growth of Korea" (Game 
Rating Board 2012). This mission statement would demonstrate the government's claims to 
balance the financial viability of this rapidly expanding industry with the public interest. In 
other words, instead of actually trying to prevent young children from playing games that are 
not appropriate for them, the rating system is largely symbolic. 

In sum, Korea has unexpectedly developed unique financial and institutional supports for 
the game sector, regardless of the fact that the county has been one of the most active coun
tries actualizing neoliberal globalization. As Peck and Tickell (2002: 381) point out, "the new 
religion of neoliberalism combines a commitment to the extension of markets and logics of 
competitiveness with a profound antipathy to all kinds of Keynesian strategies. The constitution 
and extension of competitive forces is married with aggressive forms of state downsizing, 
austerity financing, and public service reform." Instead of being anti-statist, however, neoliber
ally-inclined Korean officials have used state power in the pursuit of the country's own goals 
in the midst of severe criticism based on social problematics related to game overuse. As David 
Harvey (2005) aptly put it, we can clearly witness that neoliberalism does not make the state 
irrelevant, and there are few place~ where this is more evident than in the Korean game indus
try. The Korean government, which has been a key player in the growth of video game 
software, has developed cautious approaches to the online game industry. In order to deal with 
game addiction problems and increasing concerns from parents, the government has had no 
choice but to take regulatory action, but at the same time it has weighed this against initiatives 
to cement the ongoing ascendency of its foremost entertainment industry's operational success 
by not taking these regulations too far. 

Conclusion 

The Korean online game industry has been experiencing unprecedented growth with the 
popularity of several games in the global markets, as well as the domestic market. In the midst 
of intensifying global competition in the game market, domestic game firms have developed 
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several MMORPGs and casual games, and these games have become some of the most signif
icant products and markers of youth culture and have become successful in the global game 
markets. While several factors are major contributors to the success of the local online game 
sector, government policy especially has proven to be a key element for the trajectories of game 
industries via cultural policies surrounding media economy and youth culture. 

The Korean government has applied neoliberal globalization approaches to the national 
economy; however, the reality has been more complex than a straightforward neoliberal expla
nation would predict. The government has realized that the local video game industry has 
substantially grown when the government actively supports it. As a result, the government has 
to facilitate the marketization of online games, as much through its economic as its cultural 
policies. While neoliberal norms call for small government in the realm of culture, the Korean 
government has taken a major role. The Korean government has continued to be involved in 
the game industry as a major player mainly due to economic imperatives. In other words, the 
government has initiated the growth of video games for the national economy. 

In recent years, the government has also regulated video games. In Korea, online games have 
been a major entertainment tool and playing online games has become a significant pastime for 
Korean youth between their mid-teens and late twenties. With school violence and excessive 
gaming and the decline of academic interest among many young students widely recognized as 
important social problems, the Korean government's game policies have largely shifted from 
deregulatory to socially regulatory measures. The government has taken action to restrict youth 
exposure to violent online games, and doing so has oftentimes hurt the gaming industry. Instead 
of regulating games, many other countries are trying to resolve some side effects of games 
through education; however, unlike these cases the Korean government has taken regulatory 
action in the belief that these rules will improve the situation more quickly. 

This means that government policy in the video game sector oftentimes appears contradic
tory due to the complicated socio-political environment; the government sometimes becomes 
a major engine for the growth, while at other times, it limits people's liberty by restricting the 
growth of t9-e video game industry. Regardless of the fact that there is arguably no clear 
connection between online gaming and violent behavior, the ministries in the Korean govern
ment work together to create new rules, because school violence in Korea has become one of 
the most serious issues in the twenty-first century. The government, instead of more carefully 
weighing pros and cons, has regulated the game sector regardless of the protests and criticisms. 
This implies that the political culture of the Korean government as it relates to the video game 
industries has been constantly amended owing to a number of factors, including but not limited 
to historical precedents, societal pressures and expectations, and the need to balance economic 
prosperity with the safeguarding of the country's own populace. The government has had to 
find a delicate balance between supporting its largest cultural export sector and at the same time 
not allowing its products to run unchecked, particularly on the country's youth. However, most 
recently the government seems to be leaning more strongly toward regulation. What the 
government has to consider is the nature of video gaming as a major part of youth culture. How 
to develop this unique youth culture is more significant than its temporary reign because youth 
culture cannot be curbed by these regulatory policy measures. 

Notes 

The actual value will be different due to the currency exchange rate between 2000 and 2010. In order 
to provide an approximate trend of the growth, the chapter simply calculates the exchange rate the 
same ($1=1,156.26 won) during the period. 
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2 For instance, in Paramus, New Jersey, in 1997 a law was proposed to ban free-standing arcades. 
Furthermore, any game or arcade had to be more than 1,500 feet away from the nearest school, church, 
synagogue, park, library, hospital, day-care center, nursing home, or from "any other amusement device, 
even a single video game in the lobby of a diner" (Sforza 1997). 

3 Hong Kong youth culture accepted the Japanese games, but they were localized and this hybridiza
tion mixed the games and local culture. The character designs in Kil1g q{ Fighter particularly influenced 
youth street fashion styles as players began to dress similarly to the characters in the game. 
Furthermore, arcade game culture was alleged to have promoted new "combat game-related jargons" 
especially among the lower classes (Ng 2006). 

4 This was mainly under the general impression that arcades were endangering youth.The decision to 
rid the country of arcades happened "amid claims by many parents and government officials that moral 
values have plunged among teenagers and young adults. Some academics blamed the increasing popu
larity of violent video games for a surge in school crimes last year, including stabbings and students 
setting fire to classrooms. They also said arcades cause teenagers to skip school and waste their 
allowances. Meanwhile, police argued that many of the dark, smoky game centers function as a front 
for gambling and money laundering" (Yoong 2001). 
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The following pages trace the cultural understandings that informed two sets of important global 
governance practices at two historical moments: the formation of the International Telegraph 
Union (ITU) in 1865 among nation-states, and the recent governance controversies about the 
internet, information technology and development, and intellectual property among states, 
global firms, and societal actors.2 Three interrelated arguments inform this essay. First, successive 
stages of global governance have involved an increasing number of social groups in shaping the 
ordering principles of global governance. The current principles in no way replace the influence 
of powerful actors but as a whole they do dilute it, making the global information policy regimes 
~ncreasingly participatory. Second, in the new systems of governance, increasingly, a greater share 
mvolves global mechanisms. Networked technologies proliferate through engineered and human 
interconnections; this essay goes further in exploring the social construction of international 
interconnections that have increased the share of the global in their governance. Third, the social 
construction of these principles moves parallel to the materiality of information technology 
networks. The calculations of engineers regarding telephone switching protocols in the late nine
teenth century reflected the idea of"national" networks, while Facebook's corporate owners in 
the twenty-first century write technology codes that reflect both their commercial prerogatives 
and their users' needs and their advocacy.3 

Global governance has been central in the provision of information technologies and 
networks, from the rollout of the telegraph in the nineteenth century to the current era in 
which nearly a billion people worldwide connect through social media platforms such as 
YouTube and Facebook. Global governance is often understood narrowly as formal arrange
ments, such as the foundation of international organizations or the inscription of international 
laws." ~mportant~y, global governance is also a set of informal cultural understandings among 
participants, which convey the everyday life and the origins of such governance. Collective or 
cultural understandings among groups - such as nation-states, firms, society, and individuals -
represent the rationale for the organization of global governance: who is to be included or 
excluded in the daily regulative functions; the origins of these principles and their acceptance 
or contestation among included or excluded groups; and, generalizing in the context of this 
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essay, the collective understandings about technologies among the global governors and the 
governed. Global governance, therefore, defines the ordering principles of information tech
nology networks and encapsulates both the "textbook" form of these principles, and the 
political contestations that inform these principles. In the context of this essay, the inclusion of 
different groups is understood as "participatory," but not necessarily always positive, while their 
ability to problem-solve and provide public reasons for their solutions, especially when not 
reflective of what dominant groups' preferences, is deemed deliberative. 4 

The essay will first provide a broad historical overview ofhow top-down "national" cultural 
~nderstandings regarding technology were institutionalized through global governance. It will 
then show how globalizing imperatives, especially those originating in firms, resulted in a 
market-driven information infrastructural regime epitomized by rules framed at the World 
Trade Organization and the World Intellectual Property Organization in the period after 1980. 
The essay then shows how the bottom-up cultural understandings regarding user-driven prac
tices developed slowly, challenging existing governance practices following the proliferation of 
internet, social media, and multi-use user devices. The final section details how the top-down 
practices of nation-states or firms are becoming increasingly ineffective in solely defining the 
shape of global governance. While the top-down practices are becoming ineffective, the 
bottom-up participatory practices among societal users and global activists remain variable in 
their incidence and degree of effectiveness. For every successful example of a "crowd-sourced" 
crisis map, one may count several armchair "slacktivists" clicking 'like' buttons on Facebook, or 
the latter's owners who shape social behavior through infrastructural codes. 

Historical global governance 

The market-driven governance of global information networks is relatively new: the World 
Trade Organization moved the regime close to market principles through a series of multilat
eral agreements in the 1990s. Historically, information networks were organized and expanded 
according to state priorities set in place during the nineteenth century when nation-states were 
the primary and dominant actors in global affairs. The engineering logic of information 
networks benefitted from and furthered the underlying nationalistic logic, even when there 
were clear alternatives, such as the proliferation of small-scale "mom and pop" telephony 
providers all over the United States in the early part of the twentieth century before AT&T 
consolidated them. 

The nineteenth century set in place a cultural understanding regarding the role of the 
nation-state, which meant that the state set the priorities for telecommunication infrastructures 
and expanded them according to a logic that regarded such technologies as "progress". From 
Hobbes to Rousseau, the West European nation-state developed in the context of embodying 
and reflecting a social contract, which in the shadow of nineteenth century rapid industrializa
tion made technologies almost synonymous with "modernity" even as Luddites and Marxists, 
among others, questioned this logic (Meltzer et al. 1993). James Scott's (1998) concept of "a 
high-modernist ideology" that informed the conceptualization and practice of nation-state led 
social engineering programs in the twentieth century is also apt for describing the large-scale 
rollout of telecommunications infrastructures that began in the previous century. Large-scale 
bureaucracies and nationally controlled networks became the mantra of telecommunications: 
regulatory practices responded to these forces, while a "prostrate civil society", as Scott calls it, 
could not resist them. 

The story of global rules that preserved state-owned telecommunications monopolies 
predates the invention of the telephone. The International Telegraph Union, founded in 1865, 
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set up rules and protocols for telegraph messages to be exchanged among countries. But, it also 
accepted and legitimized the position of telecommunications monopolies that, until the early 
1980s, dominated communication industries. A set of explicit agreements and implicit under
standings at the international level sanctioned the monopoly cartel in telecommunications. 

The need for global rules arose shortly after the invention of the telegraph in 183 7. By the 
mid-1860s, telegraph cables spanned the Atlantic and the distance between London and 
Calcutta. Napoleon III called for a conference in Paris in 1865, leading to the birth of the 
International Telegraph Union (precursor to the present day International Telecommunication 
Union or ITU) to ensure that flows of communication would supplement the increasingly freer 
flows of commerce. It was at this time in Europe that the major powers, including Britain, 
France, Prussia, and Italy, reduced their tariff barriers toward each other. Telegraph's spread 
necessitated, and the ITU began to provide, rules for interconnection, equipment standardiza
tion, pricing agreements among countries, and a mechanism for decision-making to address all 
these needs. The latter became even more important with the invention and spread of the tele
phone after 1876. 

The emphasis on national sovereignty in Europe directed the shape of everything that the 
ITU designed. An early understanding was that each nation would own its own monopoly in 
telecommunications and, depending on national capacity, its own torchbearer for equipment 
manufacturing. The monopoly rule would later be buffered by the cost calculation of engineers 
who argued that network benefits could be optimized only if there was a single "natural 
monopoly" in every nation (Cowhey 1990).5 Global governance ensured that these monopo
lies would be interconnected with each other through subsequent rule formation. The rules of 
joint provision of services (where two nations were sending messages to each other) and joint 
ownership (of cables and, later, wireless networks) extended the sovereignty principle to inter
national communications. Bilateral agreements (known as settlements) of division of revenues, 
usually divided equally between the states involved, were also regularized through the ITU. 

Studies of the old telecommunications governance arrangements often overlook the busi
ness strategies _of national monopolies that sustained the regime. These strategies were also 
rooted in shared understandings. The basis of every firm's strategic moves can be found in its 
attempts to maximize profits and minimize risk and uncertainty (Knight, 1921). 
Telecommunications entities argued for monopoly control emphasizing the economies of scale 
necessary to provide services, and sought to recover these costs by targeting institutional users 
such as government administrations and large corporate users. With high (start-up) fixed and 
high variable (total minus fixed) costs, industries like telecommunications used their economies 
of scale to make the argument that they were "natural monopolies". However, their focus on 
large institutional markets such as government and industry who could afford these services, 
also led to a relative neglect of the needs of the small business sector and the personal "home" 
market. 

Politics informed the engineering logic of monopoly: telecommunication engineers in the 
monopolies did not contest this logic, but there were alternatives such as the presence of small
scale operators of rural America, or the competitive non-monopoly providers in Finland. Thus 
the connection between the techno-economics and the business strategies of a monopoly was 
not a fait accompli. First, businesses quite consciously took advantage of certain features of the 
infrastructure, such as the necessity of large-scale networks and associated costs, to make the 
argument about monopoly. Mueller (1998) has brought detailed historical evidence to bear on 
how AT&T constructed the argument about the so-called natural monopoly to legitimize and 
protect its market status. 6 Second, there was nothing natural about trying to recover high fixed 
costs through targeting large institutional users. Most large firms were loathe to recover their 
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costs by focusing on small businesses or large personal markets and had no organizational back
bone to do so. Costly mistakes were made. The Consent Decree AT&T signed in 1956 is an 
apt illustration. Congruent with its provisions, AT&T agreed not to provide computer based 
and data processing services. In hindsight, the decision seems myopic given that AT&T was 
aware of the potential for these new services. However, AT&T was not barred from providing 
these services to the government (including the Defense Department), which the corporation 
calculated would be their major customer for these services (Horwitz, 1989: 145). AT&T's 

organizational culture always prioritized large institutional users. 
While the origins of change in monopoly arrangements lie in legal challenges that weak

~ned AT &T's technological claims, the main impetus came from the remarkable coalition of 
powerful states and large users who called for a liberalized competitive marketplace in telecom
munications. 7 Furthermore, human innovation in telecommunications technology by the 
1970s, many of them specifically designed to weakenAT&T's claim, had evolved to a point that 
made the monopoly argument increasingly unsustainable at national or global levels. Judicial 
and Federal Communication Commission (FCC) rulings in the United States, starting with the 
late-19 50s, had begun to affirm the rights of potential service providers and large users to own 
and operate their own networks and interconnect with AT &T's monopoly network. For exam
ple, the "Hush-a-phone" decision in 1957 permitted the use of a foreign attachment on the 
telephone handset to reduce noise and was instrumental in ·setting the stage for further compe
tition. A broad interpretation of this decision led in turn to the Carterphone decision in 1968, 
which allowed the interconnection of mobile radiotelephone systems to the public switched 
telephone network. The latter is widely viewed as the beginning of competition in the 
telecommunications industry (Schiller 1982: 15). In 1969, Microwave Communications Inc. 
(MCI) obtained a license to provide service between St. Louis and Chicago. MCI argued that 
its microwave network was different from AT &T's terrestrial network and, therefore, did not 
threaten AT &T's position. A 1982 judgment led to the break-up of AT&T in 1984, following 
an anti-trust (anti-monopoly) lawsuit from the U.S. Department of Justice filed in 1974. 

On the whole, the liberalization of telecommunication made possible by these legal-techno
logical changes was played out within individual states. The United Kingdom was the first in 
1981 to privatize its monopoly, British Telecom, and introduce duopolistic competition by 
licensing a second common carrier, Mercury, owned by Cable and Wireless. The 1984 break-up 
of AT&T introduced competition into long-distance services. Japan began the privatization and 
competition process in 1985 but the state retained a big oversight role in introducing particular 
forms of competition in the various service markets. The European Community's technocrats 
from Brussels began to tout the benefits of liberalization through various reports in order to 
persuade member states to privatize and move toward market-driven mechanisms in telecom
munications. This came on the heels of several important national and European Commission 
reports and policy initiatives that touted the benefits ofliberalization. A "Green Paper" in 1987 
urged telecommunications reform and pushed countries toward adding teleconununications to 
the creation of the European Union in 1992. While individual countries started moving toward 
liberalization and privatization in the 1980s, the marketplace did not become competitive until 
1998. Nonetheless, as the next section shows, the early European efforts were aided by the 

transnational user coalition frustrated with monopoly service provision. 

The market-driven regime 

The different national policies toward competition in the provision for telecommunication 
services soon had a global governance counterpart. The natural monopoly understandings had 
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been institutionalized internationally through organizations such as the International 
Telecommunication Union. Beginning in the 1980s, not only were these understandings ques
tioned but global governance took an added "participatory" dimension: instead of merely 
reflecting national priorities, as this essay will detail, new global understandings shaped by 
telecommunications providers and users now began to re-order these priorities. 

At first glance, the breakdown of the public-monopoly model in telecommunications seems 
to merely substitute public authority for private control. Nevertheless, this breakdown required 
amendments to existing cultural meanings among bureaucracies and telecommunication users. 
First, at the level of global governance, new understandings ofliberalizing markets involved, and 
were reinforced through, lengthy international negotiations. International diplomacy and nego
tiations are to global governance what conversations are to a household: they shape meanings 
depending on the language spoken and those participating.8 Second, there were bottom-up 
pressures from businesses and consumers who demanded information services that the monop
olies were unable to provide. This ushered the awakening of the "prostrate civil society" but 
their pressures played second fiddle to that of businesses. 

A powerful coalition for global regime change arose on behalf oflarge users (multi-national 
firms) of telecommunications services who accounted for a majority of the long-distance 
telecommunication traffic in the world. This is significant: instead of making their case at a 
national level, these globalized businesses advanced a global argument on the need for change. 
These users, most of them using data-based networks for their operations, had found themselves 
increasingly hamstrung by the inefficient way in which most of the telecommunications 
monopolies operated. They were mostly run as overly bureaucratized government departments 
not that concerned with either expanding or improving the quality of the infrastructures. The 
irony was that, given the inelasticity of demand, demand did not fall when prices rose. Thus the 
government monopolies were often used, especially in the developing world, as "cash cows." 

The large users, located in the developed world, put pressure on their home governments 
for international regulatory reform. Several factors helped their agenda. First, nee-liberal or 
pro-market ide_as were on the rise in policy-making, academia, and international organizations. 
The large users saw their needs best met through a competitive marketplace rather than 
through monopolies. Initially, their calls found easy reception in those home governments, 
which had already begun to liberalize many sectors of the economy. The governments of 
President Ronald Reagan in the United States and Prime Minister Margaret Thatcher in the 
United Kingdom are particularly important in this regard. The demand for international 
reform followed the liberalization of domestic telecommunication in large economies such as 
the U.S., UK, and Japan, which accounted for nearly two-thirds of the global telecommunica
tions market. Second, as telecommunication markets opened up in these countries, competition 
began to develop among service providers and the preferred national equipment manufactur
ers, even in countries which had not yet liberalized, who now wanted to get into international 
territories in search of new revenue streams. These service and equipment providers joined the 
large users in an international coalition for reform. Finally, the European Community (now 
European Union) began to cajole member-states and move them toward liberalizing their 
telecommunications. This came on the heels of several important national and European 
Commission (EC) reports and policy initiatives that touted the benefits ofliberalization and, as 
noted earlier, led to competing telecommunication providers in the EU by 1998. Nonetheless, 
the early European efforts aided the coalition of large users. 

Residential users provided another participatory layer. While large business users dominated 
the global discussions about moving beyond national monopolies, residential users around the 
world shared their sentiment and also argued for adequate information services. A popular 
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saying in France at the time was that one-half of France was waiting for a phone and the other 
half for a dial tone. It epitomized the case of societal users in Europe who either lacked these 
services or received shoddy ones. The old cultural understandings regarding national monopo
lies stood in the way. Although the nineteenth century "modern" state had responded to new 
technologies pro-actively by furnishing vast transportation and communication infrastructures 
and equating communications with breaking societal barriers-and hierarchies, the late-twenti
eth century counterpart of this state presented an irony: the state was comfortable with its 
centralized bureaucratic apparatus, but often overlooked the societal pressures to which it 
ry.eeded to respond. In 197 6, President Giscard d'Estaing of Franc~ appointed a c~mmission to 
advise the state on the computerization of society. The Nora-Mmc Report, as tt came to be 
known, pointed to both the centralized French state and the resulting ossified French society 
as key barriers for information networks, which the report called telematics. In an introduction 
to this report, sociologist Daniel Bell (1980: xiv) wrote that France was "going through an 
intensive period of self-scrutiny in which the traditional centralization of administrative power 

was increasingly under question." 
In the developing world, limited access and poor quality telecommunication services gener-

ated social pressure to address these issues. Table 12.1 provides an overview of several newly 
industrializing and developing countries in 1980 and 1995 to show their low teledensity and 
the long waiting lists for telephones. Although telephones tended to concentrate in large cities, 
it could take 10-15 years to get a telephone connection in Bombay (now Mumbai). Favelas in 
Brazil featured illegal telephone connections obtained by tapping into telephone lines; a simi
lar story repeated in other parts of the world, even among affiuent customers. South Korea, at 
that time a newly industrializing country, can now boast of one of the best broadband infra
structures in the world. But in 1980 it had only seven mainlines per 100 people, and the waiting 
list for telephone lines exceeded five million lines for a country with a total population of 40 
million. Nevertheless, in response to middle-class and student protests, President Chun Doo 
Hwan (1979-1987) undertook telecommunication prioritization and corporatization programs 

and by 1987 the waiting lists were eliminated. 
Societal groups participated in various ways in evolving telecommunication policies. The 

most immediate demands were economically-based demands for telephone connections, and 

Table 12.1 National telecommunications infrastructures 

Main lines Waiting list Waiting time Largest city 

(Per 1 00 population) (000) (years) main lines 

(%of total) 

Country 1980 1990 1995 1980 1995 1995 1995 

Singapore 25.98 38.96 48.18 4 0.2 0 100 

S. Korea 7.34 30.97 41.47 604 0 0 33.7 

Mexico 3.73 6.55 9.58 409 196 0.3 36.1 

Malaysia 2.95 8.97 16.56 133 140 0.3 9.5 

China 0.2 0.6 3.35 164 1,400 0.2 4.6 

India 0.33 0.6 1.29 447 2,277 1.3 12.7 

Brazil 3.93 6.5 8.51 3,250 n.a. 0.7 17.4 

Myanmar 0.1 0.17 0.35 n.a. n.a. n.a 46.3 

Note: Adapted from J.P. Singh, Leapfrogging Development? The Political Economy of Telecommunications Restructuring 
(Albany, NY: State University of New York Press, 1 999), p. 57. 

Source: ITU, Yearbook of Telecommunication Statistics, various years. 
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another was the forceful case for recognizing the communication needs of societies. This case 
moved into international debates on the New World Information and Communication Order 
(NWICO) from the late-1970s to the end of the 1980s, which took place in the United 
Nations Educational and Scientific Organization (Singh 2011a).9 The first sentence of the 
MacBride Commission Report (1980: 3) prefaces the intellectual rationale to NWICO: 
"Communication maintains and animates life. It is also the motor and expression of social activ
ity and civilization ... " (MacBride Commission 1980: 3). 

At the national level, the economic and social demands for communication were part of 
larger demands for a better material life, including the case for basic needs. As the South Korea 
example above shows, these demands held governments accountable directly or indirectly. Riots 
and social unrest in the developing world in the 1980s reflected these demands for basic 
economic services. Pressures within countries for telecommunications provision and the inabil
ity of the post, telegraph, and telephone departments (PTTs) to meet demands - especially 
from businesses and urban middle-income consumers - led to a period of telecommunications 
restructurings and liberalization. However, national public monopolies were administratively 
ill-prepared to respond to these demands. By the early 1990s, the case for telecommunication 
restructuring was being made globally. 

GATT/WTO Negotiations in Telecommunications7o 

One of the most significant changes in the global governance of information infrastructure is 
the shifting of authority away from ITU to involve institutions like GATT /WTO. ITU in 1865 
reflected national understandings. The GATT /WTO negotiations still feature nation-states but 
often they reflect the globalizing prerogatives ofbusinesses or, in many cases, states are coordi
nating their policies in order to join global information networks rather than merely preserving 
national regulatory control. Furthermore, the push for liberalization in telecommunications 
globally reflects similar trends and pressures in services including banking, hotels, and airlines -
in what is oft!:n termed the global services economy that now accounts for a majority of 
economic output in almost all countries around the world. 11 

The Uruguay Round of the GATT (1986-1994)- undertaken through WTO's predeces
sor the General Agreement on Tariffs and Trade - was instrumental in establishing a framework 
for service liberalization through its Group on Negotiation ofServices (GNS).This framework 
served as the backdrop for the WTO telecommunications negotiations from 1994 to 1997. 
These negotiations unraveled the prior collective understandings on sustaining national 
monopolies and allowed for international liberalization and competition among telecommuni
cation carriers. The ubiquitous presence of international information carriers around the world 
at present is chiefly the result of deliberations at the WTO. 

The General Agreement on Trade in Services (GATS) that emerged from the WTO is 
particularly important in the case of telecommunications but also for other information and 
communication industries such as film and broadcasting. Formally, GATS consists of29 articles, 
8 annexes, and 130 schedules of commitments. Informally understood, the GATS agreement 
makes services "tradable": no longer the preserve of national monopolies and subject to inter
national regulatory principles. Therefore, the global liberal governance regime, whether shaped 
by powerful states or international businesses, now supplements and often undercuts national 
efforts. The WTO dispute settlement mechanism, instituted to arbitrate international disputes 
has, for example, ruled on Mexican interconnection barriers for competitive carriers (in 2004) 
and Chinese distribution practices for films (in 2011). 

However, these new global arrangements were highly contested at the negotiations in the 
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1990s. Developing countries, whose cause was spearheaded by India in Geneva, would lose 
important revenue bases ifliberalization schemes were introduced. The European Union even
tually wanted to move toward such liberalization but its incumbent telecommunication 
industry could resist these moves in the early 1990s. Developing countries, therefore, found 
coalitional partners among the Europeans who were averse to basic services being negotiated 
just then. Meanwhile, global businesses - such as the Coalition for Service Industries, located 
in the United States, but representative of global business interests - pushed hard for interna
tional liberalization. Countries that had already liberalized- the U.S., U.K., New Zealand and 
Jtpan - at the GATT negotiations. In 1994, 67 governments made commitments in the 
telecommunications annexure of GATS, which covered value-added services. 12 Initially, the 
annexure was also to cover basic services, and move countries toward cost-based-pricing 
schemes to hinder national governments from overpricing their telecommunication services or 
using them as "cash cows." 

The WTO telecommunication negotiations, begun in May 1994, took up the unfinished 
agenda of GATS with respect to the liberalization of basic services. GATT's Uruguay Round 
of trade negotiations form 1987-1994, which created the WTO and instituted the GATS 
agreement also called for on-going sectoral negotiations in issues that could not be decided at 
the Uruguay Round. 13 Three years of complicated negotiations around telecommunications 
ensued, almost coming undone in April 1996 when the United States responded to weak liber
alization offers from others by walking out of the talks. Nonetheless, the February 15, 1997 
accord was hailed by the United States andWTO as a major victory. Some 95 percent of world 
trade in telecommunications, at an estimated $650 billion, would fall under WTO purview 
beginning January 1, 1998, the date of implementation. 

The WTO telecommunications accord signed by 69 countries in 1997 included 40 less 
developed countries and formalized the new market-led regime in telecommunications. More 
than 100 governments had joined by 2013. Historically, telecommunications sectors were 
controlled or operated by national monopolies. The ITU governance mechanisms reflected 
national priorities. Technically, nation-states also shaped the new cultural understandings of 
market-liberalization at the WTO. However, these new cultural understandings now reflected 
not just nation-state priorities but also those of businesses and users. Most importantly, the ITU 
governance mechanism responded to national priorities; those from the WTO have shaped 
national priorities, making the evolving arrangement increasingly global in scope, and partici
patory in including global actors other than the nation-state such as businesses, societal users, 
and international organizations. 

An important feature of the Fourth Protocol of the WTO telecommunications accord was 
the "Reference Papet" that introduced global "regulatory disciplines" to observe the WTO rules. 
Until then the inter-governmental "cultural understanding" favored national monopolies and 
disparate national regulatory structures. The Reference Paper was perhaps the most important 
outcome of the negotiations in providing regulatory teeth for market liberalization through 
"market access" and "national treatment" commitments executed by the signatory states. 14 Such 
commitments would be moot if they were not enforced through national regulatory authorities: 
the Reference Paper attended to this need and provided the legal and regulatory impetus for the 
liberalization commitments countries made. While 69 countries signed the accord in 1997, 53 
countries signed the Reference Paper appended to the Protocol. 15 

Currently,WTO's Fourth Protocol is understood to be the major global governance regime 
in telecommunications. International negotiations at the WTO often feature both coalitions of 
support and also those of protest, both within and outside the conferences of the WTO. 
Therefore, scholars now argue that international negotiations are far more participatory than 
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international rules made at the behest of a few great powers (Singh 2008, Niemann 2006, Risse 
2000). Several well-known disputes adjudicated through the WTO dispute settlement, such as 
those mentioned above, have further deepened the decision-making procedures governing the 
regime. WTO is, therefore, the de facto global institution behind this regime. The ITU, which 
harbored the old monopoly regime, is now involved mostly with technical standards and inter
connection protocols governing the regime. As we will examine later, ITU has recently pushed 
for involvement in internet governance through encouraging the World Summit on 
Information Society. 

The current regime and bottom-up pressures 

The current global information policy regime is polycentric and, depending on the technol
ogy in question, governance takes place through a variety of institutions and processes. It is 
participatory, because as noted above, it now includes multiple players other than nation-states, 
such as businesses and global civil society, and international organizations such the ITU, WTO, 
UNESCO, and the World Intellectual Property Organization. More importantly, these partici
patory mechanisms are deliberative, in the sense of providing spaces for giving public reasons 
and sometimes for problem-solving in favor of weak players. An example of the former is that 
international diplomacy is no longer the kind of closed-door secretive exercise that led to the 
creation of the ITU. An example of the latter is that the increasingly assertive Global South 
now shapes global governance rather than being a passive recipient of global rules. 

Great powers and global businesses still dominate many of the global institutions involved, 
but several bottom-up and civil society processes are important. The developments that have 
brought about these changes include liberalization of the telecommunication regime, diffusion 
of mobile telephony, and proliferation of the internet and social media. Importantly, the infor
mation policy regimes now encompass issue areas that at one time were not included in this 
regime. Intellectual property is a well-known example. In general, the rise of digitized content 
has affected eyerything from archival practices in museums to international treaties governing 
creative industries signed in various agencies of the United Nations. Creative industries - such 
as broadcasting and film - are now often understood as the important "content" industries that 
flow over the "conduits" of information networks. The distinction is hard to make in practice: 
telephone calls, Facebook posts, and cultural content on YouTube are all digital forms. 

Information technologies also continue to facilitate participation from grassroots actors. The 
concept of technological "affordances" describes "actions and uses that technology makes qual
itatively easier or possible when compared to prior like technologies" (Earl and Kimport 2011: 
32). One of the affordances from growing digitization and information technologies is the way 
it has allowed individuals to network with each other for advocacy and governance purposes. 
Earl and Kimport (2011:71) call it "supersizing participation," while in the words of Clay 
Shirky (2008) organizing can now take place without organizations. Such affordances pose a 
challenge to existing governance processes, although they may not replace them. 

Before turning to how these affordances for networked individuals play out in specific 
instances of global governance, it is worth considering some evidence from the "grassroots". 
There are more than five billion mobile phone users worldwide, nearly one billion people on 
Facebook, and one billion people who watch four billion videos on YouTube each month.16 
Nearly half the people in U.S. and Western European countries are believed to own smart 
phones, which act as multi-media devices, and the fastest growth rates for smart phones are in 
the developing world (Financial Times AprilS, 2012).This exponential growth in mobile teleph
ony and social media use have led to affordances such as online advocacy, organizing and 
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protests, content creation and sharing, and participation in global governance processes. This 
essay now turns to three illustrations of these affordances at the global level: debates on intel
lectual property, internet governance, and information and communication technologies for 
development (ICT4D). 

Intellectual property 

A set of intellectual property agreements emerged at the same time as the Uruguay Round of 
trade negotiated new rules for services such as telecommunications. These agreements are 

I 
mostly characterized by giving global firms the ability to get knowledge and information 
termed and understood as "property". Over the last decade, grassroots opposition has ques
tioned such notions of intellectual property, and the "supersized civil-society participation" 
against restrictive intellectual property provisions, as detailed below, recently led to embarrass
ing defeats for the proponents of intellectual property both in the U.S. and the EU. 

Brand name clothiers and accessories, pharmaceuticals, and software firms initially pushed 
for intellectual property protection as part of U.S. trade interests in the 1970s.17 By the mid-
1980s, cultural industries led by the film, television and music industries began to join in. 
Collective efforts, by global businesses' Intellectual Property Coalition (IPC) resulted in a far
reaching agreement at the Uruguay Round:TRIPS, or the Trade RelatedAspects ofintellectual 
Property. TRIPS remained controversial. The beginning of the next trade round, the Doha 
Round, was held up in November 2001 until developed countries made concessions on an 
array of intellectual property matters. For example, paragraph 6 of the so-called Doha Health 
Declaration instructed the WTO's Council for TRIPS to find make certain that countries with 
pubic health emergencies that lacked manufacturing capacities could gain access to patented 
drugs and treatments. This could involve compulsory licensing of patented drugs or breaking 
of international patents to meet national needs. This task was completed in August 2003 after 
some contentious negotiations where the U.S. sought to reduce the list of emergencies that 
would be covered and assurances that the compulsory licenses would not lead to the export of 
drugs from the developing to the developed world. 

As firms have sought to obtain international property rights for knowledge embedded in 
patented, copyrighted or trademarked products, various transnational actors have contested the 
claim that the reward for inventions and innovations should be permanent ownership of the 
resulting "property," rather than a temporary grant of ownership for a limited number of years. 
Second, they have contested the claim that, even if inventions and innovations are viewed as 
"property," they should belong to firms as opposed to being freely circulated or assigned 
commons rights, especially in internet spaces (such as Creative Commons). 

Activist opposition to expansive notions of intellectual property for inventions and innova
tions led to the defeat of two bills in U.S. Congress in January 2012. These were the House of 
Representatives Stop Online Piracy Act (SOPA) and Senate Protection ofintellectual Property 
Act (PIPA). The rise of the Pirate Party in Sweden, Germany, and the European Parliament
to advocate against copyright and for internet freedoms - also reflects opposition to industry 
efforts to expand notions of intellectual property. The multilateral agreement known as the 
Anti-Counterfeiting Trade Agreement (ACTA), negotiated between 2008-2010, similarly 
produced heated debates. ACTA is often called "TRIPS-plus" in putting even more restrictive 
provisions on intellectual property than those negotiated at the WTO. Kader Arif, the European 
rapporteur for ACTA, resigned his post in protest after the EU officials signed the agreement 
in January 2012 before planned European Parliament and civil-society debates had taken place. 
The European Parliament is unlikely to ratify the agreement, and similar developments are 
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noticeable in other states that signed the agreement, including the Mexican Parliament. More 
than perhaps other arena of global governance discussed in this essay, activism against intellec
tual property has showcased the clout of global civil society activists and their coalitions against 
global corporations. 

Internet corporation for assigned names and numbers (/CANN) 

ICANN, located in Marina Del Rey, California, was founded in November 1998 to regulate 
internet domain names and the associated Internet Protocol addresses used for transferring 
messages. It is a private organization, which is overseen by a 19-member Board of Directors. 
Hailed as a model of self-regulation, it is sometimes seen as a major shift away from intergov
ernmental organizations serving as governance institutions. The corporation is housed in the 
U.S. and provides its government with considerable oversight, because it is chartered through 
its Department of Commerce. Critics have charged that its regular conferences with the U.S. 
government make ICANN unlikely to take a position that would harm U.S. national interests. 
Pressures from the EU led to the creation of a global Governmental Advisory Committee 
(GAC) that diluted somewhat the U.S. government's insistence that the corporation remain 
totally private. Nevertheless, critics of the U.S. domination of ICANN continue to propose 
alternatives, especially through the United Nations auspices. 

A closer look at this emergent form of global internet governance reveals the influence of 
powerful political and economic interests (Mueller 2002). ICANN would not have been possi
ble had the U.S. government, through its Department of Commerce, not intervened to arbitrate 
the claims of rival coalitions seeking to assert their dominance over the internet. Such strug
gles can be traced back to 1992 but they became especially severe after the introduction of the 
world wide web in 1994 led to a proliferation of domain names. Network Solutions Inc. (NSI), 
a private firm, received a five-year contract from the U.S. National Science Foundation to 
provide these domain name addresses. A rival coalition, centered around Internet Assigned 
Names Authqrity (lANA), started with academics and engineers but was able to get, after 
several failed attempts at establishing its cause, a number of important European governments 
on board, after which it was called the International Ad-Hoc Committee (IAHC). NSI repre
sented a private alternative, while the IAHC was a public alternative. The U.S. Department of 
Commerce White Paper in 1998 on domain names and IP addresses largely legitimized the 
IAHC-led coalition's position on making the internet domain authority participatory in an 
international sense, rather than dictating the governance from Washington, DC. Primarily at the 
behest of the European Commission, the U.S. Department of Commerce also requested that 
the World Intellectual Property Organization (WIPO) set-up a service to resolve domain name 
disputes (known as the Uniform Domain-Name Dispute-Resolution Policy or UDRP). 

The early history of ICANN's "participatory" global functioning has been messy politically, 
even if the actual task of assigning domain names is somewhat easier. The direct elections for 
the five directors for At-Large Membership were seen by some as international democracy, and 
by others as messy populism, and were soon discontinued. Critics also do not think that 
ICANN reflects bottom-up practices in decision-making as it claims to do. The U.S. govern
ment has considerable de facto power in the decision-making. 

The World Summit for International Society (WSIS) is particularly important in question
ing U.S. domination. WSIS begun in 1998 as an International Telecommunication Union 
initiative to examine the slow diffusion of internet in the developing world.WSIS was a multi
stakeholder forum bringing together governments, considerable number of civil society activist 
groups, businesses, and international organizations. Quite soon, it became the forum for 
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addressing the grievances of developing countries for being left out of domain name gover
nance and a host of other issues, many of which - spam, child pornography, data privacy, 
freedom of speech- went far beyond the ICANN mandate. The main demand of the interna
tional coalition, to which the EU lent support in mid-2005, was to bring ICANN under the 
United Nations. The U.S. government and ICANN, supported by business groups worldwide, 
resisted these moves and without the support of the incumbents, the moves eventually failed. 

Internet governance began to emerge as an important issue for developing countries in 
2003, and WSIS has become a symbolic arena for broadening the field of stakeholders who 
pfrticipate in internet governance. The move was led by influential developing countries such 
as China, Brazil, India and South Africa, but successive global meetings have brought in addi
tional governments and, more importantly, civil society and international organizations. At the 
second WSIS summit, held in Tunis mid-November 2005, the United Nations Secretary 
General created an Internet Governance Forum led by Special Advisor Nitin Desai to convene 
"a new forum for multi-stakeholder policy dialogue" reflecting the mandate from WSIS 
processes (Internet Governance Forum 2009). IGF features a unique gathering of multiple
stakeholder diplomacy, with the forum convening annual meetings and consultations among 
states, business, and civil society organizations. However, critics dismiss IGF as a talking shop 
and WSIS as ineffective in challenging ICANN dominance. On the issue of internet gover
nance itself, the United States government remains opposed to considering any alternatives to 
ICANN, while the European Union tries to balance its business groups' support for ICANN 
and member-states' varying levels of support for WSIS and IGE 

The most recent challenge to ICANN came from ITU's World Conference on International 
Communications, concluded in Dubai in December 2012. The conference tried to push 
through an international treaty- at the behest ofRussia, China, and many Middle-Eastern and 
African states- that would have replaced private and U.S. control of internet governance with 
the UN and ITU supervising a set of agreements enhancing state surveillance of the internet 
for cybersecurity and controlling spam. The internet, and social media firms such as Go ogle and 
Facebook that profit from it, would then be brought under a set of technical arrangements at 
the ITU similar to those governing traditional telecommunications firms. This includes a pric
ing plan for internet-based firms for their use of the telecommunications networks. Without 
the support of the U.S., the EU,Japan, and many developing countries, the Dubai summit for 
changing the parameters of internet governance was unsuccessful. The lead-up to the techni
cal arrangements proposed in Dubai were kept secret from all but a few nation-states opposed 
to the U.S. position, (although many details leaked out); civil society and business users were 
thus kept out of the deliberations. Interestingly, many nation-states oppose the United States 
and its businesses in the name of civil-society, yet these states seldom consult with their own 
civil societies, and unlike the United States, do not bring them along to international forums. 
China, an avid critic of the United States at many international forums, opposes WSIS and IGF 
precisely because they include civil society representatives in their deliberations. 

Information and communication technology for development (ICT4D) 

The role of information technologies in international development project implementation 
offers another instance of the shift from top-down global interventions to bottom-up advocacy 
and ingenuity as detailed below. The top-down interventions were enshrined in expertise
driven agencies such as the World Bank. These global agencies tended to reflect a rather 
mechanistic understanding ofEurope's industrialization, drawing from both West European and 
the Eastern Communist bloc economies. These interventions became known as the 
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"modernization approach": development economists isolated magic bullets for development, 
such as a high savings rate or Soviet-style central planning, which would induce a process of 
economic growth. Grassroots practices the world over now challenge these "external" inter
ventions from global or national planning agencies. In terms of communication infrastructures, 
these practices question communication messages delivered from expertise-led institutions such 
as the ITU or the World Bank, the role of the nation-state in infrastructural provision, and the 
exclusion of societal actors in decision-making. Furthermore, ICT4D practices expand the 
scope of information technologies to include many forms of mediated communications such 
as through broadcasting and film. 18 

In traditional development communication models, radio was supposed to bring modernity 
to the developing world by awakening "traditional" societies to "modern" forms of communi
cation (Lerner 1958). We have come a long way in thinking of traditional and new media in 
terms of voice, aspiration and social change. Radio's monologic and, at times, propagandistic 
nature notwithstanding, community radio often provides for interactivity that was missing 
earlier. The proliferation of mobile telephony may also account for the popularity of call-in 
shows. Scatamburlo-D'Annibale et al. (2006) note the important role of"alternative media" in 
fostering dialogic communication. As opposed to corporate media, which they posit as legit
imizing capitalist oppression, people-owned radio and television can lead to an "active, engaged, 
informed political participation." In particular, they note the importance of the Independent 
Media Center movement, a global progressive network "dedicated to 'horizontal' and 'non
hierarchical' forms of communication and organization ... As in many other parts of Latin 
America, Indymedia Argentina represents media for the oppressed" (p. 7). Indymedia offers 
broadcasting possibilities through multimedia uses such as the internet, radio and pirated TV 
signals, but most importantly its proponents celebrate its ability to provide alternative forms of 
story-telling about social and economic life. 

Radical analysts, such as the one describing the Indymedia movement, regularly scoff at 
representational politics offered through "corporate media," but these alternative story-telling 
possibilities, q.onetheless, are commonplace, and offer alternative understandings of social life 
and its possibilities. Take the example of Latin American telenovelas, or soap operas. Two billion 
people all over the world, and not just in the Spanish-speaking world, now watch telenovelas, 
and the cultural establishments backing them challenge Hollywood's dominance, itself the sine 
qua non of media imperialism for radical writers. More importantly, while telenovelas are often 
critiqued for offering escapist and commodified fantasies revolving around romance and beauty, 
the emphasis in the plotlines on structural obstacles such as poverty, class and bureaucracy 
distinguishes them from U.S. soap operas (Ibsen 2005). Even these supposedly monologic 
representations open up dialogic possibilities in allowing the audiences to imagine a different 
world. The popularity of media-savvy Arab female singers from Lebanon and Egypt offers 
another example. The lyrics and the sex appeal of these music videos are now seen as chal
lenging patriarchal practices in the Arab world. These scattered examples do not amount to an 
unquestioned acceptance of all media messages but an exploration of these messages in dialogic 
terms, cautioning against throwing out the proverbial baby with the bathwater. 

The governance processes underlying these creative or cultural industries provide alternative 
avenues for societal actors to express themselves in narrating their stories (Singh 2011B). 
Whether through the ITU or the WTO, global governance has been narrated from above. 
Creative industries, whether in the form of a YouTube video or a Facebook protest, thus provide 
another participatory dimension and an alternative to "hegemonic" global governance practices 
of international organizations and nation-states. 19 Admittedly, there are still only a few instances 
of ICT4D practices involving rigorous citizen engagement and deliberation in a rigorous 
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problem-solving sense. However, in indirect and more general ways, ICTs are often deployed to 
mobilize populations and provide feedback to policymakers prior to program implementation. 
SMS [Short Message Service] may be used to provide citizen feedback or report cards to govern
ment. Social media in general are well suited for crowdsourcing. In such cases, ICT4D might be 
seen as approximating ideal forms of deliberation. Several factors need emphasis. First, a few 
features ofiCTs make them well-suited for development purposes, either in the form of enhanc
ing participation and deliberation, or through cutting transaction costs for fulfilling particular 
objectives. Second, like any other human endeavor, technology invites creativity and human 
ittgenuity and there are many innovative applications in ICT4D. Taking these factors into 
account points to the human potential for utilizing technology for development. 

The United Nations Development Program's (UNDP) report, Making Technologies Wc>rk for 
Human Development, is instructive in this regard: 

Development and technology enjoy an uneasy relationship: within development circles 
there is a suspicion of technology...;boosters as too often people promoting expensive, inap
propriate fixes that take no account of development realities. Indeed, the belief that there 
is a technological silver bullet that can "solve" illiteracy, ill health or economic failure 

reflects scant understanding of real poverty. 
Yet if the development community turns its back on the explosion of technological 

innovation in food, medicine and information, it risks marginalizing itself and denying 
developing countries opportunities that, if harnessed effectively, could transform the lives 
of poor people and offer breakthrough development opportunities to poor countries. 

United Nations Development Programme 2001: iii 

ICT4D also showcases human ingenuity in the ways that communities have redefined artifacts 
for use and used them for problem solving.20 There are many examples. The open source move
ment, led by software engineers in academic institutions and private firms, has led to a variety 
of applications. In a prominent move in 2004, the Brazilian government moved toward adopt
ing open source software and applications in order to cut technology expenditures. Taking 
another example, the software platform Ushahidi, named after the Swahili word for testimony 
or witness, was first used in the December 2007 Kenyan elections. It allowed citizens to use a 
variety of media such as mobile, landlines, radio or the internet to monitor elections and report 
cases of violence that were then centrally collected and reported on Google maps. Since then, 
the Ushahidi platform has had a variety of applications including reporting from conflict and 
disaster zones and was even used in the 2010 winter snowstorm in Washington, DC. 
Entertainment industries have also been widely utilized for applications. The practice of crisis 
mapping, spurred by initiatives such as Ushahidi, now employs crowd-sourcing and multime
dia devices to provide humanitarian intervention, disaster updates, and violence reports. A final 
example of problem solving comes from "old-fashioned" broadcasting technologies employed 
in new political contexts. The BBC TV program Sanglap in Bangladesh introduced politicians 
and public officials to questions and discussions among live audiences and citizens, and was one 
of the most popular programs on Bangladeshi TV. The history of entertainment education - to 
convey socially progressive messages, through song and telenovelas, for example -is an old one. 
More recently, changes in technology have allowed for these messages to be accessed over a 
variety of devices and networks and allow interaction with others who are doing so. Livingston 
and Walter-Drop (2014) note that information technologies now increasingly allow for 
accountability and transparency in the developing world, and perform functions of information 

gathering, which used to be limited to large bureaucracies earlier. 
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It must be remembered that just because applications are widely available does not mean 
they meet societal aspirations. The Bhoomi system that digitized land records in the South 
Indian state ofKarnataka (Bhoomi means land) is criticized in policy and scholarship for cutting 
out the functions of village assemblies or local governance for land registration. Farmers now 
must spend money and time to travel to sub-district headquarters, known as taluks, to access 
the service (Prakash and De 2007). In other applications, Indian matrimonial and astrology 
markets have experienced a boom in applications, where the social productivity of these 
endeavors may be questionable. In this sense technology is neutral: it can have effects that are 
socially useful and economically productive, but the opposite can also be true. The Ushahidi 
platform did not prevent all of the violence among Hutus and Tutsis following the election; in 
fact, other rumors circulating over mobile phones and social media may have also contributed 
to violence. 

In the global governance ofiCT4D, the collective understandings of expertise-led develop
ment is not supplemented with increasing examination of participatory practices and the ways 
in which societal users redefine technologies for use. The UNDP report mentioned above is, 
therefore, an exceptional instance of such "human development" practices. Many of the tech
nology applications are donor-driven and the official development agencies or private firms 
with technology foundations have built-in biases toward narrating successful stories and over
looking the failures. While human ingenuity is an important factor for judging the usefulness 
of ICT4D, we may also need to account for the many failed ·projects in ICT4D to provide a 
balanced story. 21 We also need to account for the participatory story-telling practices through 
various media to account for alternative forms of governance practices that fly below the radar 
of global governance. 

Conclusion 

A polycentric regime with different but intersecting institutional networks informing different 
aspects of information governance has now replaced the old forms of "telecommunications" 
global governance. The collective understanding around the old regime sanctioned national 
monopolies and a web of engineering protocols that connected them. The International 
Telecommunications Union was the de jure global actor, though the de facto preeminent actors 
were nation-states. 

Beginning with the move to market liberalization and developments in digital technologies, 
global governance has become variegated. On one hand, it has endowed enormous power to 
global firms who may be viewed as replacing the nation-states as the primary actors in the 
regime. On the other hand, civil society actors and networked individuals now regularly contest 
the top-down understandings among firms and nation-states. Important global rules on intel
lectual property, framed at the behest of global firms, have recently been "defeated" in 
important forums such as the European Union and the U.S. Congress. Private governance 
through ICANN is similarly debated in important alternative forums. In the debates on inter
national development, participatory and conmmnity-driven practices are fast becoming the 
norm. 

The cultural understandings of the global governance of information networks have shifted 
in three significant ways. First, nation-states are no longer the only actors defining governance 
and, therefore, the resulting understandings now reveal both top-down and bottom-up prerog
atives. Second, global governance of information issues has broadened to include a variety of 
issues no longer limited to telecommunications, and central to the way societies communicate 
and live with each other or order their economic lives. These conmmnication nodes now 
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include broadcasting, social media, creative industries, contested notions of intellectual property, 
and internet governance. Third, the idea of global governance has become the de facto order
ing principle for information networks: instead of merely reflecting national priorities, as the 
ITU did in the nineteenth century, global governance now increasingly shapes national or 
domestic priorities. The broadening and deepening of polycentric global governance of infor
mation networks, therefore, does not replace the authoritative prerogatives of powerful actors 
but it supplants them with increasingly participatory mechanisms. 

(Notes 

A previous version of this essay was presented at the International Studies Association Convention in 
San Francisco, April 2013. I am grateful to the audience, the discussant, David Blagden, for detailed 
conunents, and the editors of this volume for extensive feedback. 

2 Information networks are understood in this essay to include "pipelines" such as telecommunications 
and the internet, but also the cultural information "content" that flows over them. Considering the 
former without the latter would be akin to speaking of society without people. See Jin and Borowy, 
Chapter 11 in this book for an example of the online video-gaming entertainment industry that is as 
much about pipelines as content. 

3 Global governance understood in this essay builds upon sociological traditions. Ruggie (1993) writes 
of nominal versus qualitative forms of global multilateral processes: the former accounts for the prac
tices of coordination among groups, while qualitative processes account for the origirzs and forms of 
multilateralism. Similarly, Ernst Haas (1982) distinguishes between mechanical and organic world
views, and Andrew Hurrell (2007) between international orders analyzed as facts versus socially 
constructed values. 

4 These understandings reflect the literatures on participation as involvement or advocacy from repre
sentative groups, and deliberation as the giving of public reasons (Baiocchi 2011, Mansbridge et al. 
2010, Mutz 2006), or problem-solving in the public sphere (Friere 2000, Habermas 1989). 

5 For Cow hey (1990), the epistemic community of engineers and bureaucrats of the ITU, and national 
authorities in teleconmmnications held the system in place. 

6 AT&T was a private monopoly, and unique anwng publicly-owned teleconmmnication carriers, but 
as the following analysis will show, its regulatory protections from U.S. government made it a quasi
public monopoly. 

7 Thus, while AT&T targeted large users, it was not that successful even in meeting their needs. 
8 Bull 1995, Singh 2008, Sharp 2009. 
9 NWICO is often remembered as a cold-war debate between the East and the West, and the one that 

provided the impetus for the U.S. to leave UNESCO in 1986. Although, NWICO indeed pitted the 
West against the East and the South, at its heart was also the vision of a contemporary society in which 
conmmnication infrastructures played a central role. See also essays in Frau-Meigs et al. (2012). 

10 This section is adapted from Singh (2008). 
11 In the old economic jargon, the services sector - as opposed to agriculture or manufacturing - was 

known as the "tertiary" sector. The term "tertiary" has fallen out of use as the services sector has 
become the most cutting-edge and dynamic for the economy and for the ways in which societies view 
themselves in the information age. 

12 Value-added services alter or enhance the content of the message as it leaves the sender, while basic 
services leave it unchanged. An example of value-added services is stored voicemail, and that of basic 
is a telephone conversation. 

13 Typically, GATT /WTO must formally lunch "rounds" of negotiations to proceed in all economic 
sectors simultaneously. The sanctioning of on-going sectoral negotiations was different but also spoke 
to the iinportance of creating global governance arrangements in these issues. 

14 Market access conmlitments dealt with the number and scope of private and foreign investment 
providers National treatment clauses in trade mean that foreign investors get the same market privi
leges as domestic ones. 

15 See World Trade Organization, "Teleconmmnications Services." http:! lwto.orglerzglish!tratop_elserv_el 
telecom_eltelecom_e.htm (accessed August 23, 2013). 

16 Statistics from various sources. You Tube statistics from www. youtube.com/t lpress_statistics (accessed July 
14, 2013). Facebook statistics from www.clzeckfacebook.com (accessed July 14, 2013). 
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17 Intellectual property concerns parallel the rise of commerce in Western Europe. International agree
ments in intellectual property proliferated since the late-nineteenth century along with the rise of free 
trade in Europe. The 1980s were unique in putting forth a cohesive international coalition, which 
made intellectual property a part of U.S. trade agenda, initially through amendments in U.S. trade law 
through Congressional amendments in the mid-1980s. 

18 This case is not limited to the developing world, and has always had global counterparts. ITU gover
nance always affected teleconununications and broadcasting. WTO's conununication agreements 
govern teleconununications and audio-visual industries. Social media now have further blurred the 
distinction between various forms of communication media. 

19 On February 4, 2008, the 33-year old Colombian engineer Hector Morales Guevara, organized a 
protest against the paramilitary group FARC through Facebook that took place around the world in 
nearly 200 cities and 40 countries. The estimates range from hundreds of thousands of protesters up 
to twelve million. It was one of the biggest protests in Colombia against the paramilitary's kidnappings 
and other forms of violence, and may have brought out nearly 2 million people in Bogota alone 
(Bordzinski 2008). 

20 Pinch and Bijker (2012: 22-23), while not using the language of ingenuity, note a similar relationship 
between artifacts and problem-solving: "In deciding which problems are relevant, the social groups 
concerned with the artifact and the meanings that those groups give to the artifact play a crucial role." 

21 Between 2000 and 2003, I was involved in implementing an electronic commerce project to assist 
women's shawl-making cooperatives in a rural area of India. We received a Development Marketplace 
Award from the World Bank for this project. The e-conunerce part of the project was a failure, but the 
development intervention resulted in other useful effects such as opening up marketing possibilities in 
domestic markets. See Singh and Alimchandani (2003). 
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Green Energy, Public Engagement, 
and the Politics of Scale 

Roopali Phadke 
MACALESTER COLLEGE 

Introduction 

Concerns about climate change, energy security, and green jobs have produced a resounding 
public call for renewable energy development in the U.S. Consequently, federal investments in 
renewable energy research and development have multiplied at an unprecedented rate. These 
investments presume broad public support for the new green energy economy. Yet national 
opinion polls often mask strong local resistance to the installation of new energy projects, 
including hydro, solar, biofuels and wind. Communities across rural America are challenging the 
transparency and accountability of the government decision-making that is vastly resculpting 
energy geographies. The news media has termed this conflict the "green civil war" between 
climate change mitigation and landscape preservation goals. 

Green energy programs have focused mainly on innovation and investment pipelines with 
little attention to how the risks and benefits of a new clean energy economy are being redis
tributed across society. In particular, rural communities at the forefront of new energy 
development are asking why they are disproportionately expected to carry the burden of a low
carbon future while urban residents continue their conspicuous use of energy. Wind energy 
opposition groups are concerned about economic, wildlife, health and visual impacts. This 
opposition is in part the consequence of outdated modes of public participation that fail to fully 
capture the socio-cultural dislocations and vulnerabilities that occur when vast new energy 
geographies emerge. Although national and local governments are rapidly investing in scien
tific and technological innovation, little attention has been given to constructing 
community-based research models that address the challenges of the new energy economy. 
Such models are necessary if residents and policy makers are to recognize, understand, and 
weigh carefully the opportunities and risks that accompany these landscape transformations. 

These political responses and debates come as no surprise to those who study technology 
decision-making. Despite decades of analysis in Science and Technology Studies (STS) of the 
need for participatory technology assessment and community-based research (see section II), 
scholars are still at a loss for how to methodologically offer interventions. How do we actually 
do community-based research that matters to local communities and policy makers? Answering 
this question requires serious reflection on the social, emotional and temporal contours of 
action-research engagements. 
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This chapter describes how local conmlUnities are struggling over the meaning, scale and 
impact of wind energy transitions. 1 Wind energy thus provides the backdrop for my main goal: 
to illustrate a new model for STS action-research that I call "place-based technology assess
ment" (PBTA). PBTA has the potential to enhance the scope of public debate and public 
participation. In particular, PBTA enables researchers to develop placemaking strategies that 
connect local policy actors with social movement demands through multisite, multiscale 
research collaborations. 

The case study I report on here is based on a collaborative field research project conducted 
by my research team in Michigan.2 I describe three distinct but connected phases of empirical 
research that were aimed at registering public concerns and opinions about the emergence of 
wind energy on the landscape. These included a community survey, a landscape symposium and 
a set ofTown Hall meetings. The research aimed at providing local government officials with 
recommendations for developing wind energy regulations based on conmlUnity preferences. 
The STS literature presents many models for engaged scholarship (see later in the chapter). In 
the following section I connect our research with previous analyses of"citizen science" and 
"anticipatory governance." These bodies of work have much in conm1on, but as I demonstrate, 
are rarely linked in thinking about research methodologies for developing action research. 

STS public engagement scholarship 

Decades of STS scholarship has examined the history and politics of energy and environment · 
planning, including debates over the impacts of visible and invisible hazards like power plants 
and nuclear waste. This literature has focused on why and how infrastructures emanate from 
state organizations and take root in communities (Hughes 1983, Nelkin 1992, Nye 1992, Hecht 
1998). I am interested in connecting research on technoscience controversies with emergent 
STS scholarship on public engagement, specifically citizen science and anticipatory governance 
initiatives. While these bodies of work share similar normative goals for extending public partic
ipation, this .scholarship has been only loosely connected. In this literature review, and the 
empirical research description that follows, I bridge these bodies of research toward develop
ing a new model for grassroots anticipatory governance. 

The "participatory turn" in STS scholarship has meant two important shifts in practice. First, 
as scholars embrace a more normative approach to science and technology policy research, they 
have been increasingly" working in partnership with their subjects. Whether examining the 
work of breast cancer activists or "fenceline" communities facing toxics contamination, STS 
scholars reflexively cite the political commitments that guide their practice (Hess 2001, 
Forsythe 2001, Brown 2007). Second, STS scholars are also increasingly being called upon to 
act as "practitioners, organizers and evaluators" of engagement exercises (Delgado et al. 2011: 
827). As Davies and Selin describe, playing the double role of"practitioners and researchers" 
raises a set of uncharted frustrations, challenges and tensions for STS scholars (2012: 121). 

The scholarship on citizen science, including citizen-scientist alliances, has developed a 
rights-based, social justice inspired discourse (Coburn 2005, Mamo and Fishman 2013). A 
generation of research has focused on thick descriptions of the work of environmental health 
social movements. These scholars practice a mode of multisited ethnography based on partici
pant observation, interviews and ethnographies of institutions, events and communities (Brown 
2007, Hess 2001). Grassroots case studies of "bucket brigades," street science and popular 
epidemiology have documented the coming together oflocal knowledge and expert science in 
the interest of environmental and procedural justice concerns (Ottinger 2012, Ottinger and 
Cohen 2011). Researchers have drawn attention to how community activists set research 
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agendas and advocate for the knowledges that should and should not be produced (Frickel et 

al. 2010). 
While citizen science scholars examine partnerships, and often work in collaboration with 

their informants, they have rarely adopted participatory or action research modes where they 
are orchestrating engagement exercises. Citizen science scholars also seldom intervene in direct 
policy making. Instead, this scholarship has focused on recording and analyzing the obstacles, as 
well the methodological solutions, social movements and scientists face when challenging the 
status quo. I do not intend to minimize the inspirational work of these scholars. For example, 

1 
Phil Brown's studies on toxic exposures and "popular epidemiology" for/in/with environmen
tal health justice movements has been ground-breaking (2007). Morello-Frosch and Brown's 
chapter (Chapter 28 in this book) on community-based participatory research continues this 
trajectory. Similarly, Sabrina McCormick's studies on breast cancer activism and citizen science 
after the BP oil spill, have focused on developing a community-based research model for exam
ining environmental health justice movements (McCormick 2009, 2012). These scholars 
describe how participatory projects can serve the interests of science, advocates and policy 
makers. Their work parallels, but never directly intersects with, STS scholarship on the orches
tration of public deliberation through techniques like consensus conferences, citizen juries, and 

deliberative polls. I describe this literature below. 
In contrast to citizen science scholarship, anticipatory governance research has emerged in 

the last decade as a model for considering the role of public engagement in technological 
futures. As Barben et al. describe, anticipatory governance seeks to enhance "the ability of a 
variety of lay and expert stakeholders, both individually and through an array of feedback 
mechanisms, to collectively imagine, critique, and therefore shape the issues presented by 
emerging technologies before they become reified in particular ways" (2008: 993). As it has 
matured, anticipatory governance has involved a range of techniques for engaging lay and 
expert publics in deliberating concerns, challenges and opportunities for policy interventions. 
These include public events, scenario planning with local leaders, museum outreach and 
consensus conferences (Davies and Selin 2012). 

The anticipatory governance scholarship is part of the broader STS interest in experiment
ing with the "real-life examples of participatory science" at work in consensus conferences, 
citizen juries, participatory budgeting and science shops (Irwin 1995, Sclove 1995, Guston 
1999, Smith and Wales 2000, Brown 2006, Kleinman 2007 et al.). STS analysts have been 
actively constructing and evaluating exercises, including national scale state-sponsored deliber
ations, such as the recent GM Nation and Stem Cell Dialogues in the UK (Reynolds and 
Szerszynski 2006, Mohr and Raman 2009). This research has also documented the spectrum of 
meanings that are attributed to public participation activities, from constrained public consul
tation to engaged "upstream" decision-making about problem framing and technological 
design (Brown 2006, Wilsdon and Willis 2004). It also draws attention to how shifts toward 
greater public deliberation in science and technology policy can come at a cost to broader 
notions of citizenship and the public good (Irwin 2006, Jasanoff 2005, Stirling 2008). 

Yet this form of interaction is not fully institutionalized, nor are there a wide range of 
models. Three American think-tanks and research centers are conm1itted to advancing antici
patory governance; the Loka Institute, the Stanford Center for Deliberative Democracy, and the 
Arizona State University Consortium for Science, Policy and Outcomes. While these organi
zations have sponsored a range of deliberative dialogues, particularly recently on the societal 
dimensions of nanotechnology and energy ethics, these efforts often focus on prioritizing 
public values on national scale policy issues, as well as technologies that remain largely invisi
ble and immaterial to publics. Davies and Selin describe the challenges around engaging publics 
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in nanotech futures, considering the uncertain effects of"world-shaping technologies and their 
as-yet unknown impacts" (2012: 125). They also contrast public comfort with discourses and 
discussions of global energy disasters and risks, with the public's lack of familiarity with the 
mundane, obdurate realms of local energy use. This may suggest why anticipatory governance 
approaches have had less impact on how government agencies approach the everyday, local 
politics of energy planning. Routine decisions, like environment impact assessment and land 
use planning, are rarely thought of as transformative sites of technoscience development. It is 
these issues that spark environmental justice movements into formation and where new forms 
of STS informed grassroots participatory research interventions hold significant promise. 

The gap between citizen science and anticipatory governance scholarship can be bridged 
through a demand-side, grassroots model of engaged STS research that responds to the 
concerns of local policy actors as well as environmental justice movements. As Delgado et al. 
have argued, we need not focus on either the top-down organized state-sponsored processes or 
bottom-up grassroots phenomena (2011).We can attend to both invited and uninvited models 
of public engagement. By combining multisited ethnography with public engagement exer
cises, our wind energy research is situated at this crossroads in theory and practice. This model 
of community-based anticipatory governance may be especially well suited for asking questions 
about the scales at which technoscience has meaning for local communities. I call this model 
place-based technology assessment (PBTA) because it privileges the ways that local policy 
actors and social movement organizations work at "place making." Place making is defined by 
practitioners in human geography, urban planning and other allied disciplines as the process of 
asking questions of people who live, work and play in particular spaces to discover their values, 
needs and hopes for the future. 3 

Energy and society research 

Shifting the American economy toward renewable and responsible energy policy requires a 
massive effort .to gain a level of social and political assent that is unparalleled in the postwar era. 
To date, most political efforts have focused on innovation pipelines and economic incentives. 
For example, the Apollo Alliance, a labor and environment coalition, concentrated its efforts on 
raising the $500 billion investment it believes is necessary to build a "green" energy economy 
over the next ten years. In another example, the American Wind Energy Association and the 
Solar Energy Industries· Association published their "Building a Green Power Superhighway" 
report to guide federal policy making on the green energy transition. These industries employ 
the highway analogy to signal the need for a massive federal mobilization akin to that which 
built the American interstate highway system in the mid-twentieth century, a sociotechnical 
system that was created by eminent domain rather than through deliberative democracy. 
Industry representatives rarely consider the disturbing resonances of this analogy, particularly 
the severe social dislocations the interstate highway system occasioned for racial and ethnic 
minorities, as well as the major economic declines that towns on parallel but smaller routes 
experienced (Lewis 1997, Rose 1990). 

Unlike the development of transportation and energy infrastructure in the postwar period, 
the new energy economy presents administrative agencies with unprecedented challenges for 
engaging publics. First, the implementation of these clean energy technologies is bearing little 
resemblance to the decentralized and distributed generation models that were popularized in 
the alternative energy, "small is beautiful" counterculture. The large-scale development of 
renewable energy anticipated by the Department of Energy will require massive reshaping of 
rural landscapes through new transmission corridors and new electricity generating projects. 
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Second, new policy regimes, including those being currently debated in the U.S. Congress 
around climate change, call for a far greater level of transparency and accountability to the 
American public than was ever required of comparable industries in their path-breaking stages. 
Third, social movement organizations, operating within a highly networked information econ
omy, are challenging and blocking projects at the earliest stages of planning, even before 
regulatory frameworks get triggered into action. These movements are not waiting to voice 
their concerns through conventional public hearings and post-project law suits. Instead, they 
use social networks to broadcast their message via alternative and mainstream media to create 
a political storm policy actors cannot ignore. 

I 
These shifts in public meanings and engagements with energy infrastructure decision-

making have raised expectations of better public engagement mechanisms. American public 
agencies remain loyal to administrative tools that came into being in a post-World War II polit
ical culture. The legal regimes that direct public participation, such as outlined in the 1969 
National Environmental Policy Act's requirement for impact reviews, have created a "decide, 
announce and defend" approach to participation that excludes the substantive and creative 
engagement of citizen perspectives (Hendry 2004).These mechanisms also fail to legitimate the 
personal, emotive and culturally-situated forms of political rationality that get activated when 

local landscapes are at stake. 
Similarly, the extensive political science and communications scholarship on community 

participation in American environmental decision-making has identified many of the short
comings of traditional state-driven "notice and comment" engagement processes, such as open 
houses, public hearings and comment periods (Depoe et al. 2004). It also describes a desperate 
need for new modalities of public engagement that breathe life, and bring greater transparency, 
accountability and humility, into the staid politics of project planning (Poisner 1996, Carr and 

Halvorsen 2001). 
The shortcomings of extant models of participation are evident across a wide range of 

renewable energy projects, including solar, geothermal and biomass where local concerns about 
environmental and aesthetic issues are evident. Wind energy presents even more challenges to 
local communities and to extant forms of governance. First, many U.S. states are relying almost 
solely on wind power to make their renewable energy targets because it is cost competitive, 
readily deployable and scalable. At that same time, wind energy facilities are extremely difficult 
to disguise and mitigate; their giant towers and expansive footprints are highly visible. While 
hydro and nuclear power plants are spatially concentrated, a utility-scale wind project can 
involve hundreds of individual turbines, each impacting a unique viewshed. Third, the anti
wind opposition movement is not only blocking individual projects but also moving upstream 
to effect broad legislative work through the enactment of restrictive local zoning codes and 
development moratoria. For these reasons, wind energy is proving to be one of the most 

contentious new energy sectors. 
Given the shortcomings of extant governance models and STS analysts' emphases on the 

need for approaches to public engagement that bring greater transparency, accountability and 
humility to the staid politics of project planning, STS scholars have an opportunity to extend 
their insights and interests in participation toward community-based efforts that interface with 
pivotal issues in American energy administrative decision-making. In this context, I develop the 
model of place-based technology assessment by drawing on STS insights to examine the "social 
gap" between what public opinion polls tell us about national support for wind energy and the 
realities oflocal opposition (Bell et al. 2005). While the popular press often attributes this social 
gap to NIMBY politics (not-in-my-backyard), wind energy scholars have aimed to tell a more 
complex story. These analyses suggest that community concerns for the siting of wind energy 
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are often expressions of concern about the changing character of place, as well as a sense of 
disenfranchisement over planning decisions, and can be a response to misconduct by develop
ers who site projects from a great distance with little concern for how these new technological 
systems interact with livelihoods and landscapes (Bell et al. 2005, Barry et al. 2008, Phadke 
2011). 

Likewise, despite these realizations, the wind policy scholarship has been less attentive to 
ways to enfranchise local conmmnities in energy siting and development practices. The place
based technology assessment model I describe works in close collaboration with local 
government clients. The research I have undertaken with my collaborators has combined qual
itative and quantitative methodologies, such as using opinion surveys alongside consensus 
conference-like citizen symposia, to reveal spatialized understandings of the new vulnerabilities 
and opportunities that are being co produced with the renewable energy economy. This research 
asks local residents: What are your main concerns about wind energy's landscape and livelihood 
impacts? Are these concerns based on experience "living with" these technologies? Are certain 
technological configurations, locations and scales of development more favorable than others? 
Are mitigation options available and acceptable? The research also aims to contribute to a set 
of broader STS concerns that relate to balancing engagement processes and policy outcomes. 
The research asks: What are the appropriate "upstream" moments to engage communities in 
articulating their hopes and fears with emerging technologies? What kinds of research meth
ods and facilitation efforts nurture broad, inclusive and thoughtful public engagement? 

The following section presents a case study from the state of Michigan. In this instance, our 
research group was hired by the elected leaders of six townships to provide research on public 
concerns about wind energy development. I present background on Michigan's energy econ
omy, describe our research method, and discuss the intellectual and personal challenges we 
experienced when simultaneously playing the roles of conveners, translators and evaluators. In 
these ways, the research has brought into vivid relief public values and expectations of neutral 
expertise. 

Wind energy in western Michigan 

The promise of a green energy based economic recovery has led many American states head
long into the pursuit of renewable energy. The state of Michigan, fraught with economic 
stagnation after a loss of industrial manufacturing, has invested heavily in a renewable energy 
future. These investments have been part of a four-billion-dollar-program to create green public 
and private sector investments for energy efficiency, mass transit and renewable energy (Pollin 
et al. 2008). 

In 2008, Michigan passed the Clean, Renewable, and Efficient Energy Act that mandated 
that utilities in the state generate 10% of electricity from renewable sources by 2015. To meet 
this target, Michigan will need to produce 5,274 MW from renewable energy resources by 
2015. Although Michigan has created a legally binding renewable portfolio standard (RPS) and 
the Department of Labor and Economic Growth has developed zoning guidelines for wind 
energy, the state has delegated zoning, permitting, and environmental review of wind energy 
projects to local governments and townships. 

Wind energy has been the poster project for economic recovery in Michigan because it 
allows retooling of advanced manufacturing and engineering expertise linked to the auto 
industry. Federal studies have ranked Michigan among the top four states in industrial capacity 
to develop and manufacture wind energy systems. Michigan has also been identified as having 
significant wind resources - enough to generate more than 70% of Michigan's electricity. 
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Despite this potential, there are less than a dozen installed wind energy facilities in Michigan. 
In total, wind energy currently supplies just 0.3% of electricity in the state. Michigan contin
ues to rely heavily on other sources of energy, most notably coal, nuclear, and natural gas. 
Because Michigan produces only about 30% of its electricity in state, it spends, on average, $26 
billion annually importing energy from other states and countries. 

The hype around wind energy has created high tensions among rural commumt1es. In 
particular, Michigan's best wind resources are located either on or near Lake Michigan (see 
Figure 13.1). While jobs may be created for a Detroit-based new energy industry, those who 
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depend on the tourist economy along Lake Michigan have feared the landscape and viewshed 
impacts associated with new energy infrastructures. The following case study describes our role 
in providing support to local governments in Michigan as they struggled to understand public 
opinion about wind energy. 

This Michigan research was done in collaboration with an initiative called "Understanding 
Wind Energy."This initiative, funded by the C.S. Mott Foundation, established a committee of 
elected leaders from six townships across two counties in western Michigan. The initiative was 
a direct response to a proposed project by Duke Energy to place more than 160 turbines on 
ridgelines within a mile of Lake Michigan. As a local institution, the C.S. Mott Foundation has 
been expressly concerned with Great Lakes landscape preservation. This scale of development 
was particularly unsettling because not a single turbine had been erected in these counties 
before the project was announced. Debates about the merits of this project sent these conmm
nities into vitriolic battle. During the summer of 2011, billboard and yard signs greeted visitors 
to the region. The signs either heralded the loss of"pristine" beauty or promoted the promise 
of new economic development (see Figure 13.2). 

I was approached by the Understanding Wind Initiative to provide background research on 
public attitudes toward wind energy in these communities. Our research group recommended, 
and was hired to implement, three overlapping phases of research. First, we provided responses 

Figure 7 3.2 Billboards and yard signs present in summer 2011 
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to questions that were generated in a series ofTown Hall meetings across these six communi
ties. Second, we were contracted to create, implement, and analyze a community mail survey 
of residents' public opinions of wind energy. Finally, we held a citizen symposium with a small 
but representative sample of local residents. For each phase, we provided a draft report back to 
sponsors that included time for public comment.4 This project was attractive to our research 
group because each phase allowed us to use a different research method for getting at the same 
question: how can wind energy policy respond to citizen concerns? I describe each of these 
phases and analyze our findings. While each phase presented us with a unique data set, by bring
il}g the three phases together we were also able to provide our local clients with a more 
nuanced understanding of public concerns and ways forward. 

Alongside these three phases of research, we were engaged in a broader ethnographic proj
ect to understand the contours of the wind energy debate in Michigan. This included 
interviews with local environment, planning and landscape preservation NGOs, participant 
observation at community events and fairs, phone and email interviews with members oflocal 
anti-wind organizations and driving tours with elected officials. We were particularly interested 
in understanding the land use history of the region and the recent demographic changes that 
have produced the more recently established tourist economy. In addition to deepening our 
understanding of the political ecology of the region, these methods allowed us to build trust
ing personal relationships with those involved in all sides of the controversy. While our clients 
expected us to provide "objectivity"- which was consistently a challenge in our conversations 
given our STS constructivist orientation - the leaders of the Understanding Wind Initiative 
said that our passion, knowledge and credibility were the reason they contracted with us. 

Town Hall Forums Report 

The townships involved in the "Understanding Wind Initiative" were tasked with writing new 
planning ordinances to guide wind energy siting and development. Elected officials were strug
gling to understand the range of topics that these ordinances needed to cover. They wanted to 
know what kinds of questions residents had about wind energy and how those concerns could 
be addressed through new legal ordinances. 

Local residents were invited to attend any of the four wind energy Town Hall forums held 
in spring 2011 or to submit questions through email, fax, or mail. The notice for the forums 
and the questions was sent through email blasts, and was also picked up by local newspapers. 
At these forums, local conveners collected questions about wind energy development. All ques
tions were taken straight from the source, word-for-word. In total, close to 100 different 
participants attended the forums, of which about a third submitted some form of a question. 
Additionally, 60 individuals submitted questions by email. The questions were compiled by local 
staff from the Manistee-based organized Alliance for Economic Success (AES). The completed 
notes and questions were sent to all of the forum participants through email to make sure the 
questions and ideas were being conveyed correctly. Only a handful of questions were adjusted. 

Our research team received thematically categorized questions in summer 2011. We exam
ined the published and grey literature to provide basic, and regionally appropriate, responses to 
a subset of the questions. 5 The team then identified and recommended to the Wind Energy 
Initiative Leadership Team topical experts who could provide additional expertise, particularly 
on acoustic ecology and township zoning laws. 

More than 450 questions were received and organized into 38 thematic categories. These 
questions included issues from the very general, "How does the environmental impact of 
having wind energy compare with those of solar, coal, natural gas, oil, and nuclear?", to the very 
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specific, "What percentage of people living within 1500 foot of a large industrial turbine 
reported sleep loss?" As would be expected many questions included passionate statements 
such as: 

Those who are grieving the loss of pristine panoramas, unspoiled natural acreage and loss 
of a peaceful, undisturbed environment will need to listen to and accept the mandate to 
support reasonable local development of clean energy. There will be losses for everyone, 
but greater gains for all are a hope worth striving for. 

The questions served as a dataset for helping us understand how concerns were being articu
lated and knowledge gaps self-identified. In our analysis, we observed four important categories 
of questions (although there were 38 topical categories). First, many questions addressed the 
basics of energy infrastructure (such as "How much electricity is produced by foreign oil in the 
United States?"). Often, these were not about wind energy but attempts to compare and 
contrast a range of electricity alternatives. The questions also demonstrated that many residents 
simply wanted general information about the technical aspects of energy infrastructure. 
Hundreds of questions asked about electrical transmission, federal and state energy policy, and 
different types of electricity generation and consumption. 

Second, residents displayed curiosity and confusion about the role of township governments 
in making legal decisions regarding wind energy. This occurred in the context of a "home rule" 
state, where permitting authority rests with local officials and not a state utility commission. For 
example, one resident asked "What type of authority do townships have to regulate and control 
wind farm developments?". Many people asked whether townships "are allowed" to create 
ordinances in their community regarding the height of towers, zoning of wind farms, and other 
public policy related to wind energy projects. Others inquired about how state or agency 
guidelines (such as the U.S. Fish and Wildlife Service reconunendations) could be transformed 
into local law. Generally, the questions indicated a desire to understand township-level gover
nance and a need for education about township planning processes, the extent of a township's 
legal authority, and the role of a master plan in guiding wind energy development. 

Third, residents were concerned about preserving existing rural character. Many questions 
suggested that residents anticipated the worst possible outcome from wind energy development 
in the area. One question asked "What forms of renewable energy might respect the inde
pendence and pride ofsmall rural, agricultural communities such as Frankfort?" In some cases, 
residents asked how warranted their concerns were. They asked whether or not wind energy 
"belonged" in places like Manistee or Benzie counties and worried that it wouldn't fit "the 
ways" of the community. Many residents had a very clear idea of how they wanted their 
conmmnities to look and were concerned that wind energy development threatened that ideal. 

Finally, we found questions about social and procedural justice dominated these submissions. 
These included "Are the landowners hosting the windmills being fairly compensated?" and 
"How can a township protect itself from a large corporation suing and bankrupting the town
ship in order to get what it wants?" In these justice-oriented questions, citizens expressed 
several common emotions; one of which was a feeling of unfairness in the lack of transparency 
and integrity in the wind energy development process. In this context, several questions indi
cated a desire for more input from citizens, or asked about how they could get involved. 

Our research team prepared a 11 0-page report over a six-month period that responded to 
these questions. This was a herculean task for a small research team that included just two 
faculty members and four undergraduate research assistants. Because there was a public 
conllllent period for the report, it took an additional three months to accept, respond and 
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incorporate information provided by members of the public. We were routinely challenged, 
both by our clients and local citizens, to describe how we were presenting "unbiased, neutral" 
information. There was a great deal of concern among residents over our level of expertise, and 
one entire category of questions asked about the depth of our credentials and whether we 
could be trusted to be independent from the wind industry. Residents were also frustrated that 
scientific knowledge of many topics, including the impact of wind energy on wildlife or the 
public health impacts of exposure to low frequency vibrations, was contingent and continually 
evolving. They asked how township ordinances could be written in this context. 

Community survey 

In addition to the Town Hall forums, a second phase of the project involved writing and analyz
ing a community survey, with the goal of understanding how much general support and 
opposition there was for wind energy development in this region.We also aimed to break down 
support/ opposition into a series of specific issues. Finally, we were interested in gauging how 
engaged local citizens were on the topic already. The Understanding Wind Initiative leaders 
who hired us were most interested in this phase of research because they simply had no sense 
of how widespread support or opposition was in their towns. This was the part of the project 
that involved the largest participant sample size and provided us the widest snapshot of the 
region. Compared with writing a question on a piece of paper in a Town Hall forum, it takes 
more time to complete a three-page survey, yet respondents had a limited range of responses to 
choose from in reply. 

The survey and a pre-stamped return envelope were mailed to all property owners in the 
five township area (total of 7015). Of that, 1268 residents responded. While the response rate 
for the overall sample was 18%, it was as high as 28% in one township (Arcadia) and as low as 
9% in another (Onekama). Sixty percent of respondents were male, and the mean age was 62. 
Of the respondents, 28% were seasonal residents. The residency status is important to empha
size given the role of tourism and a "second home" economy in the area. Seasonal residents 
come from the Chicago, Detroit, and Lansing area. Figure 13.3 displays survey results. 

The survey also used a Likert scale to ask about the effects of wind energy on 23 different 
wind energy impact categories. Sixty-five percent of respondents told us their top three 

Do You S-upport Wind Energy 
Development in Your Township or City? 

30.6% 

Strongly 
Oppose 

Oppose Neutral 

Figure 7 3.3 Data from the community mail survey 

Support Strongly 
Support 

235 



Environments 

concerns were about impacts of wind energy production on local scenic beauty, property values 
and wildlife. On the other hand, nearly 70% reported that they perceived the main benefit as 
"producing clean energy." We were interested in whether respondents chose to qualify their 
support or opposition as "strong." More respondents labeled themselves as "strongly" opposing 
than "strongly" supporting. Figure 13.4 includes a sample survey from a respondent who self
identified as "strongly opposed." Across the 23 categories of potential impacts, those who 
"strongly" opposed tended to circle "very negative" across most of the categories. In addition 
to the surveys, our interviews and participant observation suggested that those who said they 
oppose wind energy seemed to be more deeply invested in their position, compared with those 
who told us they supported wind energy. This included a greater sense of frustration and anger 
about the nature of the political process around project development. 

What has bii~en your exposure to large wind 
t~rblnes? {choose all that apply) 
0 l have heard !!h01lt them fwm people i know 
0 I h<We heard Ct fetid aooui them ill the llO'Ii'$ 

e l have seen lhem from a dislar;c<J 
e t have seen lhem up close 
() Th~y are visible from my crmvmJOilY 
() Tney are \•rsiblt: from my property 
0 ! hava a lease ~ree-ment to host 01".; or nti>re 
0 l tw.n one or more 
0 Othef_ 

Are wind turbine farms proposed in your 
community? 
o Y('s 0 No 0 I don't ~new 

,<\ppearance otthe nigh! sky 

Ycur ~rsonal quality of hfe 

Do you support wind energy dcvalopme11t in 
your township or eity? 
• I stmngly e:ppoS*} it 
0 I oppose i! 
o Ism neutral 
() l support It 
0 l St(\Jrl!)ly support i! 

o Othor.~-------~-

ls your township or city a good plaee for a wind 
turbine faml'? 
() Yth 0 Mayb~ • No 0 l don't ktH:1w 

VC'J"f$'i»l!JVO Ide><•'!~~ 

VtrryP~I\4l ldt>r>'l~r>ow 

V~t)' P;:;~itw-~> 1 dptf1 ~P<~W 

\loryl'c~l!l>-a 1(\<ln'lhw"' 

··~ .. , l'¢~ilh''!o i¢on'th>t7"' 

V~ryl'>ositt..c llll>r.'t~"~W 

V«r;?o:>;,ili~" l:km'tot>ew 

V~tryi>r;..,;1ive 

p~~t~"Jtt Vl#y P<l!l.ltl~o 1*~f\1(kr~ 

PM.ithtt.! v ~ty f>g'lili¥1l it.ktn'tkP.<r.-.· 

P.t;4irtj·~n llery f'o.:itr."' ~ oon l ~:~O.t.' 

P.o~1t.r .. ~ Vcrf~$itiw ld<>IHk""w 

p.~~itff:r~ >i'f:lt'j?<r,;i~Y<:! l4<m'O.i>o-;, 

P~·~?hv·~ \!(lf'jf'~i1i¥~ itk·..-/'(t~.f).t)-~1 

:f~~Hjvr vw;t'>~:liv<~ i tJtm ': ~mw 

l'!>$<ll•ro V1>fJP044iv!f {d{v.-t<t~n<!J<w 

p~~*~h.-.;~ Vt.ry P,;~;>.~i\'i' ld,f1HJWN 

P.~~rt~v~ Vt'ry P¢~ftit~ I If"'"~!"'""' 

Figure 7 3.4 Sample survey from someone "strongly opposed" 
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It is important to note that wind energy opponents were far more organized and better 
resourced than wind energy supporters. Two vocal organizations, the Arcadia Wind Study 
Group and Citizens for Responsible Wind Development, led campaigns to write op-ed letters 
and blogs, and to host film screenings and house meetings. They continue to maintain an active 
website even though the main project they were fighting against has been canceled. In compar
ison, while there were citizen advocates for wind energy, they never developed a countervailing 
political machine. 

We were also interested in the issues that respondents felt most confident and least certain 
rbout. As Figure 13.5 suggests, residents seemed certain they understood how wind turbines 
would negatively affect some aspects of their community quality of life, such as recreational 
activities and scenic beauty. They were more uncertain about personal economic impacts, such 
as potential increases in incomes or electricity costs. Our impression was that residents thought 
they understood the potential global benefits of wind energy and its local costs, while remain
ing skeptical about potential positive local impacts. 

As with the questions report, the surveys themselves became material artifacts for examina
tion. Many respondents wrote extensive comments in the margins about scale, subsidies, local 
character, siting, and clean energy. They also included photographs and drawings with their 
surveys. For example, one respondent wrote "I am in favor of small individually owned systems 
on your house or yard.", another told us "The country is far behind in wind energy and we need 
to get with it!", and another stated "If you build it we will sell the property or abandon it." 

Landscape symposium 

The last phase of research involved conducting a wind energy consensus conference that we 
titled a "wind energy landscape symposium." Participants were charged with recommending a 
set of regional best practice siting principles to township officials. Participants were recruited 
for the event through news releases, media, announcements at community meetings and adver
tisements on listservs. Interested participants were asked to submit an application form that 
asked basic questions about demographics and one question about wind energy 
attitude/perception. Using census data, we chose applicants aiming for balance across income, 
age, gender, and educational status. The wind opinion information was used to avoid a polar
ization of participants. 

Top 5 and Bottom 5 Ranked by"l Don't Know" 

Residents' Local Condition of 
Electricity landonwe~· Local Ro;\ds 

Costs Incomes 

local 
People's 
Physical 
Health 

Figure 7 3.5 Confidence and uncertainty 
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Of the 21 participants, 66% were aged 50-64, 14% were aged 30-49, and 19% were aged 
29 or under. Equal numbers of men and women were at the symposium. In addition, 76% of 
participants lived in the area full-time and 76% had lived in Michigan for 20 years or more.6 

While this phase involved the smallest sample size, we were able to engage participants in a 
daylong event. This part of the research was funded through a separate NSF grant (SES 
#1027294). Participants received $100 stipends for their participation. The event was held at a 
regional medical center, which was selected to be equidistant from all participants homes and 
because it could serve as a neutral venue. 

The symposium engaged participants in a range of deliberative exercises including real-time 
interactive keypad polling, photographic analysis, and computer visualizations of hypothetical 
projects. Through facilitated small group discussions and brief open-ended writing exercises, 
participants reflected on questions like: What are the most valued local landscapes? Are there 
places that should remain protected from new energy development? Are there landscapes/sites 
appropriate for wind development? How can new energy developments be designed to avoid 
negative impacts? How might those impacts be mitigated (visually, socially, economically)? 

The symposium began with a photo essay depicting local landscapes and various forms of 
industrial and economic development infrastructure in Manistee and Benzie counties. This was 
meant to put the discussion of wind energy in the context of other types of historical and 
contemporary land use. It was followed by a morning pre-symposium keypad poll, which 
collected data about the participants' perceived concerns about wind energy development 
before the discussions began. This survey mirrored the mail survey we used. Following the 
keypad poll, participants shared their initial perspectives about the opportunities and challenges 
they thought wind energy development would bring. 

Participants then broke into three smaller groups based on which part of the region they 
resided in. The small group activity had participants identifY places in Manistee and Benzie 
counties on an aerial map that were most significant to them and record what qualities made 
those places meaningful and valuable. They then discussed the relevance of those places with 
each other. Figure 13.6 includes photographs from the event. A graphic artist was on hand to 
respond to the small groups and sketch different configurations of wind energy on local land
scapes. Figure 13.7 represents one such drawing requested by a participant who wanted to 
imagine many small-scale turbines in his town, rather than the 2 MW scale ones that had been 
proposed. This led to an interesting discussion of the visual, economic and energy impacts of 
many small towers, as opposed to a handful of very tall ones. 

Figure 13.6 Images from the symposium 
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Figure 13.7 Sketches by graphic artist Emma Anderson made during the symposium 

After a lunch break, participants heard from a stakeholder panel. Panelists were chosen in 
concert with the local leadership of the Understanding Wind Initiative to address the issues we 
thought were of greatest concern to participants. The panelists included representatives from 
Detroit Edison (a Michigan utility), a four-season resort owner with prior experience, a biology 
professor from Grand Valley State· University, a member of a local concerned citizens group and 
a Native American tribal planner. Participants asked panelists about the development process, 

wildlife impacts, sound and health impacts, and appropriate setbacks. 
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After the panel, participants again broke into small groups for the afternoon discussion 
session. This part of the symposium sought to extend the conversation beyond landscape 
concerns and generate discussion of the wider socio-economic impacts of wind energy. An 
exercise involving three hypothetical wind projects was designed to get participants thinking 
about what aspects of wind development they liked and disliked for their communities. From 
there, each group created a list of several best design principles they would like developers and 
townships to consider. Finally, the full group reconvened and voted on a compiled list of best 
practice principles. 

Our summary symposium report described our observations about public preferences. From 
the mapping exercise, we learned about which places in the two counties held the most mean
ing for residents, and therefore which should be protected from development. The visualizations 
created mixed reactions including firm opinions that no wind turbines should be built regard
less of size and scale and others arguing that if they were to be built, power output should be 
maximized. The best practice principles were largely procedural, describing the need for greater 
transparency in decision-making and the need for independent studies about impacts. 

Conclusion 

While each of the three research phases (questions report, community survey and symposium) 
had its methodological strengths and weaknesses, when examined together this combination of 
qualitative and quantitative data provided a good snapshot of public concerns. The overall results 
found divergent concerns across and within townships. The citizen responses were also 
consciously or unconsciously based on the configurations of the pending project (in terms of its 
scale, location and process). Survey data suggested that yard signs and billboards may have exag
gerated opposition. The survey showed there was still considerable support for some form of 
wind energy development. By analyzing the questions that were submitted at the Town Hall 
forums, we got the sense that there were also a substantial number of citizens in the middle who 
wanted to understand the contours of specific proposals and options other than wind energy. 

Our client, the elected township officials who sponsored the research, reported to us that 
the data and analysis we provided was extremely useful in getting a better sense of public opin
ion but also in examining how to focus their limited resources in investigating town ordinances. 
One local elected leader wrote, 

As a member of the Understanding Wind Energy Initiative Leadership Team and 
Chairman of the Arcadia Township Planning Commission I want to thank and commend 
you on a very successful Michigan Wind Energy Symposium. I am confident that the 
knowledge gained will serve the participating townships, and all of Michigan, well as they 
proceed with master plan and ordinance development. While I learned a great deal observ
ing the Symposium, I am looking forward to the final report and better understanding 
acceptance for wind energy systems in Northwest Lower Michigan. I also got some great 
ideas observing the Symposium exercises that I plan to implement for community round
tables in upcoming master plan workshops. 

Township representatives and officials also learned about the topics around which there is still 
great uncertainty and need for additional information, research and/ or education projects (such 
as basic energy science). 

Our research team conducted two public presentations after the release of our study that 
reported back the results to community members. These were well attended and provided us a 
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chance to answer questions face-to-face rather than over email. It also provided us a sense of 
closure. We encountered many hostile voices over our research period. These included those 
who questioned our role and expertise. Duke Energy officials openly criticized our research 
methodology, including directly undermining our research protocol on their website before any 
of findings were made public. Questions and threatening comments were often written to us 
and to the sponsors of our research, including officials at the National Science Foundation. One 
symposium participant wrote an op-ed letter in the local press chastising us as "pro-wind" 

posers. 

1 
Our public meetings at the end of the project incited very different reactions. We were liter

ally given hugs and thanks for doing this work. Our clients told us that our presence in their 
communities created a "calming effect." More than one participant commented that our work 
had helped heal their communities by providing a third-party research team that was looking 
carefully at public opinion. One participant wrote to me, 

I am glad to have the opportunity to tell you how valuable I thought your process was for 
our community. I felt much lighter and very hopeful when I left. I have confidence that 
we can reach agreement about the wind turbines with most people. 

This sentiment was also evident in the letter that a symposium participant presented to me at 
one of our public meetings. The letter read, 

Dear Dr. Phadke, 
At the end of the symposium I had written some comments - at that time I didn't have 
good feelings as a pro-wind supporter. In retrospect, I realize my discomfort with the 
process was probably spot on in gathering your data, and my comments were likely unfair 
to your process. I appreciate all the work it has taken to gather info. I had a bad attitude 
going into the symposium and felt outnumbered. I apologize ... Had I a chance to do it 
again, I might try to be more open-minded going into the process. 

We also tracked the policy impacts of this research after our research was complete. Individual 
townships did produce zoning ordinances to set height and density restrictions for develop
ment. The most meaningful result of our work extended beyond wind energy. The leaders of 
the UWI went on to create the Lakes to Land Initiative to address the need for a regional land 
use master planning process that erased municipal boundaries so that they may view the region 
as a whole. Fifteen townships joined together to develop a shared vision for rural development. 
Given how polarized townships were on the wind energy issue just two years ago, it is remark
able to see how the Lakes to Land Initiative has created food innovation districts and fisheries 
improvements in the region. The leadership has held dozens of visioning sessions that bring 
residents together to prioritize the future of their communities. Our research helped build the 
foundation for this initiative. 

Contributions to STS action research scholarship 

Decades of STS scholarship has produced many models for understanding and guiding public 
engagement. When it comes to recording the impact of these efforts, STS scholars have been 
concerned with better understanding both the instrumental policy outcomes and the 
substantive impacts of citizen learning. Our research collaboration demonstrates how engaged 
STS research can directly impact local policy, and illustrates the possibilities for broad social and 
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institutional learning through such projects. How issues of scale impact both understandings of 
technological options, and opportunities for public engagement is of importance. 

STS scholars have discussed how public engagement presents opportunities for anticipatory 
governance. For example, Barben et al. discussed the importance of lay citizen deliberation 
about the unarticulated assumptions of nanotechnology development and its governance. 
Barben et al. also describe how an anticipatory approach may "rethink the scope, scale and 
organization of STS research" (Barben et al. 2008: 980). They argue that "a multi-method, 
mission-driven, action-oriented research characterizes a potentially new form of STS research" 
(2008: 990). Described as upstream engagement, this form ofSTS research is seen as increasing 
the potential for citizens to shape decision-making, as well as increase transparency in the policy 
process. 

Most attempts at anticipatory governance have focused on national scale policy discussions, 
about technologies that remain invisible and immaterial. What are the benefits of our place-based 
approach to anticipatory governance? First, we are focused on the everyday politics ofland use 
planning. Our multi-method approach provided many different data points for thinking about 
how wind energy came to have meaning for citizens at different scales. This included struggles 
over the technical attributes of wind technology and the socio-political contours of governance. 
We also learned about the limited capacity of local decision-makers to sift through competing 
claims, particularly about what scale means for wind energy development. Zoning officials told 
us they struggled to understand the impacts of 12 2 MW turbines, compared with 25 500 KW 
turbines. They wanted to know which was better for the local tourist economy, for generating 
clean energy and for attracting new jobs? Our research provided resources to think through these 
questions, as well as pushed the issue out to local residents for their consideration. 

Barben et al. have argued that the anticipatory governance approach implies an awareness of 
the co-production of sociotechnical knowledge and "richly imagining sociotechnical alterna
tives that inspire its use" (2008: 992). Our research reports provided this kind of rich detail. By 
combining data we collected from comments, surveys and deep dialogues, we reported back to 
policy makers.about the kinds of wind energy their communities were likely to support and 
the deeply seated concerns they had about landscape transformations. This extended beyond 
just hard numbers indicating how many supported or opposed wind energy. Our data set 
included photographs, hand-drawn sketches, and the transcripts of heated personal discussions 
of the merits of a wind energy future. This pointed at new ways of thinking about how wind 
energy can be deployed· so that it fits with the cultural character of these communities. 

Scale is important not just for thinking about how large or how many wind turbines are on 
the landscape; it is also useful for thinking about methods for inviting public participation. We 
attempted different scales of citizen engagement to expand the reach and depth of our inquiry. 
Our survey reached all local property owners. In comparison, our symposium brought together 
a carefully selected group of 21 citizens. By scaling up and down research methods, we were 
able to respond to the interests of local policy makers for an aggregate understanding of 
concerns, as well as a rnicroview into the kinds of conversations neighbors were having with 
each other. 

Not every technoscience decision requires this scale of citizen engagement. However, 
Richard Sclove has argued that this level of engagement is important when a technoscience 
development promises to fundamentally or enduringly affect social life (1995). Installing a wind 
turbine on the landscape is a transformative political act. For some residents, the corning of 
wind energy signified the ability to save the family farm. Each additional turbine significantly 
added to their annual income from potential lease payments. For others, even a single turbine 
was deemed an industrial intrusion on the landscape that could cause economic harm to those 
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who were dependent on a tourist economy. Our research needed to go beyond simply report
ing public opinion. We needed to forge a way forward for thinking about how this 
technological intervention might be co-producing society itself. The co-production of a wind
energized landscape is fundamentally different from deliberations over nanotechnology or 
synthetic biology. Wind energy is about place politics, and thus demands a place-based approach 
toward technology assessment. While the benefits of wind energy may be global, the impacts to 
livelihoods are geographically concentrated. Governance issues are thus more localized as well. 

Barben et al. also ask how STS scholarship can respond to the generous invitations of policy 
:ptakers to partake in, and describe with integrity and credibility, the work of action research. 
Our answer to this question draws inspiration from the citizen science scholarship about how 
to go about working in partnership with communities on issues local residents deem worthy 
of examination. For us, this meant engaging in multi-sited ethnographic groundwork that 
supports public engagement. It was vital that our research method involved extensive inter
views with local stakeholders, observation and collaboration with social movement 
organizations (including the anti-wind groups), and an investment in understanding the envi
ronmental history of the region. We could then tailor our engagement exercises to reflect 
community concerns. This also allowed us to understand what was at stake, essentially the 
meaning-making work that was happening, as residents came to their positions around wind 
energy. 

We took away one other important lesson from this collaborative research project. Given the 
great mistrust residents have of the energy industry, it was vital that the funding for the research 
came from public and private foundations. For other communities facing similar challenges 
over energy development, the "Understanding Wind" approach may be a model for public 
engagement that gets upstream of conflict. Foundation support provided us a source of legiti
macy when we were accused of being shills of either the industry or anti-wind organizations. 
More importantly, the residents, government clients and out foundation supporters were all 
interested in helping support a research project whose goals extended beyond just their inmle
diate communities. They have been as focused as we have on learning about public engagement 
techniques that help heal communities in conflict over technological futures. 

After our Michigan case study, our research group went on to conduct similar studies in 
three other states working in collaboration with county level governments. Our comparative 
results demonstrate even further how important scale is to the politics of new energy develop
ment. Each community we worked with had very different desires and concerns about the scale 
of wind energy that was "right" for their conmmnity. As a result of our research, we recom
mend that developers and planning officials carefully assess public land use preferences, rather 
than rely on a blueprint approach for energy development that fails to recognize the spatial 
politics of participation, local knowledge and perceptions of risks. 

My enthusiasm for STS action research is not na!ve to the challenges cited by STS scholars 
(Delgado et al. 2011). This literature discusses the competing normativities at work in public 
engagement practice, including tense characterizations of the public as "a feckless mass whose 
actions must be changed or responsible stakeholders who should be consulted" (Davies and Selin 
2012: 130). To their list, I would add that working with political leaders has a disciplining effect 
on the goals of research. We may be limited to asking those questions deemed useful and action
able. We also have to live with the practically strategic, but ethically questionable, portrayal of 
ourselves as "neutral" interveners in controversy studies. Finally, in the Michigan case, we learned 
that engaged research fundamentally changes our relationship to conmmnities. Although our 
research contract is over, we have become a part of the community we study and implicated in 
the choices they make for their futures. We do not take this long-term responsibility lightly. The 
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opportunities to revisit these communities in the future rests on our ability to stay relevant to, 
and invested in, these partnerships. 

Notes 

For another chapter that takes up the matter of scale in STS scholarship, see Kinchy (Chapter 14 in 
this book) on natural-gas fracking. 

2 My debts to the members of my Macalester-based research team for their extensive work on this proj
ect: Dr. Christie Manning, Brianna Besch, Ava Buchanan, Natalie Camplair, and Erica DeJong. 
Another six students contributed to the data entry tasks. I also thank Daniel Kleinman, Kelly Moore 
and Abby Kinchy for their constructive comments on drafts of this chapter. I also acknowledge support 
for this research from the STS Program NSF Grant (SES #1027294). 

3 This is the definition offered by the nonprofit Project for Public Spaces. See their explanation at 
wuJttl.pps. org I r~{erence lwhat_is_placemaking. 

4 All of these individual reports are available at www.macalester.edu/tmderstandingwind. 
5 The term "grey" literature is used by library and information experts to refer to informally published 

material, such as academic, NGO, government conmuttee or industry reports, that are an important 
and timely source of information for researchers yet difficult to trace through conventional publica
tion channels. 

6 Additional demographic information about the participant pool is available in our symposium report. 
Accessible at ttlttJW.macalester.edu!tmderstarzdingwirzd. 
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The case of unconventional 
natural-gas development 
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Geographical concepts - both metaphorical and analytical - have a prominent role in Science 
and Technology Studies (STS). Geographic metaphors are pervasive in STS (frontiers, situated 
knowledge, standpoints, boundary-work, immutable mobiles, the view from nowhere). 
Analytically, "places" and "sites" of knowledge production are key categories for many STS 
scholars. The "rise of a geographical perspective" (Shapin 1998) in STS began in the early 1970s 
with studies of scientific cultures in particular countries or regions. Over the subsequent 
decades, several waves of research on the significance of place for the practices and products of 
science have emerged (Henke and Gieryn 2008), and scholars are increasingly working at the 
intersection of geography and science studies (Goldman et al. 2011). For example, a recent 
volume on interdisciplinary geographies of science (Meusburger et al. 2010) demonstrates the 
ongoing value of studying science in relation to geographic space, place, and mobility. 

This chapter considers the geographical concept of scale and its relevance in understanding 
the politics of science - particularly in the domain of environmental regulation. Since at least 
the early 1990s, scale has become a central and much-debated concept in the field of human 
geography. Scale is one of several key socio-spatial concepts, used in relation to place, position
ality, mobility, and networks. Scale is often thought of as a "nested hierarchy of differentially 
sized and bounded spaces" (Marston et al. 2005: 416-17). Another way to think of scale is as 
the "level" at which particular processes operate, in contrast to other levels with different terri
torial scopes (for example, the neighborhood versus the city). Among human geographers, 
there appears to be a consensus that scale is always socially constructed and contested; there
fore, the research focus is often on how a particular scale came into being or how political 
actors seek to shift decision-making processes from one scale to another. In STS, Fortun (2009: 
75-76) has argued that notions of scale "require ethnographic scrutiny," particularly as they 
operate in the natural, social, and computer sciences, because they provide an "inevitably 
limited" "way of seeing that frames and orients perspective." 

In this chapter, I will treat scales as practical categories that are more or less taken for granted 
in social life. Scales are "variably powerful and institutionalized sets of practices and discourses" 
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(Moore 2008: 213) that have observable effects on social relations. That is, they are socially 
constructed categories that vary in the degree to which they are taken to be naturally "given" 
(as opposed to fluid, artificial, or transient). I focus on political scale, the nested levels of govern
ment that serve as venues or entry points for people taking political action. I make two 
interrelated arguments about why this understanding of political scale is important for STS. 
First, scientific knowledge claims may be used to justify and institutionalize the scale at which 
decisions are made and problems are addressed. For example, science-based claims that the 
health or ecological impacts of an industry are felt in highly variable, locally-specific ways may 
polster arguments that county, municipal, or individual levels of oversight are more appropriate 
than regulation under state or national law. Second, the scale of political engagement is likely 
to affect the construction of scientific knowledge, by framing and orienting perspectives. The 
kinds of questions asked, and knowledge produced, about the natural environment can be radi
cally different, depending on whether they are viewed from a global, national, or local point of 
view. Therefore, conflicts over political scale may also, implicitly or explicitly, be conflicts over 
scientific research agendas and the recognition of particular sources of knowledge. 

I examine the relationship between political scale - in this case, the scale of environmental 
governance- and the production of knowledge (and ignorance) about the environment, using 
the case of shale g~s development in the United States. A new method of natural-gas extrac
tion, hydraulic fracturing (or "fracking") is facilitating an energy boom across the United States, 
and there have been major social conflicts over its ecological, health, and socio-economic 
impacts. These clashes involve a debate about the appropriate scale at which political decisions 
about gas development and regulation should be made - the individual property, the munici
pality, the state, the nation, or even the watershed. These and other disputes over the scale of 
governance are important not only because of their regulatory outcomes, but also because they 
have important consequences for what is knowable, or even "askable" about the ecological, 
social, and economic implications of gas development. 

First I discuss the relevance of the human geography literature on the "politics of scale" to 
STS. I then provide some background on the conflict over fracking, focusing on development 
of the Marcellus Shale in the northeastern U.S. Finally, I discuss three cases from the fracking 
debate that illustrate different ways in which political scale is linked to environmental knowl
edge production. In the conclusion, I reflect on the lessons these cases offer on how to create 
"less partial and distorted" (Harding 1991: 186) understandings of the consequences of extrac
tive industries like shale gas. 

Why study scale? 

The concept of"scale" is pervasive in social and political life. We speak of the "global scale" of 
economic trade and environmental problems and the desirability of"small-scale" farming. In 
the United States, debates about schooling, social welfare, and even marriage laws hinge on 
whether decisions should be made at the state or national "level"- that is, whether or not delib
eration and control should be "devolved" to the states and municipalities. In contemporary 
politics, efforts to shift between scales are common. Social movements try to "scale up" their 
efforts by gaining national and international allies, in order to increase their political power, find 
receptive venues, build coalitions, and put pressure on unresponsive governments (Tarrow 2005, 
Keck and Sikkink 1998). Advocates of neoliberal economic policies argue for devolution of 
state responsibilities to localized governments and individuals, as well as scaling up to politi
cally-weak international governance bodies, in order to weaken state power over capitalist 
activity (Peck and Tickell 2002, McCarthy and Prudham 2004). 
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The institutions that dominate political life give the impression that scales are distinct levels, 
corresponding to territorially-defined areas that are nested within increasingly expansive and 
encompassing spaces (the town, the county, the state, the nation, the planet). An individual may 
inhabit all of these spaces simultaneously, but orient his or her actions toward particular scales 
at different times. For example, a worker may view herself as competing for a job on a global 
scale, advocate for educational reforms at the scale of the city school district, and perceive 
threats to security on a national scale. 

Despite the apparent naturalness of these scales of social engagement, none of them are fixed 
or given. This is most obvious in cases such as the creation of new nation-states, in which terri
torial boundaries are drawn, a state is established, and national identity is forged (successfully or 
not). The construction of a new political scale is also visible in geopolitical processes like the 
creation of the European Union, meant to create a new scale of economic governance and to 
forge a "European" political identity. The social construction of scale is evident in more subtle 
examples, as well, such as efforts to orient consumers toward the "local" or "regional," as in Buy 
Local campaigns and the 1 00-Mile Diet, or in efforts by environmental groups to raise aware
ness of the watersheds in which people live, thus reorienting perceptions toward the ecological 
scale at which polluting activities have an effect. 

Human geographers have intensely debated the concept of scale over the last few decades 
(for a detailed discussion of these debates, see Herod 2009). While it is not possible to review 
the debate fully here, a few key points are important to highlight. Generally speaking, this 
research has "questioned concepts of geographical, political and analytical scale to ask where 
notions of scale came from, how particular scales became entrenched in social science research, 
and how processes operating at overlapping scales shape social life" (Kurtz 2003: 893). 1 Among 
geographers, there is considerable disagreement about whether scales are constructed in a mate
rial sense or as a representational trope. Neil Smith, for example, describes scales as the 
"materialization of contested social forces" (Smith 1993: 101). Scales, in this view, are physically 
produced through human activities, particularly through industrial processes and trade. For 
example, we.can observe processes of"glocalization" (Swyngedouw 2004), in which compa
nies that operate across multiple countries enact "localized" versions of" global" practices- such 
as McDonald's meals that are strategically flavored to suit the palettes of consumers in particu
lar locales. McDonald's thus simultaneously constructs a global scale (of capitalist expansion) 
and a local scale (of culinary preferences) through its pursuit of profits. 

In contrast, some geographers characterize scale as a discursive frame, a trope for represent
ing the socio-spatial order (2003: 894). As Jones (1998: 27) writes, "participants in political 
disputes deploy arguments about scale discursively, alternately representing their position as 
global or local to enhance their standing." Kurtz (2003: 894) further advances this notion with 
the concept of"scale frames," discursive practices in social movement struggles "that construct 
meaningful (and actionable) linkages between the scale at which a social problem is experi
enced and the scale(s) at which it could be politically addressed or solved." For example, 
Mexican opponents of genetically-engineered crops have appealed to state and federal agencies 
as well as intergovernmental agencies in order to find authorities who are receptive to their 
grievances (Kinchy 20 12). To do this, they have framed the scale of the problem as a threat to 
"local" agricultural traditions, "national" foodways, and "global" biodiversity. 

Research on scale frames points to a frequently overlooked role of science in political 
processes. Scientific claims (for example, about the causes and scope of environmental degra
dation) are often used to defend a particular scale of government oversight. Harrison (2006) 
demonstrates this in a study of the politics of pesticide drift in California. In that case, regula
tory officials and scientists justified the devolution of regulatory oversight to county 
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government bodies by making arguments that ill effects of pesticide drift are infrequent and 
localized "accidents" (Harrison 2006: 519). Residents of areas affected by pesticide drift, prima
rily farm workers, contested the experts' claims, but had little political power, largely because 
of "the historical invisibility of farm labor in California" (Harrison 2006: 525). As Harrison 
concludes, the longstanding disenfranchisement of California farm workers meant that their 
knowledge claims about the scale of the problem were ignored, resulting in a decision to treat 

the county as the appropriate scale of governance. 
Another perspective on the relationship between scale and scientific knowledge comes from 

41 line of analysis in human geography that examines "the ways in which scalar narratives, 
classifications and cognitive schemas constrain or enable certain ways of seeing, thinking and 
acting" (Moore 2008: 214). In a widely-cited essay, Jones (1998: 27) argues that "scale is an epis
temological category." Epistemology, used in this sense, refers to "ways of knowing," which are 
shaped by cultural categories. A shift in scale does "not merely shift politics from one level to 
another. Rather, it recast[s] what [is] true or knowable ... Certain questions ... simply become un
askable" Ganes 1998: 28). As an example, Jones cites research on the history of urban planning: 

Urban planners introduced practices such as the geometrical plan, zoning, and social 
cartography, and these practices were instrumental in changing the way the city was 
known and represented. The more that urban information was presented through maps 
and zones, the more the city was understood only by way of these sorts of spatialized and 
geometrical systems, until what was considered 'true' about the city was altered in prac
tice. Aggregate maps of poverty, delinquency, and housing, to name a few, came to be 
accepted as the most accurate understanding of what the city truly was . ... The truth of an 
'ordinary gaze' became less 'true', while other questions about zones, for example, became 

more readily askable. 
Jones 1998: 27-28 

Scale categories not only produce certain kinds of knowledge, but also generate ignorance. In 
Jones's example, as cities came to be understood as aggregations of observations about zones, 
the observations of ordinary people about their neighborhoods were excluded from official 
knowledge; what might be known with an ordinary gaze was ignored and forgotten. This 
observation resonates with a growing body of research in STS that analyzes the social dimen
sions of "ignorance" and "unknowns" (Proctor and Schiebinger 2008, Gross 2007, Frickel 
2008). Scale concepts provide ways of seeing the world, and the perspectives they provide are 
"partial" (Haraway 1988). For STS scholars, this calls for analysis of the perspectives that are 
ignored or rendered impossible when a particular scale is the dominant frame in the analysis of 

environmental problems. 
Might scientific research be steered by assumptions about the scale at which problems occur, 

the scale at which decision-making is appropriate, and the scale at which affected people have 
a political identity? To take one example, critics of the dominant approach to research on breast 
cancer causation have argued that progress toward cancer prevention has been stymied by an 
overemphasis on processes that occur at the scale of the body, at the expense of studies at the 
various environmental scales at which cancer-causing pollution is produced (McCormick et al. 
2003). In this volume, Phadke demonstrates the importance of scale in deliberations about tech
nological change, since local experiences of energy projects are often ignored in or distanced 

from the global debates about fossil fuels and renewable energy. 
The case of shale gas development in the northeastern United States provides a rich set of 

examples in which the relationship between scale concepts and the production of 
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environmental knowledge (and ignorance) takes different shapes. In these examples, scientific 
credibility contests have implications not only for what is known about gas drilling, but also 
which level of government has authority to govern the industry. Supporters and critics of gas 
drilling strategically work to shift the scale of political oversight in order to bring knowledge 
about the impacts of the industry to light, or ensure certain things remain unknown. 

Marcellus Shale development 

U.S. production of natural gas from "unconventional" sources, like low permeability shale, has 
burgeoned in the past decade. In part, this is due to recent technological advances that have 
made the extraction of gas from shale technically and economically feasible. Drilled in a tradi
tional fashion (a hole straight down in the ground), gas releases from shale very slowly. 
Therefore, drilling companies are now using a combination of techniques, including drilling 
horizontally through the shale layer and using high-volume hydraulic fracturing, or "fracking." 
Fracking involves injecting millions of gallons of"frack fluid" into a gas well, under very high 
pressure, causing the shale to fracture and release its gas. Frack fluid is a mixture of water, multi
ple chemicals, and a special kind of sand that works as a "proppant" to hold open the fractures. 

Unconventional gas development has also been facilitated by a favorable regulatory envi
ronment, particularly a set of exemptions from federal oversight and substantial government 
subsidies that were included in the 2005 Energy Policy Act. For example, oil and gas wells 
developed using hydraulic fracturing were excluded from the category of injection wells that 
are regulated under the Safe Drinking Water Act. This and other exemptions to federal envi
ronmental laws have had the effect of devolving regulatory authority over many aspects of 
unconventional gas drilling to the states, which have approached shale gas development in 
diverse ways (Wiseman 2012). The Energy Policy Act also created massive new subsidies and 
tax breaks, worth billions of dollars to the oil and gas industry, to incentivize domestic fossil 
fuel exploration (Lazzari 2007). 

There are .numerous shale formations across the U.S. The focus of this chapter is shale gas 
development in the state of Pennsylvania, where intensive development of the Marcellus Shale 
is now underway. The Marcellus Shale extends throughout much of Pennsylvania, West Virginia, 
New York and Ohio. Exploration of the Marcellus began around 2006, and by 2012, 
Pennsylvania alone had more than 6,000 Marcellus Shale gas wells, with permits for nearly 
twice as many. 

There is considerable controversy over the environmental impacts of extracting gas from the 
Marcellus Shale. The extraction of shale gas is a complex, multi-stage process with environ
mental impacts that differ from conventional gas drilling, particularly because of the large 
quantity of contaminated wastewater that is produced in the drilling process (Lutz et al. 2013), 
and because of the possibility of polluting underground aquifers (Osborn et al. 2011). 

A growing anti-fracking movement, driven primarily by grassroots, community-based citi
zens associations, has posed a formidable challenge to the gas industry, particularly in New York, 
where well permitting has been repeatedly delayed. Like many conflicts surrounding natural 
resource extraction and environmental pollution, the debate about fracking involves complex 
scientific questions and a large number of unknowns. For example, the fate of frack fluid that 
does not return to the surface of a well, remaining underground, is poorly understood. Also, 
large gaps exist in data about surface water pollution, as monitoring for pollution is carried out 
in only limited and piecemeal ways. Furthermore, the health effects of air, water, and soil pollu
tion resulting from shale gas development are not understood, although there are many cases in 
which individuals have reported illnesses that they believe are linked to natural-gas production. 
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Unconventional Gas Wells 
D Marcellus Shale Boundary 

Figure 7 4. 7 Shale gas development in Pennsylvania 
Note: In Pennsylvania, Marcellus Shale gas development activity is concentrated in the northeastern and 

southwestern areas of the state. The Marcellus Shale is also being drilled in Ohio and West Virginia (gas wells 
not represented here). New York has not granted permits for high-volume hydraulic fracturing. 

Source: Pennsylvania Department of Environmental Protection (PADEP), "january-june 2012 (Unconventional 
wells)," www.paoilandgasreporting.state.pa.us/publicreports/Modules/DataExports/DataExports.aspx, last 
accessed November 25, 2012. 

An important factor affecting what is known and not known about the impacts of the shale 
gas industry is the scale at which gas development is scrutinized, as illustrated in the three 

following examples. 

National climate policy and ignorance of the impacts of tracking 

A prevailing view of natural-gas development is that it supports a transition away from the 
"dirtier" fossil fuels - coal and petroleum. Recently, some scientists have offered dissenting 
views of the carbon impacts of natural gas, based on calculations of the amount of methane 
leaked into the atmosphere during the different stages of gas development (Howarth et al. 
2011). However, it has been assumed, for many years, that natural gas is "better" than other fossil 
fuels, from a climate perspective. Gas industry advocates, such as the American Gas Association 
and the National Gas Council, have promoted natural gas as a lower-carbon energy alternative 
to coal and petroleum. A number of academic reports lend support to this view of natural gas 
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as a "less harmful" fossil fuel. A multidisciplinary report published by MIT in 2011, for example, 
indicated that natural gas could be a carbon-reducing substitute for coal in many applications 
and that it would help support wind power generation (Moniz et al. 2010). 

Since the 1990s, industry players, environmentalists and policymakers have viewed natural 
gas as a "bridge fuel"- a less harmful fossil fuel source that can be used until alternative energy 
sources like wind, solar, and biofuels are more readily available. In 2006, the Sierra Club artic
ulated its position on natural gas in an Energy Policy Statement: 

Despite supply and price concerns, [natural gas] is still a much cleaner fuel than coal and 
emits less C02 per unit of energy produced. During the transition to a clean energy future, 
the Sierra Club is generally not opposed to continued production from existing fields 
following best practices to limit environmental damage. 2 

Major environmental organizations, including the Sierra Club, the Natural Resources Defense 
Council, and the Environmental Defense Fund had, for some time, taken the position that 
switching from coal to natural gas was a necessary transitional step. The Sierra Club, in partic
ular, advanced this position, accepting more than $26 million from Chesapeake Energy, a major 
natural gas company, to support its "Beyond Coal" campaign from 2007 to 2010. When it 
became apparent that the U.S. had untapped natural-gas reserves in shale formations across the 
country, climate activists like Bill McKibben viewed it favorably. In Eaarth, McKibben (2010: 
59) offered a list of good news about the climate, including "new discoveries of natural gas in 
the United States that could help wean us off dirtier coal." 

When viewed at the scale of the global climate, new sources of natural gas appeared to be 
unquestionably beneficial to the environment. However, this position betrayed the national 
environmental organizations' ignorance about the consequences of gas development at the 
local scale, in the places where shale gas is produced. By considering shale gas development 
with a global climate frame, or a national energy policy frame, the Sierra Club and other 
groups failed- to ask questions about environmental change at other scales. In reaction, 
communities threatened by shale gas development began to question environmentalists' 
favorable stance on natural gas, arguing that, at the local scale, it was polluting water, soil, and 
air, and posing unacceptable hazards to human life and community well-being. In one 
notable example, regional chapters of the Sierra Club came into conflict with the national 
organization. In this case, regional chapters were not questioning the national organization's 
assessment of the climate impacts of natural gas (although some would do so, over the ensu
ing months and years); instead, they were drawing attention to environmental impacts at a 
different scale. 

The Atlantic Chapter of the Sierra Club, which draws its membership from New York State, 
formed a Gas Drilling Task Force in 2008, in response to concerns raised by its grassroots 
members.3 According to a member who recounted the debate at that time, 
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By October, 2009, the Chapter was convinced that fracking represented a major threat to 
our environment and public health, and that no amount of regulation could change that. 
The Chapter further determined that even if hydrofracking could be made safe, it repre
sented a big distraction from what should be our major goals: moving away from fossil fuels 
and toward energy efficiency, conservation and renewables. The Chapter [executive 
conunittee] passed a resolution calling for a ban on hydrofracking and became the first 
major environmental group in Albany to do so. 4 
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Subsequently, however, "The Atlantic Chapter was told that its resolution was 'not consistent 
with existing Club policy.' Thus, we began the Atlantic Chapter's long, arduous task of educat
ing National." 

Ultimately, the national Club came to see the chapter's point of view, first by advocating 
greater regulation of unconventional natural-gas development, and eventually dropping alto
gether its advocacy of gas as a transition fuel. Today, the Sierra Club has a national campaign 
against fracking. While the details about how and why this transition occurred require further 
study, the case suggests that bringing two scaled perspectives into conversation within an organization 

1 
can produce more complete and nuanced environmental knowledge, leading to revised policy positions. 
The organizational form of the Sierra Club - an umbrella body attuned to environmental 
problems at global and national scales, with chapters attuned to local and regional environments 
- may be a useful model for future efforts to apprehend and respond to complex, multi-scalar 
problems. 

Private landownership and knowledge of groundwater 

Numerous reported cases of well water pollution- particularly methane contamination- have 
been associated with natural-gas drilling. Research investigating the link between gas drilling 
and groundwater pollution has been highly controversial. The Environmental Protection 
Agency (EPA) has undertaken a national study, and other scientists have attempted to under
stand the general processes through which such pollution might occur (Osborn et al. 2011, 
Vidic et al. 2013). However, it is not fully understood how methane and other contaminants 
from a gas well could pass into groundwater, and both industry lobbyists and academic 
researchers have pointed to methodological flaws in studies that show a link between gas 
drilling and well water pollution (Roach 2013). 

One of the reasons for why it has been so difficult to establish the facts about the impacts 
of shale gas development on groundwater is that private drinking water wells are not regulated 
by government entities; they are not required to meet water quality standards under the Safe 
Drinking Water Act (SDWA) or other environmental laws. In Pennsylvania, oversight of well 
water quality has long been devolved to the private landowner. Unlike routine monitoring of 
municipal water supplies, there is no public system for analysis and treatment of groundwater 
that feeds private water wells, so knowledge of the quality of groundwater is typically inacces
sible to anyone but the landowner who has voluntarily chosen to have his or her water 
analyzed. Some groundwater quality data is gathered by the U.S. Geological Survey, but the 
agency has very few monitoring locations, so it is difficult to use this data to establish whether 
polluted groundwater is a pervasive consequence of shale gas development (Kappel and 
Nystrom 2012). 

When drinking water wells become polluted in the vicinity of gas drilling operations, these 
are usually treated as isolated incidents. Gas drilling companies operating in Pennsylvania have 
responded to water wells that have been contaminated by providing payments, drinking water 
deliveries, or a water filtration system directly to the landowner, typically through legal settle
ments that come with gag orders that silence the victim. As a Bloomburg report summarizes, 
"The strategy keeps data from regulators, policymakers, the news media and health researchers, 
and makes it difficult to challenge the industry's claim that fracking has never tainted anyone's 
water" (Efstathiou and Drajem 2013). However, anti-fracking activists have challenged the 
industry's claims. Critics of gas drilling have called on government agencies to provide more 
detailed investigations of pollution incidents and to aggregate that data to better understand 
how unconventional gas drilling affects groundwater. In addition, there are several efforts by 
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civil society groups to amass groundwater quality data themselves, with the aim of scaling up 
individual well water pollution incidents to broader geographical scales. For example, one grass
roots effort attempts to compile individual reports of harm into a national database. 5 Through 
this aggregation of reports, experiences of harm at the individual scale are connected to the 
rapid expansion of shale gas production that is occurring nationally. Another organization is 
testing private wells and creating a map of"baseline" groundwater quality throughout a region 
of New York where drilling has not yet occurred. 6 This not only makes regional groundwater 
quality data available to the public in a way that has otherwise been lacking; it also reframes the 
scale of groundwater quality as regional, rather than individual. 

One case provides a complex picture of how the scale of water governance affects the 
production of knowledge of gas drilling. The rural village of Dimock, located in Susquehanna 
County in northeastern Pennsylvania, has risen to national prominence because of well water 
problems that occurred there. In 2009, an elderly woman's drinking water well filled with 
methane gas, causing an explosion. Several other Dimock residents complained that their well 
water was fizzy, discolored, and had a bad smell. Pennsylvania's Department of Environmental 
Protection (DEP) determined that Cabot Oil and Gas, a company that had drilled several 
natural-gas wells in Dimock, had constructed its wells poorly, allowing methane to migrate into 
groundwater. While Cabot acquiesced to the DEP's requirements, the company denied that it 
was responsible for the problems with the Dimock residents' drinking water, claiming that the 
pollution could have had other sources. Cabot maintained that the groundwater already had 
fluctuating levels of naturally-occurring methane.7 

Most Dimock residents did not have baseline, pre-drilling water quality data that they could 
use to prove a change in water quality. This made it easy for Cabot to speculate that methane 
and other contaminants were in the wells water prior to gas drilling, a claim that was widely 
repeated by supporters of the industry. The company attempted to discredit the scientific 
evidence presented by the EPA and other environmental agencies. For example, an investiga
tion by the EPA reviewed water quality data gathered by Cabot and concluded that several 
wells contain~d not only methane but also several other contaminants. Cabot denied that these 
pollutants had any link to its drilling operations. When the EPA indicated, in January 2012, that 
some Dimock residents should have water delivered to their homes, Cabot replied with a state
ment criticizing the agency's analysis: 

It appears that EPA selectively chose data on substances it was concerned about in order 
to reach a result it had predetermined. EPA chose to include specific data points without 
adequate knowledge or consideration of where or why the samples were collected, when 
they were taken, or the naturally occurring background levels for those substances 
throughout the Susquehanna County area. The end result is an unwarranted investigation 
and unnecessary delivery of water.8 

This kind of argument is common in conflicts over environmental pollution, in which those 
accused of doing harm challenge the credibility of the science used against them, in order to 
avoid legal or regulatory consequences. Notable about this case, however, is the relationship 
between the scale of governance of groundwater and the production of knowledge of ground
water pollution. As in the pesticide drift case discussed earlier (Harrison 2006), the conflict over 
groundwater pollution was not only about establishing truthful claims about the impacts of an 
industry, but also about justifying a particular scale of governance. In Harrison's study, claims 
that harmful pesticide drift occurred only infrequently and as isolated accidents justified local 
oversight rather than statewide regulation of the industry. Similarly, in this case, Cabot sought 
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to discredit the scientific evidence against it in order to ward off a federal agency, the EPA, 
which was taking a growing interest in the impacts of fracking. Cabot used scientific arguments 
to frame the scale of the problem as localized - not a federal environmental concern. Cabot 
suggested that the Dimock area has a local, longstanding problem of methane pollution, unre
lated to gas drilling. The company was able to make this claim because of the absence of 
baseline data about private well water quality, the result of much earlier decisions to scale well 
water oversight to the individual landowner. 

Cabot succeeded at creating uncertainty about whether its gas wells really did cause ground
water pollution, which has made it more difficult for critics of the industry to advocate for 

1 

increased state and federal interventions. For example, in an early reaction to the incident, DEP 
called for all affected households to be moved on to a municipal water system, which would 
involve constructing a twelve-mile waterline, to be paid for by the state, which would then sue 
Cabot for the cost. But there were protests from many members of the community whose well 
water quality was unaffected by gas drilling and who supported Cabot's drilling activities and 
did not believe the company caused the pollution of their neighbors' wells. As summarized in 
a local newspaper article, a group calling itself Enough Already took the position that "The state 
has 'gone amok' by siding with families who are suing Cabot for contamination the driller says 
it did not cause and using the opportunity to demand a 'handout' from a wealthy company in 
order to expand a public utility."9 The DEP subsequently dropped its plans to build the water
line, in exchange for Cabot agreeing to pay $4.1 million directly to residents affected by 
methane contamination. Many of the affected residents refused the payment, pursuing a lawsuit 
against the company instead. Ultimately, in August 2012, after three years of strain, the weary 
families agreed to accept a settlement with the company. 10 

Despite the ongoing denials by Cabot and its supporters, the Dimock case brought public 
attention to problems in industry practices, prompting changes that may increase knowledge of 
how gas drilling affects groundwater. After the Dimock controversy, it has become standard 
practice for gas drilling companies to take pre-drilling well water samples for laboratory analy
sis. In terms of policy, a 2012 change in the Pennsylvania Oil and Gas Act makes it such that 
gas companies are presumed responsible for any well water pollution occurring within 2,500 
yards of a gas well. 11 Under the law, if a landowner reports well water contamination, the DEP 
takes samples for analysis. Furthermore, the law requires the state to maintain a registry of inci
dents of groundwater pollution definitively caused by hydraulic fracturing. These policy 
changes, if fully implemented, could lead to more comprehensive knowledge of how gas 
drilling affects groundwater. 

Despite these changes, there are still major obstacles to using groundwater data to yield 
useful knowledge of the effects. of the gas industry. First, water quality data gathered by gas 
companies is not made public; thus, baseline levels of methane and other contaminants are 
secret. Second, the DEP reportedly has not fully disclosed the contaminants found in well water 
samples, misleading private landowners about the safety of their drinking water. 12 Finally, the 
database of groundwater pollution incidents has not yet materialized. Recently, a journalist had 
to use the Freedom of Information Act to obtain DEP's determinations on hundreds of 
complaints about polluted drinking water wells. 13 

In sum, despite the fact that groundwater quality is now being gathered extensively by 
centralized institutions (gas companies and the state), it is not being compiled in ways that 
produce a scaled-up picture of regional groundwater quality; it remains individualized, private 
information. This case suggests that political scale does not dictate the scale if environmerztal knowl
edge that is produced; scale frames do. Even though a state agency, DEP, is tasked with statewide 
governance of the gas industry, its questions about groundwater pollution have been framed at 
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the scale of the individual property-owner's water well, which is treated as personal informa
tion. Thus, the answers it has generated have failed to generate any region- or state-wide 
conclusions about how gas drilling affects groundwater. 

State regulation and local knowledge 

One debate in the conflict over shale gas development centers on the rights of municipalities 
to make decisions restricting gas industry activity, through zoning or local drilling bans. Again, 
this conflict involves questions of scale, in this case, the right to regulate the gas industry at the 
municipal (city or town) scale. Advocates oflocal governance of gas development argue that if 
decisions are made at the local level, questions will be asked about quality of life, community 
character, and local visions of the future, which are not well addressed at the state regulatory 
level. Thus, the call for local decision-making is not just about shifting power to the munici
palities; it also means producing situated knowledge of the social and place-based consequences 
of gas development. 

In many towns and cities, local decision-making is being embraced, and may pose a signif
icant obstacle to the gas industry. More than 200 municipalities in fifteen states have banned 
unconventional natural-gas drilling and associated activities, such as wastewater storage. 14 

However, while community organizers have sought to frame gas drilling as a problem right
fully addressed by local communities, advocates of gas drilling have, in many cases, succeeded 
at stripping municipalities of power. In some cases, gas companies and pro-development 
landowners have challenged local bans by suing the municipal governments, with mixed 
outcomes. A New York trial judge ruled against Anschutz Exploration Corporation in a case 
involving a local £racking ban in Dryden, NY, thus bolstering the right of municipalities to pass 
such bans. 15 However, several states, including Ohio, Idaho, Colorado, Texas, and Pennsylvania 
have proposed, and in some case enacted, legislation to preempt local land-use planning and 
zoning and to prevent municipalities from enacting local gas drilling bans. 16 The influence of 
the gas indust;:y is evident in these bills, working in part through the American Legislative 
Exchange Council, a corporate-funded organization that writes "model" legislation on a wide 
range of issues. 17 

In February 2012, Pennsylvania's Governor, Tom Corbett, signed into law a piece of legis
lation known as Act 13, which amends the state's Oil and Gas Act. This law brought about the 
changes discussed in the previous section pertaining to the protection of well water quality. 
However, other portions of the legislation were struck down in December 2013 by the 
Pennsylvania Supreme Court. Those parts of the Act required that local ordinances "allow for 
the reasonable development" of the Marcellus Shale, disallowing attempts to ban gas drilling 
activity. Furthermore, the legislation replaced local planning and zoning decisions with stan
dard, statewide (and generally weak) rules. For example, under the new legislation, gas wells, 
fluid impoundments, and pipelines had to be allowed in all zoning districts, including residen
tial areas. As legal scholar Nancy Perkins observed, the law: 
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tells municipalities what type of gas operations must be authorized in various zoning 
districts, and forbids them from imposing numerous other conditions on gas operations. 
By dictating with remarkable precision the contours of allowable land use ordinances, the 
amendments remove any rationale for constructing an inclusive process to achieve sustain
able land use controls. It would be illogical for individuals to invest time and effort in a 
local legislative process when nearly the entire outcome has already been pre-determined. 

Perkins 2012: 75 
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In sum, the law aimed to shift the scale of deliberation and decision-making away from local 
municipalities to the state level, where regulators had already demonstrated their eagerness to 
allow gas development to proceed with minimal obstacles. 

For advocates oflocal decision-making, at stake in this scale-shift was not just the character 
of the democratic process, but also the kinds of questions that became askable and the forms of 
expertise that were deemed relevant. Perkins (2012: 76) criticizes, from a feminist sustainability 
perspective, the knowledge consequences of scaling regulation at the state level: 

There is no opportunity for local residents to question the data and research that led state 
leaders to allow drilling operations in every zoning district in the state. Neither is there an 
opportunity for local residents to bring to bear the interests of future generations and 
intersection of race, class, gender, age, education, and place of their experience. 

Perkins was not alone in observing that this move to strip municipalities of their right to govern 
gas development was also a move to delegitimize local knowledge and perspectives. This idea 
has been consistently expressed by lawyers and community activists from the Community 
Environmental Legal Defense Fund (CELDF), an organization based in Mercersburg, PA. 
CELDF aids communities in the pursuit of local self-governance, through "Democracy 
Schools" and the writing of local rights-based ordinances that prohibit activities such as gas 
drilling, factory farms, or sewage sludge dumping. CELDF argues that state and federal regula
tory processes exclude ordinary citizens by relying only on expert assessments of environmental 
risk. Therefore, the organization maintains, there is a need for new democratic processes in 
which the knowledge and expertise of ordinary citizens is a legitimate basis for decisions about 
industrial developments. CELDF contends that the scale at which ordinary citizens have the 
most pertinent expertise is in their own towns and cities, particularly on matters related to the 
harmful effects of industrial developments on "workers, the local economy, livability, property 
values, or the environment." 18 As stated in a CELDF publication entitled "Common Sense: 
Banning Fracking at the Local Level," "It makes sense for us to make decisions about the 
communities in which we live. In our communities, it is we who are the experts. Is there 
anyone more qualified to make these decisions?" 19 

CELDF and other advocates of local bans on gas development deploy localist scale frames, 
not only to make their case to state authorities, but also to convince residents of areas where 
gas drilling is occurring to demand municipal-level governance. A key justification for the 
localist scale frame is that locals have social and environmental knowledge that is essential to 
good decision-making. Clearly, this argument has been compelling to many communities, as 
the numerous municipal moratoria on gas drilling suggest. However, shifting decision-making 
authority to the municipalities does not necessarily mean that opponents of gas drilling will 
have an advantage. Geographers have questioned the notion that "local" politics necessarily 
yields better outcomes for disadvantaged groups, given that municipalities may lack resources 
or capacity to adequately respond to powerful industrial actors (DuPuis and Goodman 2005). 
In the Dimock case discussed above, the people who are fighting for clean drinking water have 
been accused of dishonesty by their own neighbors, who have defended the gas industry against 
criticism. Decision-making at the local level would be unlikely to help the victims of pollution 
in that case. In circumstances where a community is divided on the issue or where local 
government lacks capacity to challenge a powerful industry, bringing grievances to state- or 
federal-level regulators may appear to be a more viable strategy for obtaining desired environ
mental and health protections. 

I observed an example of this at a CELDF organizing event near Dimock, Pennsylvania in 
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the summer of 2009. While a community organizer made a well-articulated, compelling case 
for CELDF's style of activism, many citizens who attended the meeting appeared skeptical. 
Repeatedly, people attending the meeting claimed that a campaign for a local drilling ban 
would not work in their communities, because there are too many influential people in their 
towns who want the drilling to occur. Several people called for alternative, state-level actions 
such as attending DEP permitting hearings to make their case against gas drilling. The organ
izer countered that in such hearings, only the official experts' assessments of the risks and 
benefits have any weight, and that ultimately the permitting process is aimed at allowing, not 
deterring, gas development. Moving the fight to the state level means grappling with knowl
edge that pertains to existing permitting requirements, rather than knowledge of social 
concerns such as "livability" and the character of the local economy. 

However, it was clear by the end of the meeting that only a small fraction of the (approxi
mately) fifty people in attendance were convinced of CELDF's approach, which would require 
persuading the majority of people in their municipalities to ban gas development. The chance 
of success, in the form of environmental and health protections, seemed to them greater at the 
state level, where regulators might take their concerns about environmental and health impacts 
more seriously, because of an official mandate to protect the natural environment of the state -
even if this means narrowing the range of criteria on which the impacts of the gas industry are 
assessed. This case indicates that when activists mtd their opponents struggle over the appropriate scale 
cif governance, at stake are the kinds cif knowledge and sources cif expertise that may be applied to decisiolt
making. Grassroots activists may not only frame their grievances in ways that emphasize local 
knowledge; they may also strategically seek to scale up to non-local government agencies in 
order to achieve their aims. These scale framing efforts contribute to defining the boundaries 
of relevant expertise in debates about industrial developments. 

The need for reflexivity about scale 

In this chaptet, I showed how scientific knowledge claims have been used to justify or chal
lenge the scale of decision-making about shale gas. For example, while anti-fracking activists 
used scientific documentation of water pollution to call for greater state and federal scrutiny of 
the gas industry, Cabot Oil and Gas worked to spread uncertainty about the scientific evidence 
of groundwater pollution in order to resist the EPA's growing involvement in the issue. I also 
argued that the scale of political engagement frames and orients perspectives in ways that affect 
the construction of scientific knowledge. Organizations that approach environmental politics at 
different scales tend to produce different kinds of knowledge claims about shale gas develop
ment, as seen in the example of the national and local chapters of the Sierra Club. As a result, 
conflicts over political scale may also be disputes over scientific research agendas and the recog
nition of particular sources of knowledge - as seen in the struggle over the legitimacy of local 
drilling bans as opposed to expert assessments of risk at the state level. 

Bringing two scaled perspectives into conversation within an organization (as in the Sierra 
Club example) can produce more complete and nuanced environmental knowledge. Perhaps 
the same thing might occur in government agencies, like the EPA, that have regional branches 
as well as national offices. Political scale does not dictate the scale of environmental knowledge 
that is produced; more important are the scale frames that guide the questions that are asked 
and answered. For example, a state agency like the DEP may still pose questions that frame 
groundwater pollution as an individualized problem rather than a regional or state-wide one. 
Similarly, local activist groups may frame their questions in ways that scale up the issue to the 
state level, even if means giving up their own claims to local expertise. 
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Attention to political scale and scale framing processes can improve understanding of the 
social production of ignorance about environmental change. In each case examined in this 
chapter, political scale affected what was known and unknown about gas development. In the 
first example, an emphasis on the comparative climate impacts of natural gas and coal for many 
years - a national energy policy issue distracted many key environmental advocacy groups 
from the more localized problems associated with the extraction of natural gas from uncon
ventional sources. In the second example, policies that left private landowners solely responsible 
for monitoring and maintaining the quality of their well water - water governance scaled to 
~ndividuals, rather than to the municipality or aquifer- created problematic gaps in knowledge 
ofhow gas drilling has changed groundwater quality. In the third example, policies that concen
trated decision-making authority at the level of the states, rather than municipalities, made it 
difficult to bring local knowledge of land use priorities, cultural preferences, and environmen
tal conditions to bear on the regulation of gas industry practices. Generally speaking, the gas 
industry and its supporters have advocated scales of environmental oversight that result in igno
rance about the consequences of shale gas deveiopment. 

Studying conflicts over scale can also reveal processes through which social movements chal
lenge scientific unknowns. Opponents of shale gas development have sought to shift between 
political scales in order to bring more diverse knowledge claims and forms of expertise to bear 
on decisions about gas drilling. In the case of the Sierra Club, the Atlantic Chapter brought 
knowledge of the impacts of fracking to the national organization, reframing shale gas as a 
regional pollution concern in addition to a national energy policy issue. Critics of the gas 
industry have sought to connect and scale up the many "isolated incidents" of well water 
contamination, thus making the case for greater state- or federal-level scrutiny of the industry. 
Finally, advocates for local self-government have succeeded, in many cases, at passing bans or 
moratoria on shale gas development after working locally to assess how the industry might 
affect quality of life. 

What should be clear from these case studies is that there is no single ideal scale for govern
ing unconventional gas drilling. I found that, depending on the context, both opponents and 
advocates of gas drilling work to shift the scale of governance up and down in pursuit of partic
ular outcomes. However, every scale that is constructed makes some questions more or less 
possible to ask. Considering that the natural-gas industry operates nationally and transnation
ally, it may appear desirable to construct a comparably "scaled up" level of oversight. The 
arguments of CELDF and the Atlantic Chapter of the Sierra Club should make it evident that 
without questions pitched at a municipal, watershed, or community scale, knowledge of gas 
development is dangerously incomplete. These observations resonate with the findings of 
Phadke (Chapter 13 in this book) on community conflicts over wind power. The national 
conversation about the benefits of wind power has suffered from the absence of attention to 
how wind farms affect livelihoods in "geographically concentrated" ways. Fully apprehending 
the impacts of shale gas or wind power - or any industrial development, for that matter -
requires reflexivity about the ways that political scales shape what we know, and what remains 

obscured. 

Notes 

Some geographers have rejected the concept of scale. Marston et al (2005) have proposed replacing 
the concept of scale in human geography with a "flat ontology" that draws on the insights of actor
network theory. They argue that concepts of scale are too often treated by geographers as "conceptual 
givens," obscuring other ways that socio-spatial processes might be operating. Critics of this perspec
tive argue that the move to drop the concept of scale would foreclose the possibility of studying how 
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scale - as a concept mobilized by people in everyday life is constructed and has effects in politics 
and culture. One commentator notes: 

... [T]heir proposal to do away not just with a hierarchical scalar ontology, but to 'eliminate scale 
as a concept in human geography' (2005: 416) and thus presumably any reference to scale poli
tics - is a misguided case of throwing the baby out with the bath water. . .. [T]hrough this 
theoretical manoeuver they are unwittingly reproducing a materialist/idealist binary that: (1) 
unhelpfully centres debate upon the ontological and theoretical status of scales in human geogra
phy at the expense of attention to their existence and use as practical categories, and (2) rests upon 
the flawed assumption that denying the ontological reality of scales implies that they are merely 
inconsequential heuristics in the minds of geographers that 'do no work', or have no effect in 
themselves. (Moore 2008: 213). 

"Sierra Club's Energy Resources Policy," accessed 8 July 2013 at lzttp: I /indiat-za.sierraclub.org!issues!arti
cles I energy-resources-policy.html. 
"Fracking: Is National catching up with the grassroots?" accessed 8 July 2013 at http: I lrlewyork2.sierr
aclub. org I content !fracking-rwtional-catching-grassroots. 
Ibid. 

5 The "List of the Harmed" contains many reports of well water pollution, among other harms report
edly caused by gas drilling: wwwfractracker. org I 2 013 I 0 3 I pacwas-lis t-of-the-lwrmed-now-mapped -by
{ractracker. 

6 "Welcome to CSI's Database!" Accessed 8 July 2013 at www.commtmityscience.org/database. 
7 Laura Legere, "Cabot argues to resume drilling in Dimock as tests show surges of methane in water 

wells," thetimes-tribtme.com. Accessed 8 July 2013 at http: I /thetimes-tribune.com/news!gas-drillingl 
cabot -argues-to-resume-drilling-ir1-di mock-as-tests-show-surges-qf-methane-in-water-wells-1. 12 20 204# 
axzz ~finqcRljc. 

8 Cabot Oil & Gas Corporation, "U.S. EPA's January 2012 Position on Water Delivery," accessed 8 July 
2013 at wwu1.cabotog.com lptlfs I Cabot_Statement_EPAWaterDeliz,ery.pqf 

9 Laura Legere, "Debate over proposed Dimock waterline divides conununity," thetimes-tribtme.com. 
Accessed 8 July 2013 at lzttp: I lthetimes-tribtme.comlrlewsl debate-over-proposed-dimock-waterline-divides
colmmmity-1.1053233. 

10 For details about this case, see the collection of documents at http: I !stateimpact.npr.org!pennsylmnia! 
tag/dimock. 

11 For an overview of the law, see "New Pennsylvania Oil and Gas Law Targets Unconventional Gas 
Operations ·for Heightened Regulatory Oversight," accessed 8 July 2013 at UJUJWJdsupra.com!legal
news I new-pennsylz,ania-oil-and-gas-law-targets-59 5 65. 

12 Don Hopey, "Lawmaker challenges Pennsylvania DEP's reporting of gas well water safety," Pittsburgh 
Post-Gazette, 2 November 2012, accessed 8 July 2013 at www.post-gazette.com/stories/locallstate! 
lawmaker-challenges-pa-deps-reporting-cif-gas-well-water-safety-660238. 

13 Laura Legere, "Sunday. Times review of DEP drilling records reveals water damage, murky testing 
methods" tlzetimes-tribune.com (19 May 2013), accessed 8 July 2013 at http: 1 /thetimes
tribtme.com !news /sunday-times-review-of-dep-drilling-records-reveals-water-damage-murky-testing-methods-1.1 
491547. Furthermore, activist groups have compiled reports of groundwater pollution nationwide. 
See, for example, "Incidents where hydraulic fracturing is a suspected cause of drinking water contam
ination" on an NRDC blog. Accessed 8 July 2013 at http: I lswitchboard.nrdc.org!blogs! 
amalllirlcidents_where_hydraulicJrac.html. 

14 "Local Officials Standing Up to Protect Their Communities from Fracking," accessed 8 July 2013 at 
www.ombwatch.org/node/12150. 

15 Ibid. 
16 "Exposed: Pennsylvania Act 13 Overturned by Commonwealth Court, originally an ALEC Model 

Bill," accessed 8 July 2013 at www.desmogblog.com I exposed-petmsylvania-act-13-otJerturned-commonwealth
court-originally-alec-model-bill. 

17 Ibid., and "Fracking Democracy: Why Pennsylvania's Act 13 May Be the Nation's Worst Corporate 
Giveaway," accessed 8 July 2013 at www.alternet.org/story/154459/fracking_democracy%3A_why_petmsyl
tJania%2 7 s_act_13 _may _be_the_nation %2 7 s_worst_corporate_giveaway. 

18 "Home Rule," accessed 8 July 2013 at http:! /celdforg/-1-87. 
19 "Conunon Sense- Banning Fracking at the Local Level," accessed 8 July 2013 at wwuuelclf.org/-1-80. 
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Not Here and Everywhere 
,The non-production of scientific knowledge1 

Scott Fricke/ 
WASHINGTON STATE UNIVERSITY 

In his 1995 Annual Review cif Sociology essay, Steven Shapin identified the central conceptual 
problem in the sociology of scientific knowledge as "how to interpret the relationship between 
the local settings in which scientific knowledge is produced and the unique efficiency with 
which such knowledge seems to travel" (1995: 290). Coming close on the heels of important 
edited volumes by Pickering (1992) and Clarke and Fujimura (1992) and marking the cultural 
turn in science and technology studies (STS), Shapin's essay was widely cited and helped solid
ifY the field's contemporary focus on the cultural practices that first generate and then circulate 
scientific knowledge. The essay's title "Here and Everywhere" signified the field's focal atten
tion to these dual processes. 

But if Shapin's framing accurately portrayed the state of STS research in the mid-1990s, it 
failed to capture the full range of the conceptual problems facing the field then and today. 
Specifically, it did not consider how knowledge production is forestalled or how the transmis
sion of knowledge from one place to others is constrained. Lots of knowledge that could be 
made isn't and when knowledge circulates it does not do so uniformly. In fact, scientific knowl
edge is not "here and everywhere" and STS should have interesting things to say about how 
and why that is. I believe a reformulation of the problem is needed, one that better highlights 
the relational dynamics of knowledge production and non-production: Why are certain kinds 
of scientific knowledge created, cc;rtified and circulated while other kinds are not? 

Answers to this seemingly straightforward question are not easy to come by. Half a century 
has passed since Thomas Kuhn (1962) published his endogenous social theory of knowledge 
growth, yet there are few empirically-substantiated explanations for the variation we see in 
rates, processes, and forms of intellectual change (Frickel and Gross 2005). That is, if we think 
we know quite a lot about why some areas of scientific research and expertise flourish, we still 
know relatively little about why other areas wither on the vine and still others - no doubt most 
- simply fail to germinate . . . or perhaps not so simply fail. 

This chapter considers the hidden half of the knowledge production/non-production equa
tion and calls for greater scholarly attention to the problem of ignorance or the absence of 
knowledge2 • It covers a range of issues, but focuses mainly on how, where, and why ignorance, 
once produced, becomes institutionalized within and beyond science. Like knowledge, the 
production of ignorance can also be local and situational. However, over time different types of 
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ignorance accumulate and combine to create complex architectures or structures of non
knowledge. These structures reflect and reinforce a range of social values and power relations 
and are significant for their consequences, both intended and unintended. Studying the 
processes, structures, and impacts of institutionalized ignorance is not easy, in part because such 
absences are rarely visible or readily apparent, but also in part because the values and power 
relations dominating STS in recent decades have tended to channel analytical attention toward 
the centers of scientific power (see Hess 2011). To render ignorance and its effects more visible 
and thus more available as a productive element of theory and research design, STS will need 
to spend more time and energy at the peripheries of scientific action and among the experts 
and non-experts who inhabit those marginalized spaces and positions (see Hecht 2009 and 
Chapter 20 of this book). 

Why studying ignorance matters to me 

My own interest in these issues is personal as well as intellectual, stemming from hurricane 
Katrina's catastrophic flooding of New Orleans in August 2005. I resided there with my family 
when the hurricane hit. We evacuated before the storm made landfall and, over the next days, 
weeks and months we followed the catastrophe unfolding in New Orleans like the rest of the 
country, glued to televisions, radios, and computers. Nearly four months later we moved back 
home. Over the next eighteen months we struggled with the stark consequences of our return 
to a city that seemed at the time to be on the brink of total collapse. We ultimately left a second 
time, in search of more certain ground on which to build our lives, but paradoxically, it is New 
Orleans' uncertain ground- and the relationship of soil quality to environmental risk follow
ing the flood - that continues to hold my intellectual fascination and helps secure the city's 
emotional hold on me. 

As it turns out, the research question I originally fashioned for what has become an ongo
ing study of post-Katrina environmental risk -"what is contaminated soil?"- is not a simple 
one to answ~r, all the more so for what remains unknown, despite the unprecedented scale 
and intensity of risk assessment efforts by federal and state agencies, city officials, university 
scientists, and citizens groups. As I've wrestled to collect and make sense of my case materials 
in the years since the disaster, I've come to better appreciate the significant and lasting power 
that the absence of knowledge can hold over decision-making about residents' soil remedia
tion options, the city's recovery plans, or changing patterns ofland use. These experiences and 
observations inform the arguments I build here. In the course of the essay I will turn 
frequently to the case material to illustrate ideas, support claims and push against conventional 
wisdom. For now, some background will help orient readers otherwise unfamiliar with the 
basic features of the case. 

Hurricane Katrina hit southea.st Louisiana on 29 August 2005, triggering a systemic failure 
of the federal hurricane levee protection system surrounding the City of New Orleans. At peak 
volume, 131 billion gallons of salt water inundated eighty percent of the city's land area 
(Campanella 2007, Smith and Rowland 2007). As the flood waters gradually receded, a layer 
of chemical-laced sediment blanketed the city (Nelson and Leclair 2006). In response, a dozen 
state and federal regulatory organizations led by the U.S. Environmental Protection Agency 
(EPA) and the Louisiana Department of Environmental Quality (LDEQ) began a year-long 
effort to characterize the nature and type of contamination in residential areas of four flood
impacted parishes. Targeting 195 different contaminants, project scientists collected more than 
1,800 samples and conducted more than 400,000 chemical analyses, using the test results to 
calculate short- and long-term human health risk. Nearly a year after beginning the assessment 
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project, EPA (U.S. EPA 2006) released a final summary report concluding that "the sediments 
left behind by the flooding from the hurricanes are not expected to cause adverse health 
impacts to individuals returning to New Orleans." The risk assessment project was a bright 
light in the otherwise dark confusion of Katrina's aftermath; politicians, business leaders, and 
residents alike celebrated the headline news that "EPA Declares N.O. Safe" (Brown 2006). 

Asking "is the city safe?" as regulatory scientists, business leaders and city officials have done 
directs analytical attention to what is known about soil contamination and environmental risk. 
My study takes a different approach, instead asking "what remains unknown and why is that?" 
lj'his question trains one's investigative focus in a different direction, toward the ways in which 
the absence ofknowledge organizes and structures regulatory practice, including scientific and 
political constructions of risk. As I pursue this alternative line of inquiry, I am finding consid
erable evidence that what became known about soil quality in post-Katrina New Orleans 
depended in large part on what remained unknown. Before I turn to showing that the lessons 
from New Orleans have broad relevance to STS's understanding of ignorance, I examine the 
stakes for STS in underdeveloping theories of ignorance, and consider some of the opportuni
ties, challenges, and methodological problems that contribute to this situation. 

What is at stake for STS? 

The social study of ignorance is marked by a long, but somewhat tortured intellectual history. 
As a topic of social analysis, ignorance has weathered prolonged periods of scholarly inatten
tion punctuated occasionally by flurries of short-lived interest (for reviews see Smithson 1989 
and Gross 2007). We are in the midst of one of those bursts now. Interest in the non-produc
tion of knowledge as an anthropological, historical, and sociological problem is on the rise, as 
illustrated by a number of recent conference panels, books, edited volumes, and special issues 
in academic journals addressing the topic (Bauchspies and Croissant 2014, Gross 2010, High et 
al. 2012, McGoey 2012a, Proctor and Schiebinger 2008, Sullivan and Tuana 2007) as well as the 
first Handbook if Ignorarzce, planned for publication in 2015 (Gross and McGoey forthcoming 
2015). This work is highly diverse in theoretical orientation, scope, and topical focus, as illus
trated in this Handbook in chapters by Hecht, Kinchy, Mayer and colleagues, and Waidzunas, 
each of which offers particular renderings of ignorance and related themes. These chapters 
collectively demonstrate the viability of ignorance as a research domain deserving sustained and 

thoughtful inquiry. 
This current burst of attention notwithstanding, an accounting of STS epistemic practices 

reveals a wildly lop-sided ledger. The field has persistently emphasized the production, 
growth, and circulation of scientific knowledge over its non-production, decline, or seques
tration. By giving such disproportionate attention to knowledge production, most STS 
scholars have in effect collectively followed the methodologically suspect path of sampling 
on a rather small class of dependent variables: facts, artifacts, and other socially recognized 
products of scientific work. I believe there are significant costs associated with this chronic 

imbalance. 
One example of such costs is that we have not cultivated a tradition of systematically track

ing the consequences of the non-production of knowledge. Government agencies such as the 
National Science Foundation meticulously track the value added to knowledge as it feeds tech
nological development and economic growth, but these agencies do not generate comparable 
statistics tracing the potential value lost to scientific inactivity or failure. In the absence of such 
comparative statistical data, we are left to rely mostly on anecdotal data from scientists whose 
grants are not funded, innovations are not patented, or ideas are not picked up and who offer 
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subjective projections of the broader potential losses to science stemming from their experi
ence with failure. 3 

This is clearly inadequate. To the extent that our collective work neglects to study failure, 
we limit a deeper, relational understanding of the social dynamics of science. As a result, today 
STS lacks a systematic theory and analysis of the structural conditions of scientific work that 
inhibit knowledge production practices and subsequently shape epistemic cultures through 
those absences. Instead, theoretical attention in STS generally remains focused on achievements 
- variously won, but won nonetheless. Over time, this imbalance has the further consequence 
of narrowing possibilities for scholarly engagement in public debate on questions involving, for 
example, sciences' role in creating new forms of inequality. 

For example, the racial and economic structure of the population of flooded New Orleans 
households mirrored the racial and economic structure of the city as a whole - African 
American and white households were impacted by flooding at levels roughly proportionate to 
their s~are of the total population (Campanella 2007) 4• In contrast, the sampling and testing 
strategies employed by regulatory agency scientists distributed knowledge of soil conditions 
unevenly across that same flood zone. The uneven sampling produced areas represented offi
cially by more or less information about soil quality, but also excluded some neighborhoods 
entirely from the risk assessment process (Fricke! and Vincent 2011) 5• Teasing apart the social 
and environmental consequences of this spatial inequality are difficult, but my research with 
collaborators has found that, in contrast to what theories of environmental justice might lead 
us to expect, knowledge produced from testing sediment and soil samples was concentrated in 
neighborhoods whose residents were disproportionately African American and lower-income. 
Wealt~er and whiter neighborhoods that flooded received disproportionately less regulatory 
attentiOn overall (for some of the details see Fricke! et al. 2009). An added dimension of this 
complexity is that areas that were excluded from sampling altogether collectively represented a 
widely diverse sub-set of New Orleans neighborhoods, poor and wealthy, black and white, and 
in between. Indeed, some of the city's most economically and racially diverse neighborhoods 
were complet.ely bypassed by regulatory efforts to produce place-specific knowledge of soil 
conditions and environmental risk (Fricke! and Vincent 2011). 

The larger point is that while the absence ofknowledge clearly advantages some groups and 
disadvantages others, in New Orleans this dimensional axis runs orthogonally through race and 
class, complicating standard notions of racial and class bias. Just as the flood created a new form 
of environmental inequality (flooded vs. not flooded), regulatory agencies' efforts to assess risk 
within the flood zone created a new form of epistemic inequality (sampled vs. not sampled). 

S~, while it. can be extremely difficult to measure systematically, the absence of knowledge 
of soil contammant levels in certain neighborhoods undoubtedly limited residents' ability to 
contest official practices and decisions - illustrating Harding's (2006) claim that knowledge 
inequalities within science can reflect and deepen existing and new structural and cultural 
inequalities in the broader society. 

In this way, ignoring ignorance can be counter-productive. It constrains opportunities for 
theory building and comparative analysis and fails to capture the full range of social practices 
that ~ead to fields of knowledge and non-knowledge. In the remainder of this chapter, I 
descnbe some of the opportunities for conceptual elaboration to redress this problem and 
some of the challenges accompanying them, beginning with some observations on the onto
logical ambiguities that can unintentionally hamper efforts to pin down ignorance as an object 
of analysis. 
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Ignorance as challenge and opportunity 

Ontological ambiguities 

An informative difference between studies of knowledge and studies of ignorance is that the 
former exhibits an ontological clarity that the latter often lacks. Revisiting the early construc
tivist studies in the sociology of scientific knowledge (SSK) such as Collins' Chatlging Order 
(1985) or Latour and Woolgar's Laboratory Life (1979), one finds clear statements of what these 
theorists understand scientific knowledge actually to be. We may argue with their theories 
lbout the social nature of scientific knowledge, but few would question whether scientific 
knowledge exists. By contrast, the literature on ignorance exhibits far less confidence in the 
ontological status of its subject. 

This ontological ambiguity is perhaps best illustrated with reference to uncertainty, a 
concept that is often described as roughly synonymous with ignorance or as representing a 
particular type of ignorance. There are two related difficulties here. One difficulty is, that uncer
tainty can be temporary, as when potential knowledge has not yet been produced, but it can 
also be endemic, as with stochastic processes that are inherently open and can only be under
stood through probabilistic knowledge. The former is not yet known and is thus ontologically 
ambiguous; the latter is unknowable and thus has no ontology (Rescher 2009, cited in Croissant 
2014). A second ontological difficulty is that most STS studies that are about uncertainty actu
ally investigate how scientific and policy decision-making advances (or does not advance) 
under conditions of limited knowledge (for example, Jamieson 1996, Shackley and Wynne 
1996). To the extent this literature treats social and political constructions of uncertainty, its 
primary focus remains on what becomes known; that is, how knowledge of uncertainty is stabi
lized (Hoffinan-Reim and Wynne 2002). By and large, this literature does not directly confront 
the problem of ignorance, theorizing what remains unknown and why that is. As a result, and 
somewhat paradoxically, studies of uncertainty generally do not resolve the ontological ambi
guity of their subject. The STS literature on risk, described by Van Loon (2002: 2) as a virtual 
object that is forever "becoming-real," faces similar challenges. 

More broadly, difficulties with the ontological status of non-knowledge has led to a strong 
tendency - one might even say a preoccupation - toward abstract philosophical discussions 
about what non-knowledge precisely is and what forms it takes, with many authors proposing 
different taxonomic systems for organizing a growing family of concepts. The result has been a 
miniature cascade of categorization schemes. Bernstein's (2009a, 2009b) detailed parsing of 
"non-knowledge" into sub-classes of ignorance, stupidity, error, and unreason is one example 
among many. These efforts at categorical refinement have given rise to a confusing number of 
more specific terms, including functional ignorance (Moore and Tumin 1949), specified igno
rance (Merton 1987), specified known ignorance (Boschen et al. 2010), meta-ignorance 
(Smithson 1989), and ignorance of ignorance (Ravetz 1993). As Matthias Gross (2007: 744) has 
observed, many of these efforts "are certainly well thought through, but they rarely lead to clar
ificatio~," in part because they give "little or no attention to or links with concrete examples 

or data. 
To various degrees then, studies of uncertainty-making and the various taxonomic exercises 

on offer tend to side-step the central problem which, again, is to explain how and why certain 
kinds of scientific knowledge are not created, or certified or sent into circulation. Referring to 
the New Orleans case, for example, we might ask not how scientists constructed uncertainty 
surrounding environmental risk, but what role the absence ofknowledge played in securing the 
EPA's claim that sediment left in Katrina's wake posed little or no risk to returning residents. 
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To answer that question in as comprehensive manner as possible, we would need to identify the 
institutional mechanisms that generated an architecture of ignorance as the question of risk 
moved from the domain of policy, to regulatory practice, to its uptake in civil society. For guid
ance in meeting that goal, I turn next to important opportunities emerging from scholarly 
work that explicitly positions ignorance as a historical and social problem to be investigated in 
the context of established social theory. 

Epistemological opportunities 

Concerned more with their topic's epistemology and social dynamics than with its uneasy ontol
ogy, a growing stream of empirical studies have generated two distinct but related claims about 
ignorance as it relates to the culture and social organization of science (for example, Hess 2007, 
Kleinman and Suryanarayanan 2013, Sullivan and Tuana 2007, Proctor and Schiebinger 2008, 
Gross 2010). The first claim is that ignorance is inherent in technoscientific practice, not as a 
simple byproduct or passive outcome of scientific work but as "an active production" in itself, one 
that is complexly bound up with knowledge, and thus also with politics and power (Tuana 2008: 
1 09). The second, related claim is that ignorance, like knowledge, is shaped by and reflective of 
broader relations of power. Thus, for Tuana and others, studying what is not known is important 
because it "has the potential to reveal the role of power in the construction of what is known and 
provide a lens for the political values at work in our knowledge practices" (2008: 109-110). 

My research in post-Katrina New Orleans lends empirical support to both of these claims. 
There, power is inscribed and enacted through environmental assessment protocols that limited 
a priori the risk-related questions regulators were legally required to answer and thus limited 
the kinds of questions regulators in fact asked. In turn, questions regulators asked shaped what 
came to be known and not known. In this way, the power to not know also shaped officials' deci
sions to follow those standard protocols, even though they were developed years earlier to deal 
with industrial accidents involving known types and quantities of contaminants - disasters to 
be sure, but nothing like the urban-scale complexities that confounded meaningful knowledge 
production following the 2005 hurricane and flood. 

We can also trace power through the organization of environmental testing data and the 
blind spots such organization creates. In New Orleans, test data generated from soil and sedi
ment samples was delivered to the public in two main forms. In one form the data was 
condensed into brief occasional reports containing general summaries of environmental condi
tions around the city but almost no place-specific information that might have been of practical 
use to city residents. The testing data were also made available online in raw form, completely 
disaggregated in a dataset containing hundreds of thousands of records but without any 
summary or interpretation. This approach established EPA's claim to institutional transparency, 
but it also rendered the data uninterpretable by the . very public that had demanded complete 
access to that information. These dual moves to simultaneously over-aggregate and completely 
disaggregate the test data helped consolidate institutional power within the regulatory agencies. 
It did so on one hand by masking the ignorance of experts with a nearly impenetrable "wall" 
of data and, on the other, spotlighting the knowledge of experts in ways that silenced citizen 
concerns and helped maintain the publics' dependence on agency experts for meaningful infor
mation about contaminant levels and their spatial distribution. 

If, as these examples suggest, power informs what is not known as well as what is known, 
ignorance studies presents STS with some important theoretical opportunities that should not 
be missed. But exploiting opportunities for conceptual development will require figuring out 
how to do empirical research when there is literally no "there" there. 
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Accessing the unknown: methodological considerations 

I believe that the most important issues we face in the study of ignorance are methodological 
(Frickel 2014). How do we most effectively gain access to the unknown? How do we study 
what does not exist? We can gain some initial methodological traction on this problem by 
considering how studies of ignorance simultaneously extend and challenge the logic of analyt
ical symmetry, a bedrock principle of SSK. 

Symmetry and asymmetry 
I 

In Knowledge and Social Imagery (1976), David Bloor famously insisted that SSK produce 
symmetrical explanations of true and false beliefs. Latour and Calion (1992) extended the argu
ment for symmetry to humans and non-humans. Ignorance studies offer another opportunity 
to extend the logic of symmetry again, this time to the presence and absence of knowledge. 
Such a program would seek to explain not only why some knowledge counts but also why 
some knowledge doesn't exist to be counted. At the same time, studies of ignorance present a 
challenge to Bloor's requirement that SSK also produce deeply empirical accounts. As Croissant 
(2014: 26) has recently suggested, the non-production of knowledge often yields little direct 
data and so studying ignorance in a systematic way will require that we "articulate method
ological parameters necessary for studying things that aren't there." 

One such condition may be a renewed reliance on inference. Early geneticists inferred 
knowledge of the structure and function of genes through studies of genetic mutations (Frickel 
2004); physicists do the same in searching for quarks or bosons (Knorr Cetina 1999). STSers 
can do it too. Studying the effects of ignorance can cast indirect light back onto the structures 
that produce it. As Croissant (2013) suggests, this may necessarily substitute for a strictly 
symmetrical sociology of scientific knowledge, when direct empirical data is non-existent or 
inaccessible. But in arguing for the value of inference in studying absences, she also rightly 
cautions against overreliance on counterfactuals, imputing intentionality to actors' inaction, and 
committing Type II errors (false negatives) which, in this case, would involve assuming that the 
absence of evidence confirms the existence of an absence. 

At present I see no clear navigational route through these hazards of method and logic, but 
in my opinion that's as it should be. They are part of the new terrains of ignorance and we will 
need to learn as we go, open-eyed and nimble-footed to avoid missteps when possible. If noth
ing else, relying more on inference may help nurture a move away from the strict empiricism 
that characterizes so much of STS research, with its close focus on practice and performativity 
(for example, MacKenzie et al. 2007, Pickering 1994), and help spark renewed interest in some 
older concepts such as norms, interests, rules and logics - concepts that may prove useful as 
elements of an institutional theory of ignorance (see Hess and Frickel 2014). 

The challenges that non-knowledge poses to Bloor's strict prescription for a symmetrical 
SSK extend to STS theory more generally, helping to illuminate some of the limitations of 
existing theories and approaches. For example, micro-sociological replication studies, such as 
those pioneered by Collins (1985), have proven extremely useful for understanding processes 
of consensus formation among scientists but will not go far in helping us understand how 
absences and silences structure what is not replicated or transmitted. Similarly, we will need to 
learn more than "how to follow scientists and engineers through society" (Latour 1987) if we 
are to understand the inactivity of those people, things, and places that slip through the webbing 
of technoscientific actor-networks. As I discuss next, these challenges are reinforced by an epis
temic culture within STS that strongly privileges agency and intentional action over structure 
and unanticipated consequences (but see Frickel and Moore 2005, Kleinman 2003). 
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Strategic vs. normative ignorance 

As a field, STS maintains a methodologically individualist orientation to research that privileges 
agency and intentionality over structure in accounts about science and knowledge. This focus 
on actors as entrepreneurial change agents is replicated in ignorance studies as well. It can be 
seen most clearly in work that theorizes ignorance as "strategic" (McGoey 2012b), purposefully 
orchestrated by actors (most often individuals) with interest-driven goals and as a product of 
the intentional exercise of power. In these accounts, ignorance comes about most often through 
secrecy (Rappert 2014), censorship (Galison 2008), deceit and suppression (Proctor 1995, 
Markowitz and Rosner 2002), denial (McGoey 2012a), and doubt (Oreskes and Conway 2010, 
Michaels and Monforton 2005). 

Each of these studies is highly insightful. But taken together such studies advance a concep
tualization of ignorance that is overly narrow in two senses. Tlus conceptualization is 
empirically narrow in that it nlisses ignorance resulting from the unintended consequences of 
social action. But it is also theoretically narrow, resting on the nonlinally functionalist assump
tion, pace Merton (1973), that ignorance derives from deviant science, i.e., assertions of fact 
that are politically motivated or otherwise self-serving. This assumption leads logically to the 
troubling conclusion that more public transparency or scientific autonomy (depending of the 
source of interest) will reduce ignorance by rendering science less deviant. While this may be 
an appropriate conclusion to draw in specific cases where abuses of political and economic 
power distort scientific research or where abuses of scientific power distort policy formation 
and implementation, a robust theory of ignorance in science requires an analytical framework 
that can accommodate a broader range of processes and outcomes. 

The specific challenge here is to theorize ignorance not only as resulting from strategic goal
oriented action, but also as a product of the structural pressures, institutional arrangements and 
normative cultures that order everyday scientific practice and decision-making. Two important 
steps toward this broader understanding have emerged from studies of undone science. Hess 
(2007) has shown how the political economy of scientific fields operates to promote research 
agendas that ire tied to funding opportunities and acadenlic tenure requirements. Over time, 
research agendas pattern scientific behavior, decision-making and resource distribution to 
produce pockets of undone science that become taken for granted by researchers working in 
the field. Kleinman and Suryanarayanan (2013) deepen this argument by exanlining the ways 
in which disciplinary c~ltures, or "epistenlic forms," privilege certain ways of knowing over 
others. Epistenlic forms passively reinforce existing areas of undone science but can also be 
deployed to actively resist non-confornlist methods or approaches that would see undone 
science get done6• Together, the studies by Hess and Kleinman and Suryanarayanan illustrate 
some of the conceptual benefits of moving beyond an actor-oriented, strategic view of igno
rance to consider how the institutional structure of scientific fields produce and manage 
ignorance as a regular consequence of scientific business-as-usual. The New Orleans case 
provides additional evidence for the importance of institutional structure in understanding not 
just how ignorance is initially produced, but also how it is reproduced over time. 

To better understand the institutionalization of ignorance in EPA's Katrina response project, 
Michelle Edwards and I studied how the Agency utilized human toxicity values, risk standards, 
and risk assessment protocols in relation to sediment and soil test results (Frickel and Edwards, 
2014). "Human toxicity values" are numerical values that describe dose-response relationships 
for toxic substances and can be expressed for carcinogenic or non-carcinogenic effects. Risk 
standards use human toxicity values and other factors (for example, assumptions about an 
exposed person's weight, age, and gender) to calculate the upper linlits of" acceptable risk." Risk 
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assessment protocols, in turn, base risk management decisions (for example, whether or not to 
pursue additional testing or soil remediation) on whether identified contanlinant levels exceed 
risk standards for a particular contanlinant. 

From September 2005 through July 2006, EPA scientists identified 141 contanlinants in 
New Orleans soil and flood sediment. We traced this knowledge through the three intercon
nected policy frameworks of human toxicity values, risk standards, and risk assessment protocols 
to document how different ways of producing ignorance combine to structure decision
making about risk and safety. In part, we found that the carcinogenicity studies that regulatory 
scientists rely on to calculate lifetime cancer risk for more than 70% of these 141 chenlical 

1 

substances simply do not exist?. Thls undone science makes it impossible to develop risk stan
dards using direct evidence. Instead, regulatory scientists created risk standards through a 
bureaucratic process of extrapolation - substituting knowledge of the effects of contanlinants 
for which background studies do exist for knowledge of the effects of other contanlinants for 
which background studies do not exist. Once this sleight of hand is accomplished, risk stan
dards generated from extrapolated carcinogenicity values - rendered as numerical values 
indicating lifetime cancer risk - become indistinguishable from risk standards that are directly 
generated from actual studies. This is one way that ignorance is simultaneously produced, 
hidden from view, and institutionalized as meaningful regulatory science. 

Another notable finding from this study is that in many ways the risk assessment project 
seems largely to have been conducted "off the shelf." In building their risk assessment, for the 
most part, regulators relied on existing sampling procedures, testing methods (some several 
decades old), quality assurance protocols, and management options rules. The unprecedented 
nature of the regulatory response lies in the quantity of the tests it produced, not in any substan
tial methodological or analytical innovations developed to meet the specific requirements of 
this one-of-a-kind catastrophe. This finding inversely complements Mayer and colleagues' 
analysis (Chapter 24 of this book) of the "sniff test" and the barriers to innovation encountered 
by FDA officials in the context of public controversy surrounding seafood safety testing follow
ing the BP oil spill in 2010. In different ways, these two studies seem to suggest that the 
institutional production of ignorance, and the public's unintentional or unwitting validation of 
that ignorance, is not necessarily contained by discrete episodes of scientific controversy, but 
instead can be replicated across different regulatory bureaucracies in response to different kinds 
of crisis. Indeed, a general conclusion emerging from analyses of different disasters- judging 
from this book's chapters dealing with oil spills, nuclear reactor accidents, shale gas develop
ment, and catastrophic flooding - is that these events produce "knowledge vacuums" and thus 
greatly intensify societal need for new knowledge (Frickel and Vincent 2010). The mad rush 
from all directions to regain some semblance of epistenuc order (as well as social and political 
order) creates conditions that render the production of ignorance distinctly visible and there
fore accessible to empirical investigation by those willing to sift through the rubble. 

Four ways forward 

From a growing stream of empirical scholarship I find four emerging strategies for studying 
ignorance. Each of these approaches is useful in different ways. The currently most popular 
strategy is to focus on knowledge sequestration, or the ways in which existing knowledge is 
prevented from circulating. Studies adopting this approach address the problem of ignorance in 
relative terms: the knowledge exists or once existed, but is kept hidden, made inaccessible, is 
lost or becomes forgotten8.The sequestration ofknowledge can be intentional or unintentional. 
Proctor's study of the politics of cancer research illustrates the intentional production of 
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ignorance resulting from the tobacco industry's purposive efforts to keep knowledge of the 
dangers of smoking confidential (Proctor 1995). This focus on purposive action is echoed in 
Oreskes and Conway's work on climate change (2010). An example of the unintentional loss 
of knowledge is Wylie's (2008) analysis of how archeological evidence regularly goes missing as 
a result of accepted disciplinary methods for archiving and accessing materials gathered from 
earlier field studies. The advantage of analyzing sequestration is that it can offer explanations 
derived from direct empirical data, providing one is lucky enough or persistent enough to find 
it given the systematic non-collection of this kind of data noted earlier. 

A second strategy is to study social action in the context of acknowledged ignorance. When 
actors understand themselves to be operating from a position of not-knowing, they plan for and 
talk about what they do not know and they act accordingly. This inferential approach is illustrated 
in studies by Matthias Gross (2010) and Linsey McGoey (2012b). Gross introduces the concept 
of" surprise" to show how knowledge of ignorance can be used productively when it is antic
ipated and incorporated into planning and ecological design. Similarly, McGoey shows how 
regulatory disputes are shaped by efforts of litigants and regulators to cultivate ignorance about 
the effects of pharmaceutical drugs. In both examples, the lack of knowledge operates positively, 
as an organizational resource for pressing claims and guiding action. Studies that follow this 
strategy gain leverage on ignorance by accessing indirect data on its effects. 

A third strategy takes historical processes seriously and examines ignorance as an emergent 
process structured temporally by degrees and types of selective attention. David Hess's (2007) 
examination of"alternative pathways" in science takes this approach. His work describes how 
over time areas of knowledge production can atrophy from chronic inattention that generates 
pockets of"undone science" (see also Frickel et al. 2010). Selective attention, and thus, igno
rance, can also be created by the structural exclusion of women, minorities, and people affected 
by industrial technoscience, as we've known for some time (Epstein 1998, Fortun 2001, 
Schiebinger 2000), or by the ontological assumptions that lead researchers to ask overly narrow 
questions of their research subjects concerning, for example, environmental mutagens (Frickel 
2004), gay men (Waidzuna, Chapter 3 of this book) or human brains Gordon-Young 2010). 

A fourth strategy, emerging in my recent work in New Orleans, combines elements of the 
other three strategies to identify and explain how "knowledge gaps" are produced and institu
tionalized over time, space, and across knowledge domains. I have defined knowledge gaps as 
"organizationally circumscribed domains of unrealized knowledge" (Frickel and Vincent 2011: 
12). I use this concept to study the ways regulatory scientists, city officials, and residents iden
tify, think about, and address problems of environmental risk. To trace these linked processes 
and their consequences empirically, I have focused my investigation on three domains where 
knowledge gaps are created or reproduced: in the field and laboratory where regulatory experts 
collected and analyzed soil and sediment samples; "upstream" in the policy frameworks and 
protocols that governed official risk assessment practices; and "downstream" in civil society 
responses to the short-lived and often frustrated contestation of official risk claims by environ
mental activists, neighborhood groups, and some city officials. Just as knowledge circulates 
through expert, political, and lay communities, knowledge gaps are also carried from one 
domain to another and combine in mutually reinforcing ways to create architectures of igno
rance that extend across scientific, regulatory, and civil society fields. This approach suggests the 
utility of comparative and historical research designs that allow scholars to systematically inves
tigate temporal and spatial processes of ignorance production and their institutionalization 
within and among different social domains. 

These four emerging approaches - studying knowledge sequestration, using inferential logics, 
selective attention, and tracing the way that ignorance flows through different institutional 
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domains - are starting points, not time-worn recipes. They are also not mutually exclusive, and 
I anticipate important insights will come from combining these strategies in different ways. 

Conclusion: terra incognita 

The study of ignorance promises not only to extend existing STS theory in interesting direc
tions, but to recalibrate it toward different planes of investigation and understanding. In New 
Orleans, the consequences of ignorance generated by post-disaster risk assessment are real and 

1 

lasting. When the EPA issued its final report in August 2006, responsibility for soil remediation 
effectively shifted from federal and state government to city government, which was econom
ically broke and functionally broken, and to individual homeowners, who have faced strong 
market disincentives in conducting environmental testing on their own dime. While there was 
a groundswell of local interest in soil remediation in the first year or two following the flood, 
today - now nine years into the recovery - it's fair to say that a truly unique opportunity to 
detoxify the contaminated soils of a once-empty American city has long since passed. 

Federally-funded housing development projects are required by law to conduct environ
mental assessments. But these and the scattered soil remediation projects undertaken by 
environmental organizations and civic groups are too few and too small to make a substantive 
difference given the widespread nature of soil contamination in this and many other historic 
cities. A lasting irony has been that the neighborhoods where investments in soil sampling and 
testing were most heavily concentrated have been among the slowest neighborhoods to repop
ulate. By contrast, many of the neighborhoods that have repopulated and seem to be thriving 
culturally and econo~cally are also among those neighborhoods distinctive for the absence of 
official knowledge of the environmental quality of their soils. These knowledge gaps matter. 
They invisibly shape the texture of daily life in a city where intense local concern over soil 
quality and remediation following the flood has more recently taken a back seat to the issue of 
"food security" and a burgeoning urban farming and community gardening movement that is 
literally taking root in backyards and vacant lots across the city, potentially transforming 
contaminated urban soils into someone's supper. In this context, the intellectual opportunities 
and challenges presented to STS by the non-production of knowledge are complicated by a 
sense of moral urgency and paradox: to understand what we do not know. 

Notes 

This chapter benefitted from suggestions by Gabrielle Hecht, Daniel L. Kleinman and Kelly Moore, 
editors. London:. Routledge. Small portions of this essay are developed from material previously 
published or forthcoming in several articles and book chapters. These sources are attributed in the 
text. 

2 Scholars have used various terms to describe the non-production of knowledge. These terms include 
absence, agnotology, knowledge gaps, ignorance, non-knowledge, negative knowledge, silence, and 
undone science, among others. In this essay I use "ignorance" as a general covering term. 

3 Kelly Moore deserves credit for this observation. 
4 Today the population of Orleans Parish is smaller and, although it remains a majority black city, has 

proportionately fewer African American and low income residents (U.S. Census 2010). 
5 Abby Kinchy and colleagues have used similar methods to track the spatial distribution of knowledge 

investments in water quality monitoring in the Marcellus shale formation of central Pennsylvania 
(Kinchy et al. 2013; Kinchy Chapter 14 of this book). 

6 For a similar argument, framed in terms of overcoming the disciplinary challenges of interdisciplinary 
research in biomedical settings, see Albert et al. 2008. 

7 This gap is also disturbingly large for non-carcinogenic (i.e., toxicological) effects, ranging from 
37%-89% for different measures (Fricke! and Edwards 2014). 
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8 Studies of manufacturing doubt also target circulation, but rather than keeping knowledge contained, 
this involves putting new knowledge into circulation that casts suspicion on extant understandings of, 
for example, climate change or the health effects of tobacco or coffee. 
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The problem of environmental limits is one of the most important political challenges facing 
modern societies, because failure to address the limits could lead to catastrophic disasters. The 
most pressing environmental limit is anthropogenic greenhouse gases, but there are many 
others, including the destruction of habitats, loss of freshwater resources, and persistent chem
ical pollutants in the environment. Because markets do not adequately internalize long-term 
environmental costs, it is necessary for public policy to guide the redesign of large technolog
ical systems (LTSs) - such as electricity, transportation, and food production - so that they are 
more sustainable. However, the definition of the goal (the design of systems that are in some 
sense more sustainable) and the optimal pace of reform are highly contested politically. Thus, 
the study of the transitions ofLTSs requires an approach that can interpret and understand the 
political processes involved. This chapter will outline the approach that I have been developing 
for the study of the sustainability transition, apply it to the case of the politics of the green
energy transition in the U.S. during the Obama administration, and discuss some general 
implications for theory development in science and technology studies (STS). The implications 
will include the importance of scale and geographical unevenness in the framework for the 
study of sustainability transitions. 

Conceptual background 

Contemporary STS research on technological change can be divided into two main traditions. 
First, constructivist accounts, such as the social construction of technology and actor-network 
theory, draw attention to the role of actors in negotiating changes in sociotechnical systems (for 
example, Bijker et al. 1987). From this body of work a set of influential and useful concepts has 
emerged for the study of technological change, including interpretive flexibility, social negoti
ation, enrollment, obligatory points of passage, and closure or stabilization. The second main 
approach, the study of large technological systems (LTSs), emphasizes the development and 
transition of those systems, the imbrications of social and material processes, and the factors that 
affect system change and stasis (Geels 2005, Grin et al. 2010, Hughes 1983). 
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The approach adopted here builds on and extends both the agency-based and transition 
frameworks by beginning with field theory and drawing attention especially to the role of 
political ideology in technological change. Social fields are networks of actors (both individu
als and organizations) who share a common definition of what is at stake but have different 
viewpoints about what the outcomes of action in the field should be (Bourdieu 2005, Fligstein 
and McAdam 2012). Actors engage in relations of cooperation and conflict to achieve domi
nance for a particular vision of what the field should be and who should dominate it. For the 
study of technological change, the most relevant social fields are the political field (character
ized by conflicts over the control of legislatures and government administrations in order to 
influence policy outcomes), the scientific field (where conflicts over priorities or agendas in a 
research field that affects technological innovation and evaluation are central), and the indus
trial field (in which conflicts over market position and the dominance of one type of design or 
product over another are fundamental; see also our discussion in Moore et al. 2011).These fields 
are cross-cut by differentials of power and actors associated with more and less privileged 
groups both within fields and across fields. Thus, conflicts of class, race, gender, and inequality 
are essential for analyzing fields. Furthermore, the fields themselves can be analyzed at variable 
scale from the microsocial to the global. 

Whereas functionalist approaches to the similar meso-sociological concept of institutions 
emphasized unity and coherence under relatively stabilized systems of norms and rewards 
(Merton 1973), field analysis draws attention to relations of cooperation and conflict, the 
importance of strategies, and the role of power in the sense of the differential capacity to influ
ence outcomes. Although it is possible for completely egalitarian fields to exist, in general social 
fields tend to be characterized by at least some agents in relatively subordinate positions, and 
they sometimes see themselves as challengers to "incumbents" in dominant positions. For 
example, in the scientific field there are conflicts between the dominant networks with their 
mainstream research programs and challengers who often occupy less powerful institutional 
positions (for example, Brown 2007, Frickel and Gross 2005). Challengers may also be aligned 
across social fields; for example, some scientists, often in subordinate positions in their own 
research fields, may form alliances with social movements that have identified "undone science," 
that is, systematically underfunded areas of research that may be of broad potential benefit 
(Frickel et al. 2010, Hess .2011). 

One of the weaknesses of current formulations of field theory is that the concept of culture 
tends to be narrowly understood in terms such as "habitus" and "social skill." The Geertzian 
approach to culture as models of and for action is more open, but Geertz, like Merton for the 
study of institutions, emphasized the coherence and integration of cultural systems rather than 
their contested aspects (Geertz 1973).Thus, one needs a method that emphasizes culture as only 
partially shared, sometimes unconscious, and sometimes contested. When applying this 
approach to the political field, I have focused on tensions among political ideologies, just as in 
the scientific field one might study tensions among research programs or paradigms. This 
approach is similar to one emerging in the sociology of science and organizations that exam
ines the role of competing institutional logics (for example, Berman 2012). Although this 
approach has proven very valuable for studying contemporary change in science and society, 
the institutional logics perspective tends to have a slightly different analytical focus from the 
one adopted here. Institutional logics are generally understood as relations among cultural 
systems rooted in diverse social institutions such as religion, the market, the corporation, the 
state, professions, the family, and conmmnity (Thornton et al. 2012). Individuals and organiza
tions may bring together such logics for strategic purposes, such as when J.C. Penny used a 
religious institutional logic to counteract customers' attractions to the family logic of the small 
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business (ibid.). Instead, in this study the focus is more on cultural systems that emerge as part 
of the social relations of the field and are defined by mutual opposition, a level of analysis that 
one might term "field logics." In the political field these logics appear as an "ideological field," 
a dimension of the political field that involves contestation over the systems oflegitimate polit
ical principles that shape and are shaped by political discourse and policy. We might think of 
the ideologies as cultural systems, but reanchored in a field sociology that eschews the integra
tionist assumptions of Geertzian culturalism and Parsonian functionalism. 

In the United States and most other industrialized Western countries, the central ideologi
yal conflict in the political field is between some variant of social liberalism (often called "social 
democracy" in Europe) and an opposing configuration of neoliberalism. The former is associ
ated with the view that the government should exercise a relatively strong redistributive and 
regulatory function with respect to the market and that relatively high levels of government 
intervention in the economy are justified in order to serve collective goals such as health, envi
ronmental protection, and social fairness. In its strongest forms, social liberalism forms a 
continuum with socialism, which advocates increased government ownership of crucial indus
trial sectors such as health care, energy, communication, and transit. In contrast, neoliberal 
ideology articulates the position that markets should be enabled wherever possible, that they 
should replace policy wherever possible, that their regulation should be minimized, and that 
nonprofit and for-profit organizations are the best sites for solving the social problems associ
ated with redistribution. In its strong form the view involves market fundamentalism, which 
advocates widespread deregulation, dismantling of welfare-state protections, and privatization 
of public assets. 

In studies of the green-energy transition in the U.S., I have shown that a second ideologi
cal tension has also played an important role in policy disputes (Hess 20 12a). Developmentalism 
involves support for government intervention in the economy in order to nurture and protect 
local or domestic industries in the face of global competition. In the nineteenth century, the 
U.S. used protectionist and industrial policies to build up its industrial base and to protect it 
from European competition, and in the twentieth century such policies were common in the 
newly industrializing countries that practiced import-substituting industrialization. 
Developmentalist policies and ideology also continued in the U.S. throughout the twentieth 
century at the state government level in economic development policies and programs. Just as 
there is a tension between neoliberalism and social liberalism, so developmentalism is some
times challenged by a less influential form, localism, which focuses on the development of the 
locally owned small-business sector, often through an import-substitution rhetoric and strategy. 

Before using the concept of ideology in the study of the politics of LTS design and transi
tions, two qualifications are necessary. Ideologies are ideal types. Sometimes specific statements 
by political actors and specific policies approximate those ideal types, but politics is the art of 
compromise, and consequently ideologies often appear as compromise formations, in which 
elements of disparate ideologies are overlaid and syncretized. Furthermore, the explicit debates 
over political ideology and the changes in policies, organizational routines, and everyday prac
tices that coincide with those debates interact with deeper transformations of cultural practices 
(Rose et al. 2006). For example, the debates over social liberalism and neoliberalism contribute 
to a doxa of a diffuse cultural logic of responsibility, with differences between a social sense of 
responsibility and an alternative, enterprising sense. Likewise, the tensions in economic devel
opment ideologies create a doxa of place-based identity, with tensions between a protective and 
globalist sense. This point will not be developed here, but it is important to flag it in order to 
avoid misunderstandings about the relationship between ideologies, which are relatively explicit 
and self-conscious systems of meaning that orient strategy and identity in a field, and the more 

279 



Environments 

implicit cultural logics that become embedded in a wide range of practices across diverse social 
fields. 

The remainder of the chapter will show how these concepts apply to the politics of the 
green-energy transition in the United States. Consistent with the goals and format of this 
volume, the analysis will include a discussion of the relationship between institutionalization 
and disruption of technology transitions, political values and material culture, and scalar and 
spatial dynamics of the politics governing the transitions. 

Disruptions 

In the environmental policy field in the U.S., as has occurred in many other policy fields in 
many countries, there was a long-term transition from command-and-control regulation to a 
second generation of policies that relied more on market mechanisms (Mazmanian and Kraft 
1999). In turn, these changes were part of the broader neoliberalization of the political field that 
began during the 1970s and at first involved regulatory roll-back (Harvey 2005, Peck 2010). By 
the 1990s, growing scientific knowledge of the effects of greenhouse gases on global warming 
led to increasing calls for policy reforms from environmentalists and allied political leaders, but 
these policies were in conflict with both the interests of the fossil-fuel industry and with 
neoliberal ideology, because a response to climate change required extensive government regu
lation of industrial processes (Klein 2011). The Byrd-Hagel Resolution of the U.S. Senate, 
which passed with a 95-0 vote, blocked the ratification of the Kyoto Protocol. The text of the 
resolution also voiced the view that restrictions on greenhouse gases would harm the country's 
economic viability and that developing countries should also join such agreements. In terms of 
underlying ideologies, the resolution combined the neoliberal view that environmental regula
tion was potentially harmful to markets with the developmentalist view that the U.S. should 
defend itself against treaties that would be prejudicial to domestic industries (U.S. Senate 1997). 
This view was embraced by the Republican president George W Bush (2000-2008), who 
opposed all major initiatives toward a green-energy transition. 

The election of President Obama in 2008 disrupted the stasis in the federal government's 
environmental policy field, because his promise to create five million green jobs was a central 
goal in the first years of his administration. The frank acknowledgement of climate change and 
its linkage to job creation and business development was a substantial change from the previous 
administration. In the 2008 election, the president drew on support from a diverse coalition that 
included the Blue-Green Alliance of labor and environmental organizations, which provided 
some financial support and on-the-ground voter turn-out for Democratic Party candidates. 
Although portions of the green jobs policies were consistent with social liberalism (such as the 
programs that supported weatherization of low-income households and job creation for rela
tively unskilled workers), Obama's rhetoric and programs drew on developmentalist ideology to 
frame green-energy policies as instruments of energy independence, job creation, domestic 
manufacturing revival, and business development. Thus, environmental reform was linked to the 
economic crisis and the goal of job creation through green industrial development. The first 
legislative victory associated with the transition, the American Recovery and Reinvestment Act 
of2009, included support for a wide range of green technologies and green jobs programs, but 
the administration also adjusted annual budgets in favor of renewable energy and energy effi
ciency. In 2009 the House of Representatives passed the American Clean Energy and Security 
Act (HR 2454), a sweeping law that would have created potentially millions of green jobs by 
bringing a cap-and-trade ·system of emissions regulation to the country, a national renewable 
portfolio standard for electricity (20 percent by 2020), and a national energy-efficiency standard. 
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However, by 2010 the disruption was itself disrupted. Political conservatives joined with 
wealthy donors associated with the fossil-fuel industry to mount a successful campaign in the U.S. 
Senate to block the corresponding bill, the Clean Energy Jobs and America Power Act (S. 1733). 
Senator John Kerry framed the bill not in social liberal terms as an environmental initiative but 
instead in defensive developmentalist language as "a bill for billions of dollars to create the next 
generation of jobs, and a bill to end America's addiction to foreign oil" (Lieberman 2010). 
Although lobbyists for the renewable energy industries and advocates from the Blue-Green 
alliance worked to support the legislation, they had significantly lower spending capacity than the 
fpssil-fuel industry (Open Secrets 2013). Spending by wealthy donors associated with the fossil-fuel 
industry also had an effect on the mid-term elections of2010. Of the 100 newly elected members 
of Congress in 2010, 94 made some kind of anti-green pledge, such as signing the "No Climate 
Tax Pledge" of the fossil-fuel funded organization Americans for Prosperity (Johnson 2010). 

Many of the newly elected members of Congress and some of the existing members also 
endorsed skepticism and denialism of climate science, a position that was especially prominent 
in the Tea Party movement within the Republican Party. An opinion poll of self-identified 
Democrats, Republicans, independents, and Tea Party advocates showed that the first three 
groups believed that global warming was happening and supported at least a modest renewable 
portfolio standard law and global cap-and-trade treaties, whereas Tea Party supporters held the 
opposite view and even opposed the federal government mandate to shift to fluorescent light 
bulbs (Leiserowitz et al. 2011). Originally promoted by fossil-fuel companies, the denialist 
movement spread to include conservative news media and conservative foundations and think 
tanks (Goldenberg 2012,Jacques et al. 2008). Once elected, anti-green Republicans held hear
ings on climate science and invited climate deniers to testify. In October, 2011, the House 
Science, Space, and Technology committee issued a strategy letter that targeted climate science 
funding across a wide range of government agencies, from the Department of Energy to the 
National Aeronautics and Space Administration, the National Oceanic and Atmospheric 
Administration, and the National Science Foundation (Climate Science Watch 2011, U.S. 
House of Representatives 2011). Although the Senate, which was controlled by the 
Democratic Party, blocked many of the proposed budget cuts, the attack on climate science 
funding had a chilling effect on federal government agencies. 

The situation of a disrupted green-energy transition in the U.S. contrasts with that of some 
countries in Europe and even Asia, where fossil-fuel firms have a weaker position with respect 
to governments, and the industry in those countries has tended to engage in an energy diver
sification strategy and accept government initiatives toward a green-energy transition. In the 
U.S., there is an interfield configuration that facilitates industrial influence on the political field 
in general and enables a network. of wealthy donors associated with the fossil-fuel industry to 
neutralize green-transition policies. The configuration has affected the field relationship 
between science and the state, which in the energy-environment policy field is altered from the 
traditional pattern found in other advanced, industrialized countries and even in many other 
policy fields in the U.S. Although the dominant networks of the climate research field (indeed, 
almost all researchers in the field with any symbolic capital) agree that greenhouse gases repre
sent a significant threat to the stability of the global climate and that action is needed, they have 
little capacity to affect the policy process (Hess 2014). The traditional understanding of the 
expertise-policy process is no longer a helpful guide, because the capacity for scientists to pres
ent their knowledge as apolitical and neutral with respect to the political field's ideologies is 
lost. An epistemic rift emerges as the science of global warming becomes equated with social 
liberalism, the road to serfdom, and European-style strangulation of the economy through state 
directed intervention. 
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After the electoral defeat of the Democrats in 2010 and the purging of many moderate (and 
often pro-environment) Republicans during the same election, the president backed away from 
the five-million green jobs frame and, to a large degree, from any new green-energy initiatives 
in the Congress (Roberts and Kincaid 2012).The 2012 election revealed a slate ofRepublican 
presidential contenders who were either outright climate-science deniers or opposed to the 
need for climate mitigation policies. However, the president also remained mostly silent on the 
issue and embraced an "all of the above" strategy on energy policy. As a result of the lack of 
support for green industrial policy in the U.S., the level of investment in green technology is 
lower than that of other G-20 countries on a per capita basis. In absolute figures China's 
government investment in clean tech surpassed that of the U.S. in 2009, and according to an 
analysis by Pew Charitable Trusts,Asian countries were poised to become global leaders in clean 
technology by 2040 (PEW Charitable Trusts 2010a, 2010b). American companies are domi
nant in the software-intensive smart-grid industry, but during the 2000s they lost their 
prominent position in several areas of manufacturing, such as solar photovoltaics and batteries. 

With policy initiatives blocked in Congress, the president shifted to administrative measures, 
such as voluntary fuel-efficiency constraints with the automotive industry, green-energy goals 
for the military, and the regulation of carbon-dioxide under existing pollution laws. In response 
to the Obama administration's policy of greening the government and the military, by the 
summer of2012 Republicans were also attacking the military's green energy policy (Abramson 
2012). Although Democrats retained control of the White House and Senate in the 2012 elec
tion, the political opportunity structure for green-transition policies at the federal government 
level remained closed except through administrative measures. 

Technological differences and political positions 

The previous discussion presents a first-level narrative of the politics of the green-energy tran
sition in the U.S.: it became caught up in partisan disputes that had a left-right polarity 
associated wit}l neoliberal and social liberal positions. To overcome the opposition, Democrats 
adopted strategies that drew on developmentalist ideology, repackaged social liberal regulations 
through market-oriented policy instruments such as cap-and-trade policy, and developed polit
ical coalitions in favor of specific types of green technologies. 

The process ofbuilding and maintaining support for green-transition policies resulted in the 
disaggregation of the broad category of" green-energy technology." The different types of green 
technology became associated with different political programs and ideologies. For example, the 
weatherization programs and "green collar" jobs that Democrats advocated were addressed to 
the needs oflow-income, urban constituencies, because the programs created jobs and generated 
savings on home heating and air conditioning costs, and some programs involved unions such as 
Laborers International Union of North America. This element of the Obama administration 
programs was closest to the ideal of a "green New Deal" that some members of the labor-envi
ronmentalist coalition envisioned in 2009. Other programs, such as high-speed rail and support 
for wind farms, were popular with unions associated with manufacturing, including the United 
Steelworkers, which played a leading role in the Blue-Green Alliance (Hess 2012a). 

Unions also endorsed developmentalist policies especially for trade-related issues. They drew 
attention to the loss of manufacturing jobs and the need for a more defensive posture with 
respect to the aggressive developmentalism of trading partners, especially China (see Chen, 
Chapter 7 in this book). One response from the administration was the "Buy American" 
program of the American Reinvestment and Recovery Act, and another was the administra
tion's decision to investigate a trade complaint launched by the United Steelworkers, which 
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claimed that China had manipulated trade agreements and significantly damaged green manu
facturing in the U.S. (United Steelworkers 2010). In 2012 the administration responded to 
additional complaints from the solar and wind industries by initiating tariffs of up to 250% on 
imported photovoltaic panels and similar tariffs on wind turbine towers (Cardwell 2012, 
International Trade Commission 2012). By developing domestic procurement goals and adopt
ing a more aggressive stance toward trading partners, the administration was able to shift 
developmentalist rhetoric to the side of green-transition policies (unlike the framing in the 
Kyoto Protocol debate, when developmentalism worked against such policies). Although the 
fldministration utilized developmentalist ideology rather than social liberal rationales, the shift 
was still opposed on neoliberal grounds. For example, Republican Congressman Fred Upton 
used the bankruptcy of Solyndra, a solar manufacturing firm that had been supported with a 
government loan guarantee, to "question whether the government is qualified to act as a 
venture capitalist, picking winners and losers in speculative ventures and shelling out billions of 
taxpayer dollars to keep them afloat" (Wald and Savage 2011). The president responded by 
vowing not to surrender the U.S. solar industry to China (Condon 2011). 

In sunmury, a defensive developmentalist ideology served to parry ongoing attacks on green 
industrial policy: the Obama administration defended its support for green-transition policies 
by arguing that they were opportunities for job creation and business development rather than 
burdensome regulations or inappropriate interventions in the economy. But Democrats also 
attempted to clothe their demand policies, such as carbon regulation, in market instruments 
such as carbon trading, thus providing some armor for the policy initiatives against the attacks 
of market fundamentalists. By creating new markets, advocates of the green energy transition 
also encouraged divisions in the industrial field between the fossil-fuel industry and financial 
capital, which found new investment opportunities in green technology and green financial 
products. Here, government programs oriented toward research and development, such as the 
Advanced Research Project Agency-Energy (ARPA-E 2012), provided support to cutting
edge, high-technology projects, which in turn created opportunities for venture capital. 

Other policies were consistent with localist movements, that is, movements that supported 
increased levels of local ownership and control. For example, property-assessed clean energy 
financing provided a financial mechanism for owners of homes and small businesses to invest 
in rooftop solar energy without long-term liquidity risks (Hess 2012a, 2013). Monthly repay
ment could be set up to be roughly equal to monthly energy savings, and at the end of the 
repayment period, ownership of energy production was partially transferred to the building 
owners. However, the associations were not necessarily stable. For example, by 2010 rooftop 
solar energy was receiving billions of dollars of investment from technology companies and the 
financial services industry, which developed third-party finance agreements that enabled home
owners to benefit from rooftop solar but restricted long-term local ownership (Hess 2013). 
Thus, a localist form of developmentalism, associated with rooftop ownership financed by local 
governments, was shifting into a mainstream form of developmentalism, associated with third
party ownership and financing from the technology and financial sectors. 

Some of the programs- such as rooftop solarization, home weatherization, and even ARPA
E funding- were less controversial than others, such as high-speed rail (Williams 2011). The 
latter became a particularly focused target of attack by Republican governors, who framed it 
not as an economic development strategy but as an example of social liberals' profligacy and 
corruption by special interests (meaning the unions). In short, green technology was not a 
single, coherent category. Rather, it came to acquire political meanings because of linkages 
between types of green technology and political constituencies: weatherization with low
income groups and traditional Democratic Party urban constituencies; high-technology 
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development with venture capital and the innovation industries; rooftop solar with localism and 
later with the financial industry; high-speed rail and wind with steel manufacturers, the 
construction industry, and unions. I 

Uneven transitions and scalar dynamics 

At this point the analysis of the green-energy transition has shown two types of unevenness: 
over time across political administrations and Congressional majorities, and across different 
types of green technology, which are associated with different political constituencies. Another 
source of unevenness involves scale, specifically the difference between politics and policy 
outcomes at the federal and state levels. When one switches attention to the state-government 
level, the history of green-transition policies in the U.S. becomes more complicated. Whereas 
at the federal government level there is a brief period of support at the beginning of the first 
Obama administration, especially during 2009, but it is blocked in Congress by the end of2010, 
at the state-government level, there is a much more variegated pattern, with a relatively steady 
and unbroken transition in some states. Even during the years of 2000-2008, when the 
Republican administration of George W. Bush blocked almost all green-energy transition 
proposals (other than some modifications included in omnibus energy bills), there were signif
icant developments in many state governments. Approximately half of all state governments, 
often in concert with large cities, developed a suite of green industrial policies that included 
both demand-side measures such as renewable portfolio standards and supply-side policies such 
as support for business development (DSIRE 2013, Hess 2012a). Furthermore, the develop
ments were often bipartisan and in some cases even supported by Republican governors. Many 
of the policies were continuous with general economic development programs in the states, 
where state governments expanded their support for high-tech industrial clusters to include 
"clean tech."Thus, developmentalist ideology, which according to Eisinger (1986) has tended 
to flounder at the federal government level because of sectional rivalries, has always been more 
widely accept"ed at the state government level, where there are recognized industrial strengths 
and factor endowments that make industrial policy more bipartisan. Furthermore, dislocations 
from deindustrialization tend to force Republicans and Democrats alike to endorse strong 
economic development programs. This section will consider variations across industries and 
scale related to the green industries in the U.S. Specifically, I will contrast the transition in two 
industrial fields, biofuels and electricity, and the transition at the federal- and state-government 
levels. 

The development of biofuels is treated here as a "green" technology, although it is highly 
controversial from the perspectives of land use, social justice, and climate mitigation. In the U.S. 
biofuels are associated with inefficient corn-based ethanol, and the extensive use of corn for 
ethanol production has driven up food prices and led to environmental degradation (Farrell et 
al. 2006, Runge 2010). Next-generation cellulosic ethanol and algae-based biodiesel may be 
more environmentally benign than corn- and soy-based biofuels, but they still rely on heavy 
use of natural resources, including fossil fuels and water. Notwithstanding the sho-rtcomings of 
biofuels from an environmental perspective, they have received relatively high levels ofbiparti
san support in the U.S. Although the corn-belt states of the Upper Midwest have been the 
strongest proponents, states in all regions have agricultural industries and have supported 
biofuel production. Policy on biofuels tends to avoid the sectional rivalries that have often been 
the downfall of other industrial policies in the U.S. at the federal-government level. Because of 
the widespread geographical support for the industry, at the national government level there is 
a renewable fuels standard. After 2010 bipartisan support for biofuels in the federal government 
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eroded to some degree; for example, in 2012 Congress ended the biofuels subsidy and tariff, 
and it also placed limits on the cost ofbiofuels consumed by the military (Pear 2012). However, 
the underlying support for the industry in the form of a national renewable fuels standard 
remained in place. 

In contrast with biofuels, in the U.S. there is no national renewable electricity standard, and, 
as noted above, the attempt to institute one in 2010 led to bitter partisan divisions. However, 
by the 2000s, some state governments were enacting renewable electricity standards, energy
efficiency goals, and in some cases system benefits charges (which funded green transition 

1 
policies). In the Northeast, states also developed a regional cap-and-trade system starting in 
2008, and California launched a similar program in 2012. Groups of Midwestern and Western 
states, together with Canadian provinces, also developed plans for the regulation of greenhouse 
gases. Overall, Democratic Party leaders in city and state governments were stronger support
ers of green-energy policies than Republican leaders, but several Republican governors were 
also supportive. Generally, the states that have been the strongest supporters of a renewable elec
tricity standard are on the West Coast and in the Northeast and to some degree the Midwest. 
Those states tend to have lower levels of employment in the coal, natural gas, and oil industries, 
and they also tend to be Democratic Party strongholds (Hess 2012a). 

The backlash against green-energy policy at the federal government level can also be seen 
at the state-government level. In a multivariate analysis of 6000 votes by state legislators on 
green-energy legislation, my collaborator and I showed that several of the significant predictors 
of negative Republican Party support for green-energy legislation, including the shift from 
President Bush to President Obama, were indicative of a backlash against the Democratic Party 
(Coley and Hess 2012). The election of Republican governors and legislators at the state 
government level in 2010 also led to reversals on green-energy policy reforms. For example, 
New Jersey withdrew from the Regional Greenhouse Gas Initiative, and other states backed 
away from previous initiatives to move toward cap-and-trade legislation. Republican legislators 
in Colorado, Michigan, Montana, Ohio,Washington, and West Virginia also attempted to reverse 
renewable portfolio standard (RPS) laws (Hess 2012a). Attacks by Republican legislators on 
unions also weakened one of the significant coalition partners for green-energy reforms. 
However, in states that retained Democratic Party control over the governor's office and state 
legislature, there was continued deepening of green-energy policy reforms. Thus, even with the 
Tea Party mobilization, there were dozens of green-energy reform laws passed in state legisla
tures in 2011 and 2012. Although most of the laws were passed in "blue" (Democrat-controlled 
states), some of the laws were passed in states with Republican governors but with growing and 
strong green-energy industries. Likewise, our analysis of state-government economic develop
ment plans and programs indicates that Republican governors were often supportive of 
dean-technology industries as part of the portfolio of support for economic development (Hess 
and Mai 2014). Thus, at the state government level developmentalist concerns can be associ
ated with a more bipartisan approach, at least for clean technology industrial policy. 

Opportunities for bipartisanship at the state government level were also related to the ideo
logical valence associated with proposed laws (Coley and Hess 2012). Increases in renewable 
portfolio standards became increasingly controversial after 2009, because Republican oppo
nents could frame them as a tax that households and businesses could ill afford during an 
economic recession. Thus, Democrats could be portrayed as spendthrift social liberals, but the 
traditional defense ofDemocrats, that the policies helped mitigate social inequality, was neutral
ized, because the "taxes" had a disproportionate effect on lower-income homes due to the 
relatively high percentage of energy expenditures in the household budgets of lower-quintile 
homes. In contrast, enabling laws that allowed markets to operate more efficiently in favor of 
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green-energy initiatives in the private sector, such as laws in support of property-assessed clean
energy bonds, tended to achieve higher levels ofbipartisan support. 

In states where Democrats were firmly in power, such as California, New York, and Oregon, 
there was considerable legislative and executive activity even after 2010. Under Governor Jerry 
Brown, California continued its green transition record with dozens of new laws that the 
governor signed (although he vetoed some, too), and in New York Democratic Governor 
Andrew Cuomo supported green-transition legislation, openly discussed the reality of climate 
change, and argued that government should to respond to it (Vielkind 2012). Thus, the narra
tive that one encounters at the federal government level - the rise-and-fall of a green-energy 
transition with the corralling of climate science - is only partially accurate at the state govern
ment level. Particularly on the West Coast and in the Northeast, Democratic Party leaders 
continued to deepen green transition policies, to support clean-technology industrial clusters, 
and to argue for the importance of mitigation and adaptation to climate change. In this sense, 
significant parts of the U.S. looked more like large portions of Europe. 

The variegated pattern is consistent not only with partisan divisions between red 
(Republican) and blue (Democratic) states; the ratio of" clean-energy" jobs to oil-and-gas jobs 
is higher in states with strong green-transition policies. For example, the ratio is above 1.0 in 
states that are leaders in the green-energy policy field: 2.1 for California, 2.5 for Massachusetts, 
1.5 for New York, and 7.5 for Oregon. In contrast, the most laggard states for green-energy 
policy tend to have very strong fossil-fuel industries, such as Louisiana ( .13 ratio) and Wyoming 
(.06).2 The pattern suggests that some states have reached a tipping point in which the green
energy economy has become more economically powerful than the fossil-fuel industry. For 
example, in Iowa, where there are developed political constituencies for the state's wind and 
biofuels industries (and a 2.3 ratio of clean-energy to oil-and-gas jobs), the Republican gover
nor elected in 2010 continued to support those industries (Eilperin 2012, Zimmerman 2011). 
Furthermore, the trend is toward a gradual transition in relative industrial strength toward more 
clean-energy jobs, including in "red" states that are generally considered strongholds of anti
green and prQ-Republican support (Muro et al. 2011). 

As the energy industry undergoes a transition from domination by fossil-fuel firms and jobs 
to one dominated by green-energy and related jobs, another important change may occur. The 
financial industry, such as venture capital, has increasingly become aligned with the rising indus
try, and it has become more willing to invest in political campaigns that support 
green-transition policies. For example, in a significant clash in California during 2010, out-of
state oil-and-gas firms, including one associated with Charles and David Koch, supported a 
ballot proposition that would have indefinitely delayed the implementation of the state's cap
and-trade regime. However, a coalition oflabor, environmental, ethnic minority, and clean-tech 
organizations put together a winning campaign. The campaign framed the ballot proposition as 
a ploy by "out-of-state" oil interests that wanted to make California's air dirtier, thereby play
ing a chord of defensive developmentalism against the fossil-fuel industries' austerity message. 
In addition to the clash of messaging, the coalition outspent the fossil-fuel industry by a two
to-one ratio, with much funding coming from the wealthy donors associated with the state's 
venture capital and financial services industries (Hess 2012a, National Institute on Money in 
State Politics 2012). 

Conclusion 

The problem of explaining why there is a failed or stalled green-energy transition in the U.S. 
(at the federal government level and in many but not all states) requires a different kind of 
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theory of science, technology, and society than has been typical in STS up to this point. This is 
not to say that existing conceptual frameworks are irrelevant. Certainly, the idea of coalition 
politics, which is central to understanding political processes in countries with electoral democ
racies, involves actors who build networks and negotiate compromises. Likewise, there are 
long-term transitions underway in LTSs from current configurations based on high levels of 
fossil-fuel consumption to new, post-carbon configurations. Those transitions require govern
ment policy to protect emergent technological "niches," such as solar energy, from market 
conditions until the new technologies achieve the scale and cost-competitiveness that enable 
them to compete in markets. Thus, transition dynamics are also important ingredients of a 

conceptual framework. 
However, the study of the politics of the green-energy transition in the U.S. requires a 

broader framework in order to address the problem of a blocked political opportunity struc
ture. Specifically, I have drawn attention to ideology, field structure, industrial and political 
power, and scale. In the U.S., the political field is much more subject to industrial influence than 
in some other countries, due high levels of private spending on political campaigns and a two
party system that tends to absorb and dampen the political extremes that are found in 
parliamentary systems. Although the American political system has elections, free speech, and 
other features generally associated with democratic processes, it functions, especially at the 
federal government level, more as a corporatocracy. Powerful industrial interests have a tremen
dous capacity to slow or block even extensive political coalitions, as we have seen in the case 
of the green-energy policies that failed at the federal government level in 2010, and in this case 
the fossil-fuel industry has tended to build alliances with political conservatives. However, the 
industrial field itself is divided, and as the case of the ballot proposition in California indicates, 
support from a countervailing industry such as finance can be politically crucial. The finance 
and technology sectors see opportunities in the green transition, and they tend to support a 
more developmentalist agenda, which when combined with the social liberal agenda of unions 
and urban constituencies, can be the basis of successful green-transition coalitions for 

Democratic Party strategists. 
As a continental society with a federal government, a blocked political opportunity struc

ture at the federal government level does not necessarily entail similar blockages at other scales 
of government, and industrial power that is effective at one level may be less so at another level. 
After 2010 conservative groups such as the American Legislative Exchange Council targeted 
green-energy policies in state legislatures, but after two years they could not demonstrate much 
success in their goal of achieving a roll-back of state-level renewable portfolio standards 
(Anderson 2011). Furthermore, there are interactions between the state and federal level: exper
iments in Chicago and California provided models for the Obama administration's green jobs 
policies, and continued developments in the Northeast and on the West Coast provided a refuge 
for the further development of green-transition policies after the political opportunity struc

ture closed down at the federal government level in 2010. 
In this situation of an uneven transition with a powerful industrial counter-mobilization, 

scientific research associated with the green-energy transition has lost much of its political 
effectiveness. The broad corralling of social liberalism, which took place over decades through 
the gradual construction of conservative think tanks and media (Barley 2010), has been 
extended to the scientific field. Traditional deference of policymakers to technical expertise, 
which scientists carefully protect through boundary work and boundary organizations (Guston 
2001), has given way to a politicization of climate science and green-energy research. In the 
crudest forms, climate-related policy reforms are viewed as corrupt give-aways to special inter
ests that are tainted by an agenda of social liberalism. Here, mappings from the left and the right 
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can converge on meanings of specific technologies, such as weatherization for the poor and 
high-speed rail for the steelworkers. 

More generally, the analysis of ideologies as contrasting cultural systems in political fields also 
has benefits for the historical sociology of contemporary science, technology, and industry. 
Although the transition in the political field in the U.S. (and in many other countries) during 
the 1980s and 1990s from the dominance of social liberalism to the dominance of neoliberal
ism is well recognized, the analysis of ascendant political ideologies such as localism and 
mainstream developmentalism (both with historical antecedents) enables the study of the 
historical changes in the political field to escape from a pendulum swing view ofhistory. In the 
pendulum swing view, the future can become a return to social liberalism, just as a dialectical 
view of history awaits a revolutionary transformation to socialism. In contrast, the analysis 
developed here draws attention to the slow rise of mainstream developmentalism in the polit
ical field and its ideological foil, localism. The capacity for developmentalism to become 
dominant in the political field is closely connected with the declining relative position of the 
country in the global economy. The invigoration of industrial policy and defensiveness in trade 
relations that have emerged since 2000 with respect to green-tech and manufacturing are sites 
where one can track in some detail these underlying shifts. The interweaving of the green tran
sition in technology with the global economic transition in economic primacy is likely to favor 
those who advocate more developmentalist positions in the political field. If this diagnosis is 
correct, the future trend of the political field in the U.S. is more likely to look like the protec
tionist past of the nineteenth century than the free trade past of the twentieth century. Likewise, 
rather than the social liberal emphasis on the redistributive and market corrective functions of 
the state and rather than the neoliberal emphasis on shifting political decision-making to the 
wisdom of markets, one will find increasing dominance of advocates of an interventionist state 
but with a razor-sharp focus on making and keeping good jobs and domestic industries in an 
increasingly innovative and competitive global economy. It remains to be seen how the global 
hegemon will handle its relative decline. Of the many possible future scenarios, a new devel
opmentalism, . especially a greenish one, may turn out to be a relatively benign historical 
outcome. 

Notes 

For a more detailed discussion of the ideological valences of specific forms of green technology, see 
Hess 2012b. 

2 The values are calculated from comparable employment estimates from the Independent Petroleum 
Association of America 2009 and Pew Charitable Trusts 2009. Retail petroleum (for example, filling 
station) jobs are not counted, and coal industry jobs are not included. The correlation for all fifty states 
of the jobs ratio with a clean-energy policy index that I developed was .38, p <.01. 
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Introduction 

In his seminal work on risk society, Ulrich Beck writes, "In advanced modernity the social 
production of wealth is systematically accompanied by the social production of risk" (Beck 
1992: 19). While Beck's proposition accurately describes risk relations in advanced modernity, 
a compelling question arises: how should we characterize the social production of risk in less 
advanced modernity in which the majority of the world's population lives? Does Beck's state
ment imply that less advanced modernity faces less risk? To modify Beck, I argue that in less 
advanced modernity the social production of wealth is systematically surpassed by the social 
production of risk. To put this differently, as the result of structural factors, the introduction of 
complex tedmologies in the global south leads risk to grow faster than wealth in that part of 
the world. 

Exploring technology and society in the non-western world, this chapter focuses on risk 
and modernity, a recurring theme in science and technology studies (STS) and sociological 
scholarship. As researchers have shown in myriad of case studies (for example, Jasanoff 1986, 
Wynne 1989, Kleinman et al. 2005), risk is deeply embedded in the foundation of modernity 
in which technology constitutes the preeminent causal agent of risk production and distribu
tion. Most studies of the interplay between technology and risk, however, are situated in 
technologically advanced societies. There is a relative paucity of discussion of how technolog
ical risk looms especially large in less advanced modernity, countries marked by vulnerable 
institutions and weakly enforced regulations. This chapter is intended to fill this lacuna by 
giving an account of peculiar circumstance where less advanced modernity poses greater risk. 

In advanced modernity, as noted by sociologists (for example, Douglas and Wildavsky 1983, 
Luhmann 1993, Giddens 1990), risk emanates primarily from the material constitution of a 
cornucopia of advanced technological products. The predicament is rooted in high degrees of 
uncertainty in which the inability to predict and to the control side effects of modern techno
logical systems inevitably entails rampant production of risk (Power 2007, Calion et al. 2001). 
This is a paradox of scientific knowledge: it has severe limits while playing a key role in wealth 
generation (Wallerstein 2004, Bijker et al. 2009). As a result, the problem of risk is always 
regarded as a problem of knowledge, because it is in this domain where uncertainty lurks 
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behind fascinating advancements of technology. Thus, modern societies are constantly faced 
with the challenge of overcoming uncertainties that characterize technological culture (Van 
Loon 2002). 

In less advanced modernity, the picture is likely to be very different. Technology-related risk 
is an equally problematic issue, but greater risk emerges from another source. Although the 
uncertainty of technological knowledge remains a critical source of risk, the potential hazard 
from the utilization of high technology is prompted less by the limits of knowledge than by 
precariousness, incompetence, and fragility with regard to the institutional (in) capacity that plagues 

1

multiple layers of institutions in less advanced modern societies. To understand this requires 
taking modernity as a cultural system built not only on materiality that defines how one soci
ety achieves techno-economic progress, but more importantly on the arrangement of social and 
political institutions that govern everyday life. Hence, the underlying factor that renders a 
modernity advanced or less advanced rests on the institutional structure and culture that under
pins social stability and order in contemporary society. 

It is through this particular lens that this chapter aims to illuminate how technological risks 
tend to accrue in less advanced modernity as a result of institutional predicaments. Toward this 
end, I focus on a controversy surrounding the interaction between nuclear power and society 
in which the institutions of less advanced modern society appears to be the primary agent of 
risk production. Since the early twenty-first century, nuclear power has arisen as a potential 
alternative to fossil fuel; it has been touted as one of the best sources of climate friendly energy 
for humankind. Despite the Fukushima nuclear meltdown in 2011, the global obsession with 
nuclear power has not substantially diminished (Ramana 2013). 

In less advanced societies of the developing world, the controversy over nuclear risk voiced 
by global anti-nuclear movements did not render nuclear power less attractive. Commitment 
to nuclear power production has remained firm, in particular among emerging economies that 
are obsessed with the superiority of nuclear power and desperately need to secure energy 
supply. Situating nuclear power in less advanced modernity thus requires an examination of the 
nexus between risk, technology, and institutions, for the three are inextricably interwoven in 
the formation of modernity. 

My argument is that the state is the central institution that escalates risk production in less 
advanced societies. These countries are typically governed by what I term "risk states." The 
structure and culture of risk states - or more specifically, the discrepancy between state capac
ity and the nature of risk embedded in high technology - create a situation in which these 
states are prone to augment the likelihood of hazards. To delineate how the interplay between 
the state and technological risk unfolds, the empirical setting of risk state in this chapter is situ
ated in Indonesia, the fourth most populous country in the world. Like many developing states, 
Indonesia is strongly tempted to have nuclear power capacity in order to provide sufficient 
energy for industrial and economic growth. While the effort to produce nuclear power has 
been halted by strong resistance from the grassroots groups in the country, the Indonesian state 
remains unflinchingly adamant about introducing nuclear power to the nation. I elucidate the 
socio-political implications of such an ambitious venture, underlining what I call "institution
alized ignorance" as a puzzling trait of a risk state in coping with uncertainty and complexity 
of high technology. 

A tale of an emerging economy 

If one travels across the so-called global south, a cluster of less economically advanced coun
tries, it is not too difficult to find states obsessed with the perceived benefits of sophisticated 
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technologies and inclined to turn a blind eye to the potential hazards. Indonesia is such a risk 
state, a country eagerly pursuing nuclear power production. A detailed analysis of the 
Indonesian risk state allows me to illuminate the main features of my argument. 

Situated in the equatorial line between Asia and Australia, Indonesia is an archipelagic nation 
made up by more than 13,000 islands. Despite the fact that Indonesia is a predominantly 
Muslim country, and it is the largest Muslim population in the world, the social, cultural, and 
political dynamics of this country are largely shaped by multiculturalism and pluralistic ideolo
gies, which are rooted in the history of polities in the archipelago long before the Europeans 
came to Southeast Asia (Ricklefs 2001). 

During the formative years of the nation under the leadership of the first president, Sukarno 
(1945-1967), Indonesia underwent a turbulent period marked by strong ideological contesta
tion between different political groups. A dramatic transition occurred in 1965 after a failed 
coup organized by what is known as the 30 September Movement; this historic moment was 
followed by massive annihilation of the communists. 1 The bloody event led to the rise of 
Suharto as the strongman of the New Order regime. 

For the next three decades, the New Order ruled the country with an authoritarian system 
strongly supported by the military (Vatikiotis 1993). The striking feature of the New Order 
regime lies in developmental visions that sought to modernize the Indonesian economy and 
society by drawing on the western prescriptions of industrialization and high technology devel
opment. Relying heavily on oil revenues, the New Order government built the country's 
economic infrastructures and gradually improved the socio-economic wellbeing of Indonesian 
people (Hill 2000). Despite some criticism addressed to the New Order's culture of corruption 
and nepotism, Indonesia's economic achievements received praise and admiration from inter
national observers in the middle of 1990s. Indonesia's rapid industrial transformation earned the 
country the label of"new Asian tiger" (Hill 1997). 

But the Asian financial crisis severely struck Indonesia in 1997-1998, and turned the coun
try upside down. Among the Southeast Asian countries affected by the financial crisis, 
Indonesia was the worst; the crisis spread from the financial and economic sectors to the polit
ical system, shaking up the stability of the New Order authoritarianism. In May 1998, President 
Suharto tendered his resignation, marking the abrupt collapse of the New Order government. 
A transition government was formed to bring Indonesia to a new political era, namely, liberal 
democracy. 

Post-New Order Indonesia embarked on a different set of economic and political rules. 
Political reforms were implemented across a broad range of institutions from the central 
government in Jakarta all the way down to district administrations throughout the country. It 
was a massive overhaul that attempted to replace the New Order authoritarian structure with 
a new democratic system. The one-party system prevalent in the New Order was replaced by 
a multi-party system in which the central government is now composed of several political 
parties that bring different interests and agendas to the state politics. In contrast with the polit
ical system in the New Order era where the parliament was no more than a rubber stamp to 
Suharto's idiosyncratic decisions, the post-New Order era reflects the growing power of the 
parliament to monitor the executive branch in making and executing policy. Within this new 
institutional setting, all developmental programs and projects proposed by the executive branch 
of the government now must acquire approval from the legislative branch. The fundamental 
changes in the Indonesian political system are by no means without consequences. Some stud
ies have shown that the new political system resulting from democratization and 
decentralization have had positive as well as negative impacts on the ways in which public poli
cies are conceived and executed (see, for example, Aspinall and Mietzner 201 0). Corruption and 
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inefficiency are among grave problems Indonesia is still suffering from, not to mention politi
cal contestations that affect the quality of government. The bottom line is that the Indonesian 
state continues to lack institutional capacities despite political reforms that had been undertaken 
at multiple levels. 

Along with the political liberalization of the post-New Order political system, came 
economic liberalization. Suharto 's administration was in fact friendly to market-oriented 
economics. The beginning of the Suharto rule was marked by the opening oflndonesian econ
omy to foreign capital, deemed necessary to stimulate growth for domestic markets. Thus 

1
neoliberal policies were not new to Indonesia when they spread in the post-Suharto era. Yet 
the New Order government was modeled, to some extent, after the developmental state in 
which economic management is not entirely organized around market mechanisms. The role 
of the state remained pivotal in ensuring the provision of basic public needs, such as education, 
health and food supply, and infrastructure (Thee 2012). 

The prominence of the state in Indonesia's political economy gradually dissolved as a result 
of the Asian financial crisis at the turn of the twenty-first century. To cope with the plunging 
exchange values of the rupiah, the Suharto government accepted a conditional loan from the 
International Monetary Fund (IMF). This is the moment when a set of neoliberal policies were 
reluctantly implemented by the Suharto administration and its successor. For the next five years, 
the Indonesian economy was brutally liberalized following the Washington Consensus's 
prescription of "structural adjustments." Consequently, as the role of the state declined, the 
management of many public sectors was taken over by the markets, which acconm1odated the 
interests of the private corporations and multinationals. During this period, the majority of 
Indonesians lived in dire economic circumstances and the middle class shrunk dramatically 
(Hill and Shiraishi 2007). 

Twelve years after the painful crisis that dramatically changed Indonesia, the country was back 
on track. Despite a few problems at local levels, many praised the flourishing of democracy in 
Indonesia (Ananta et al. 2005). Although poverty and unemployment remain relatively high, 
numerous economic observers have been amazed by how Indonesia has managed to improve 
the economy so successfully; it has changed from a country desperately relying on foreign aid 
into one of the largest emerging economies in the world (Geiger 2011). Between 2001 and 
2012, Indonesia's GDP jumped from US$160 billion to US$850 billion and it is predicted to 
reach US$1.1 trillion by 2013, making Indonesia eligible for the G20 membership. 

Despite the 2008 global economic downturn that affected developed economies in Europe 
and North America, Indonesia was among a very few countries able to keep constant growth, 
thanks to the large proportion of domestic consumption that contributed to GDP. According 
to a well-known consulting company, Indonesia's growth trend is likely to continue, and by 
2030 even surpass two major industrialized countries, Germany and the United Kingdom.2 

Another indicator worth noting is the growing size of middle-class population. Rapid 
economic revitalization has allowed millions oflndonesians to enjoy economic benefits, partic
ularly in the urban cities. This large group of citizens constitutes the new middle class whose 
consumption plays a major role in maintaining stable growth. One estimate shows that by 2030 
there will be 170 million people in the consuming class, which is more than a half oflndonesia's 
projected population. This rosy prediction depicts Indonesia as an economic powerhouse that 
will play a strategic role for the global economy in a near future. 3 

Like other emerging economies, Indonesia is facing one common problem. The rise of 
middle class and the ongoing reindustrialization will continue only if sufficient supply of 
energy is provided to feed the myriad of economic activities in the manufacturing and finan
cial sectors. For many years, energy production in Indonesia depended heavily on the country's 
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oil resources. In fact, oil was the main source of revenue that the New Order exploited to 
finance national development. But this is no longer the dominant source of energy. Indonesia's 
oil reserves are rapidly depleting, and by 2005, Indonesia had become a net oil importer. The 
combination of a short supply of energy and the soaring energy demands to fuel an industrial
and consumption-based economy means that Indonesia faces the threat of an energy crisis. This 
poses an uneasy challenge to the state. It is in this looming crisis of energy that nuclear power 
enters the picture, along with a new politics of risk. 

Nuclear in the state 

While the early twenty-first century global trend toward nuclear power prompted Indonesia to 
embrace nuclear energy, it was the nuclear technocrats at the National Agency of Nuclear 
Power (BATAN) who picked up this momentum and mobilized it in the national energy 
policy discourse. To analyze nuclear politics in Indonesia thus requires understanding the 
history of its nuclear program since the 1950s, for this historical and institutional development 
forged Indonesia's strong penchant for adopting nuclear power at the beginning of the twenty
first century (Amir 201 Oa). 

The aspiration to develop nuclear power capacity first appeared in the early years of post
independence, when President Sukarno felt worried about the radioactive fallout resulting 
from a series of thermonuclear tests conducted by the United States in the Pacific Ocean. 
Sukarno's concerns led to the formation of the Commission of Radioactivity Research in 
1954. Although the commission was formed to assess the risks of nuclear fallout, commission 
members ended up developing an interest in acquiring nuclear power, as this technology was 
deemed strategic for Indonesia's economic development. In 1959 the Sukarno administration 
officially launched the Institute of Atomic Energy (LTA), the first governmental agency meant 
to build nuclear capacity in research and development. 

In spite of Sukarno's inclination toward the eastern bloc, Indonesia managed to secure a 
US$350,000.grant from the U.S. Atoms for Peace Program designed by the Eisenhower adminis
tration to supply basic information and equipment of nuclear technology to research 
institutions throughout the world while containing nuclear proliferation. This financial support 
was spent in the installation oflndonesia's first nuclear reactor in Bandung, a 250-kilowattTriga 
Mark II, mainly used to produce isotopes and to facilitate neutron physics experiments. As the 
Institute of Atomic Energy (LTA) grew in importance in the middle of the 1960s, it was 
renamed BATAN. At this point, Sukarno expressed interest in building an atomic bomb, and 
hoped to expand the capability ofBATAN toward this end. This hope was short-lived, however, 
due to limited resources and the unstable political situation at that time. Sukarno lost power in 
the aftermath of the 1965 coup, and his ambition to turn Indonesia into a nuclear-weapon state 
vanished. 

When Suharto came to power after the coup, Indonesia's nuclear program was reoriented 
toward civilian use. The New Order's friendly relations with the United States played a key role 
in focusing the nuclear program around non-military purposes. In 1970 Indonesia signed a 
non-proliferation treaty with the International Atomic Energy Agency (IAEA) and fully rati
fied it in 1978. As a result of the massive overhaul of the central bureaucracy by the New Order 
regime, BATAN was relocated under the Ministry of Research and Technology, headed by 
Suharto's closest aide, BJ. Habibie. During this time, the agency was given the task of regulat
ing and promoting nuclear research and development. BATAN's regulatory function ended 
when the parliament passed the 1997 Nuclear Power Act, resulting in the creation of the 
National Nuclear Regulatory Committee (BAPETEN). 
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Although no longer a ministerial-level agency, BATAN underwent a remarkable expansion 
during the New Order period.With a considerable amount of financial support from the New 
Order government, BATAN was able to develop capacities for conducting research and apply
ing nuclear science and technology for non-military uses. To complement the first reactor in 
Bandung, another smaller research reactor was constructed in Yogyakarta in 1979. The 
Yogyakarta reactor had a capacity of 100-KW, and was primarily used to develop accelerator 
technology, for material processing, and for operator training. In 1987, Indonesia's nuclear 
program moved one step further when the G.W Siwabessy research reactor began operation. 
'jfhis German-made 30-MW multi-purpose reactor is located in Serpong, on the outskirts of 
Jakarta, and is part of the Center for Science and Technology Development (PUSPIPTEK). The 
Siwabessy reactor was a highly visible materialization of the New Order's interest in nuclear 
science and technology, and remains the largest nuclear reactor in Southeast Asia to date. 

BATAN is one of the largest governmental organizations in Indonesia. The agency employs 
highly educated and well-trained researchers and engineers, and it has grown rapidly since its 
founding. For the past thirty years, it has succeeded in applying nuclear science and technology 
to produce isotopes for a variety of non-military uses, from agriculture, medicine, to industry. 
However, the majority ofBATAN high officials believed from the outset that the original mission 
of this agency was to develop nuclear power. The original plan for nuclear power development 
was initiated in 1972 when BATAN collaborated with the state-owned utility company, PLN, to 
form the Joint Preparatory Committee for Nuclear Power Construction under the auspices of the 
International Atomic Energy Agency (IAEA). For a few years, this committee carried out a series 
of studies to find a suitable location for a nuclear power station in Java. In 1980, BAT AN submit
ted a proposal to construct Indonesia's first nuclear power station. But Suharto turned down the 
proposal on the grounds that nuclear energy was not economically viable. 

It was at the end of the 1980s when the New Order began to approve the possibility of 
adopting nuclear energy. With the help of Japanese Mitsubishi's subsidiary New Japan 
Engineering Consultant (NEWJEC), BATAN conducted a feasibility study to construct a 
nuclear power station in the Muria peninsula of Central Java. In 1994, the study resulted in a 
proposal that suggested that the government construct twelve 600-MW reactors. But once 
again, the proposal had not been approved. When the Asian crisis came to cripple Indonesia's 
economy in 1997, the nuclear power agenda became more unlikely to be materialized. 

The failure of nuclear power development in Indonesia under the New Order authoritari
anism merits attention. One may be intrigued about why the construction of nuclear power 
plants was never materialized, given that the authoritarian politics of the Suharto regime 
provided favorable environments to realize a controversial technology without significant 
public resistance. Plenty of risky ·large-scale development projects, including dams, highways, 
and chemical plants, were effortlessly executed because there was little possibility of resistance 
to the New Order state. This development did not take place with regard to BATAN-proposed 
nuclear power plants. Instead, the New Order government deliberately delayed the project, not 
because of public protest, but more likely due to the political economy of oil that very much 
directed Indonesia's energy policy from the 1970s throughout the early 1990s. During this 
period, Indonesia's abundant oil resources rendered nuclear power development less urgent 
than it was in South Korea and Japan for instance. Despite the failure to accomplish its origi
nal goal, BATAN achieved incredible progress in terms of the development of human resources 
and scientific research over the course of its thirty-year existence. Its contributions to industrial 
and medical sectors are also not trivial. It has established a reputation as a respected nuclear 
institution in the region. It is this set of institutional arrangements that has kept Indonesia's 
focus on nuclear power for years, outlasting the New Order regime itself. 
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After being idle for a few years in the aftermath of the economic crisis, the Indonesian 
nuclear power program was revived in 2006. It was preceded by a decision of the Ministry of 
Energy and Mineral Resources (ESDM) to include nuclear power in the 2004 National Energy 
Policy. This was the first time nuclear power appeared in the formulation of energy policy, 
rather than as part of science and technology policy as it had been earlier. BATAN certainly 
played a significant role in advocating nuclear power as a strategic source for the energy supply 
system. The nuclear revival was in fact prompted by an in-depth study called the 
Comprehensive Assessment of Different Energy Sources for Electricity Generation in 
Indonesia (CADES), a scientific study on the different scenarios of energy input. Financially 
and technically supported by IAEA, the study was meant "to assess comprehensively the poten
tial contributions of various energy options to the optimal long-term development of 
Indonesia's energy supply and demand consistent with sustainable development" (cited inAmir 
2010a). Although the CADES report assessed a variety of potential energy sources, nuclear 
power was disproportionally emphasized. The report concluded that Indonesia must harness 
nuclear energy as a means to sustain the national energy supply for two reasons: first, nuclear 
power was considered environmentally friendly, and second, the cost was seen as more compet
itive than conventional resources. The report's strong reconm1endation for nuclear power 
clearly represented the technocratic logic that sought to direct the decision-making processes 
of the state. This proved to be effective: the Ministry ofEnergy and Mineral Resources (ESDM) 
adopted the reconm1endation of CADES in the updated national energy strategy, paving the 
path for nuclear power to become a significant source of energy in Indonesia. Two years later, 
President Yudhoyono signed the Presidential Decree No.5, which laid out the grand plan for 
Indonesia's energy mix by 2025. This composition of national energy supply included a total of 
2% nuclear energy, a small - but sufficient - amount to get the nuclear program materialized 

once and for all (Amir 201 Ob). 
What is strikingly different in the present nuclear power program, compared with what 

transpired in the past, is the interplay between democratic politics and nuclear politics. Despite 
deep concern by a small group in parliament and civil society groups, the Indonesian parlia
ment was generally enthusiastic about the proposed construction of nuclear power stations. 
Provided that the parliament serves as representative of the people, the parliament's striking 
inclination toward approving the nuclear agenda gave nuclear technocrats a sense oflegitimacy 
in pushing to bring nuclearization closer to reality. There are two reasons why most politicians 
in the parliament were firmly convinced that nuclear power was indispensable. First, the sense 
of an energy crisis was widely shared among politicians, which also tended to hold an optimist 
view of the potential of nuclear energy to help address the emerging crisis. Second, possessing 
nuclear capacity was regarded as politically strategic for Indonesia. Many members of the parlia
ment regarded nuclear power as a source of respect and esteem from neighboring countries. 
The bottom line here is that nuclear power in Indonesia is driven by a need for energy secu
rity and status, not necessarily in terms of military interest. As other writers have noted, the 
ability to be seen as technologically self-sufficient and independent is a common feature in 
nuclear politics of the state (Massey 1988, Jasper 1990). The question is how this nuclear poli
tics intersects with public concern over its risks, in a new democratic environment. 

The specter of risk 

Risk is one of the most noticeable factors in technology-society relations. It is defined, in 
strictly technocratic terms, as the probability that hazards and dangers will occur. As noted 
earlier, risk is a prominent discourse in modern cultures that are characterized by deep 
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penetration of scientific technology in everyday life. In sociological studies of risk, risk 
emanates from a wide spectrum of sources in social, cultural, and political spheres, and has two 
critical aspects. First, risk is always perceived, and it is the perception of risk that informs collec
tive actions and responses toward technological objects (Douglas and Wildavsky 1983, Slavic 
2000). Second, in many modern societies, concerns are often expressed about the production 
and distribution of risk and vulnerability (Beck 1992, Perrow 1999). This dimension of risk calls 
for an investigation that seeks to unpack how complex technological systems spread risks across 
societies in ways that increase our vulnerability to accidents and disasters. The bottom line is 

1 
that the locus of risk and technology lies in uncertaitlty, a condition that characterizes virtually 
every form of modern technology due to the complexity of the world and the limits of knowl
edge. 

Perhaps there is no more controversial technology than nuclear power. Ever since nuclear 
power was fashioned out of the same technology that produced the atomic bomb, it has faced 
social and political challenges (Welsh 2000, Sovacool and Valentine 20 12). The root cause is the 
risk, which can turn into long-term social and environmental damages if it is inadequately 
controlled. So tremendous is the risk embedded in nuclear energy systems that it requires a 
centralized structure of control, which renders this particular technology highly political and 
authoritarian in nature (Winner 1986). The sixty-year history of nuclear power, as such, is 
replete with tensions, conflicts, lack of transparency, and minor and major accidents, culminat
ing in nuclear disasters in three different social and political contexts, namely, Three Mile Island, 
Chernobyl, and Fukushima. Gabrielle Hecht's (2012) seminal work on nuclear materials reveals 
the accumulated troubles plaguing nuclear power production that vividly exhibit the vulnera
bility of this particular technology (see also Hecht's work on nuclear workers, Chapter 20 in 
this book). This damaged image notwithstanding, nuclear power has continued to grow in 
popularity and continues to be seen as viable energy option for any state. 

The expansion of nuclearity that we are seeing in many parts of the world today has been 
challenged at multiple levels by civil society organizations that deem this technology to be one 
of the greatest dangers to democracy and civil society (Flam 1994). In an emerging democracy 
like Indonesia, public opinion matters a great deal and has significant impacts on how policies 
are made, chosen, and deliberated. The nuclear power program is not an exception. Thus, 
despite the growing currency of nuclear power in post-New Order Indonesia, the technocratic 
power that created and promoted the nuclear power program has faced a considerable chal
lenge from civil society groups, which have held very different views about how nuclear power 
might possibly harm people. Given the contention over nuclear power in other democracies, it 
comes as no surprise that the Indonesian nuclear revival in 2006 triggered massive public oppo
sition strongly organized by environmental groups and manifested in mass organizations. An 
open political atmosphere, along with the free flow of information, allowed anti-nuclear 
activists to mobilize support from various sectors of civil society, who questioned the govern
ment's seemingly malicious plan to bring nuclear power into the disaster-prone country. 

These public expressions are a direct result of the democratization Indonesia has undergone 
since the 1998 reformasi, the dramatic political change that opened up new possibilities for civic 
engagement in public affairs. A set of political transformations as part of the democratic tran
sition provided a venue for concerned citizens to openly question the logic, assumption, and 
vision that guided Jakarta's strong support of nuclear power. The way different citizen groups 
managed to work together to scrutinize techno-economic calculations justifying the produc
tion of nuclear energy was remarkable. A body of scientific information on the consequences 
of nuclear power collectively gathered by civil society groups formed what Sheila Jasanoff 
(2005) terms "civic epistemology" whereby the social, cultural, and environmental risk of the 
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presence of nuclear power stations in Java was broadly assessed. This public assessment of nuclear 
risk informed the efforts of the anti-nuclear movement to convince the general public that 
nuclear energy is not an option for the country. This shared concern over nuclear risk resulted 
in a strong alliance of anti-nuclear groups that include environmental NGOs, students, intel
lectuals, anti-nuclear scientists and engineers, and even religious groups (Amir 2009). This 
opposition has formed an extended network of movement groups that spans from Jakarta all 
the way down to Jepara, Central Java, the proposed site for Indonesia's first nuclear power 
station. 

The massive opposition to the nuclear power program caused a few years of delay in the 
construction of the first nuclear power plant. This might be regarded as a victory for the anti
nuclear movement in Indonesia, since it was able to put on hold the attempt of BATAN to 
realize its old ambition. The question of how the proposed nuclear power plants will be kept 
safe remains the predominant element of the controversy. But there is something peculiar about 
the discourse of nuclear risk in Indonesia as voiced by anti-nuclear groups. Every group may 
have different emphasis on which risk factor that concerns them. However, there is one 
poignant factor that appears to raise more apprehension to all anti-nuclear groups as well as the 
public in general: the likelihood of nuclear accident and disaster because of the lack of institu
tional capacity and competence of the state for handling high-risk technology. 

The problem of state capacity has loomed large since the collapse of the New Order author
itarianism. The demise of Suharto 's power had a significant impact on the way the state carried 
out its duties, a common shift found in post-authoritarian regimes. The development of a multi
party system and decentralized politics were part and parcel of what caused the weakening of the 
state capacity to ensure public safety and security. This lethargic condition was clearly indicated 
in a series of events in which the state miserably failed to quickly respond to an array of recur
ring crisis situations such as terrorism, natural disasters, and infrastructure accidents. In recent years 
the Indonesian public transport authority has had a notoriously high record of deadly accidents 
such as airplane crashes, train derailments, and ferry sinkings. Even worse is the terrible failure to 
mitigate the Sidoarjo mudflow disaster in eastern Java, which displaced thousands ofSidoarjo resi
dents and wasted millions of dollars on impotent measures aimed at ending the flow of hot mud. 

The inability of the state to properly manage this large scope of public safety and security 
problems prompted many Indonesians to believe that the state was utterly unable to oversee, let 
alone operate, nuclear power plants, which come with built-in systemic risk.4 The bottom line 
is that the Indonesian state has weak institutional capacity due to inefficiency, lack of trans
parency and coordination, and widespread corruption plaguing virtually every layer of the state 
bureaucracy. 

Although nuclear technocrats refer to thirty years of experience in operating nuclear 
research reactors in BATAN facilities as a proof of competence, the anti-nuclear groups argue 
that safe utilization of nuclear power necessarily requires institutional capacity and competence 
more than just the ability to operate research reactors. In other words, the credentials of 
BAT AN in research and development is not considered reassuring because the scope of nuclear 
power production is far beyond research-oriented activities, where the agency is seen as compe
tent (see Amir 2009). 

As Mary Douglas (1985) has pointed out, risk is always perceived whether it is defined by 
lay people or by technical experts, and perception is a cognitive impulse largely influenced by 
social and cultural circumstances. Hence, the prolonged weak condition of the state in 
Indonesia strongly affected the way the public looked at nuclear risk as a fundamentally insti
tutional problem. The lived experience of individual citizens in going through a long list of 
public safety troubles and disasters due to the ineptitude of the state to perform its duties across 
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public sectors led to a widely shared perception that the state was producing life-threatening 
risk in the proposed nuclear power development. A big contradiction appears in this picture: 
while the state supported an aggressive campaign to promote nuclear power as a safe system of 
electricity generation, at the same time it repeatedly showed massive failures in protecting citi
zens from dangers and hazards. 

The gist of the risk problem lies in declining trust of the public to the state. In this light, 
what concerns the public was less the technical risks of nuclear power than the institutional risk 
caused by the visible incompetence of the state even in performing its mundane duties. This 

1 
means that threat to public safety does not emerge from the technology itselfbut from the state. 
In other words, the risk is embodied in the institutional precariousness of the state. 

Institutionalized ignorance 

In the aftermath of Fukushima nuclear disaster, many believe that nuclear energy will abruptly 
decline and soon be replaced by other options for renewable energy. This is the case in several 
countries, where the government is determined to bring nuclear power into a gradual phase
out. However, a great number of other countries instead express confidence in nuclear energy. 
In the post-Fukushima world, this may seem awkward. As noted above, this is what has 
unfolded in Indonesia, one of those countries where government officials are eager to embark 
on the nuclear power program despite what transpired at Fukushima. 

The organized resistance drawn by the anti-nuclear groups may have delayed the introduc
tion of nuclear energy but it did not terminate the entire program. On the contrary, the nuclear 
power program remained in progress, though at a slower pace. Strong protest and criticism from 
the anti-nuclear movements entailed only changes in the scheduling and siting of the reactors 
that BATAN had proposed to the government. Since the Muria Peninsula of Central Java was 
no longer politically suitable to host the construction of Indonesia's first nuclear power plant 
due to formidable refusal in the area, BATAN decided to relocate the site to another location. 
Indonesia's vast geography and the low level of opposition in some areas gave nuclear tech
nocrats many options for siting nuclear power plants. 

Bangka Island, a province outside of Java, was eventually designated as the new location. In 
the new site, BAT AN effortlessly acquired approval from the provincial government, which was 
enthusiastic about nuclear power. Lack of electricity led the Bangka Island government along 
with its citizens to believe that the construction of nuclear power plants would benefit the 
area. 5 This enthusiasm was bolstered by financial support from the National Development 
Planning Agency (BAPPENAS).This money was specifically allocated for preparation measures, 
including so-called "socialization" aiming to increase a positive image of nuclear energy in the 
public. 6 

The eagerness of a country like Indonesia to go nuclear can be explained from an amalga
mation of three major factors - political, symbolic, and economic. The first factor is the 
Indonesian "technopolitical regime" (Hecht 1999) consisting of technological practices, 
networks of individual researchers and technocrats, and pro-nuclear politicians in political party. 
The nuclear technopolitical regime in Indonesia is concentrated in BATAN, but is tightly 
connected to universities and domestic and foreign/international research institutions and 
agencies. Reinforced by a socio-technical imaginary (Jasanoff and Kim 2009) upon which 
nuclear politics bases its raison d'etat, the technopolitical regime was able to survive political 
changes and managed to carry its vision on over generations. The longevity and staying power 
ofBATAN has meant that despite strong disapproval of many groups of civil society, the impe
tus for going nuclear has remained firm. 
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Hand-in-hand with the role of the techno political regime in pushing nuclear power forward 
in Indonesia are symbolic factors. In a post-colonial state, modern high technology embodies 
not only material and physical properties but also symbolic meanings which the state seeks to 
produce as a quintessential part of national identity. The magnificence of technological artifact 
such as the nuclear reactor engenders what Itty Abraham (1998) aptly describes as a fetish in 
which the material and physical superiority of high technology is deeply embraced by the state, 
animating the post-colonial imagination. This is acutely exhibited in the discourse of nuclear 
power circulated among state bureaucrats, technocrats, and pro-nuclear politicians. In this 
discourse, the construction of nuclear power is regarded as a testimony to the state's capability 
for conquering superpower technology. 

Inextricably intertwined with the political and symbolic forces is the economic rationale. 
The proven ability of nuclear power to provide large-scale production of electricity, as shown 
for years in several countries most notably France, Japan, and South Korea, simply justifies the 
value of the technology to boost economic growth. The bottom line is the interest in growth. 
For a country that is undergoing an unprecedented economic boom, growth serves as the ulti
mate goal that informs the Indonesian government in making decisions. As an emerging 
economy, growth is almost everything to Indonesia because it is the yardstick that defines the 
wellbeing of the country. After years of economic malaise in the aftermath of the Asian crisis, 
the return of growth is certainly seen as a kind of historic momentum not to waste; it is 
regarded as an imperative of socio-economic progress that must be maintained, if not increased. 
It is the profound interest in growth that becomes the underlying logic pushing the venture to 
go nuclear, for a steady supply of energy is the backbone in every effort to keep the economy 
from stalling. In a modern economy, sustainable production of energy allows industries and 
economic activities in all sectors to run and to stay productive, as well as to power homes, 
hospitals, schools, and public facilities. The bitter experience of economic crisis taught 
Indonesia an important lesson, which is that growth is what matters in maintaining the legiti
macy of the state and that growth depends on high and stable levels of energy production. The 
close associati.on of nuclear power with growth entails a conviction that nuclear power is 
inevitably needed in order for the state to be able to keep the economy afloat for a long run. 

A combination of the aforementioned factors creates a penchant to overlook the fact that 
nuclear risk is likely to increase because of the lack of institutional capacity in the state. It is a 
situation whereby interests outweigh concerns, and the perceived necessity prevails over poten
tial consequences. Furthermore, ignorance becomes the norm of governance that clouds good 
and clear judgment. The pursuit of one specific goal dismisses all other scenarios that may give 
the same desired outcome at the end. This is not to stay that the technocratic logic that drives 
the nuclearization process did not acknowledge risk potentials at all. Risk analysis is indeed part 
ofBATAN's preparation measures to ensure that Indonesia's venture into nuclear energy would 
be safe and secure. The problem is that risk in the large-scale undertaking is defined mostly as 
a set of technical issues that simply demand technical solutions. This has resulted in a set of 
recommendations in which safety, security, and safeguards become the jargon, and the approach 
emphasizes a narrow range of factors. 

The ignorance lies in the technocratic epistemology that prompted this mode of risk analy
sis. In this context, the broader spectrum of social and institutional risks remains largely ignored. 
As technocratic analysis of risk is strongly focused on potential hazards that come from techni
cal problems, it fails to acknowledge weak institutional capacity of the state, which is the reason 
for public outcry and is directly relevant to nuclear risk. If critically scrutinized, there seems to 
be a discrepancy between what nuclear technocrats consider risk and the structure of the insti
tutions under which the nuclear energy project was implemented. Nuclear technocrats were 
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oblivious to the myriad of institutional problems- such as corruption, lack of coordination, and 
bureaucratic inefficiency - which could gravely affect the operation of nuclear power. BAT AN 
officials appeared to ignore the fact that the successful operation of any technological system is 
underpinned by a network of transparent, well-integrated and well-governed organizations and 
infrastructures. 

In this light, the ignorance of institutional risk plaguing Indonesia's nuclear power program 
was a result of the failure of technocratic thinking in which the adamant desire for nuclear 
power eclipsed the ability to comprehend the complex nature and high-level uncertainty of 

1 

nuclear risk. The spread of blind enthusiasm among decision-makers in the parliament as well 
as the central government as illustrated above added to ignorance of the risk. These individu
als were supposed to examine each and every consideration when making a decision that would 
affect society·at large, but have failed to do so. 

The propensity to downplay the social and institutional risk of nuclear power production 
produced what I refer to as institutionalized ignorance. Ignorance is institutionalized when an 
array oflegal instruments such as laws, decrees, and regulations are conceived following narrow
minded assessments of risk that aim to legitimize the undertaking oflarge-scaled technological 
projects with a high degree of risk. It signifies a paradox in contemporary culture in which the 
growth ofknowledge expands the realm of ignorance (Gross 2010). Ignorance implies intentional 
actions to eschew the responsibility for having a comprehensive view of risk in assessing highly uncertain 
technological adventures. The use of technical jargon blended with ostensibly nationalist interests 
cement the institutionalization of the ignorance of risk. 

The persistence of Indonesia's nuclear program is precisely rooted in institutionalized igno
rance, for it exploits institutional authority in pushing forward the construction of nuclear 
plants amid social protests against the suitability of the high-risk technological enterprise. There 
are several legal products that empirically exemplify institutionalized ignorance in the nuclear 
power program. The strongest is "the 2007 Law of Long-Term Planning of National 
Development, 2005-2025."The Indonesian parliament passed the law as a response to the need 
to have a macro long-term development planning, a technocratic measure inherited from the 
New Order's developmental technocracy. What nuclear advocates found profoundly gratifying 
is that the law explicitly states that Indonesia should begin operating nuclear power plants 
between 2015 and 2019 as part of the national energy system. The law is the first of its kind to 
specifically oblige the central government to implement the nuclearization agenda. However, 
there is no mention in the law ofhow nuclear risk should be governed. It provides "constitu
tional" legitimacy to turn BATAN's proposal into reality; consequently, it also renders critics 
and actions against nuclear power "unconstitutional." With this law, nuclear technocrats could 
argue that the government could be the subject of impeachment if it failed to accomplish this 
long-term goalJ 

The prevalence of institutionalized ignorance has considerable implications for democracy. 
As noted before, democratization had allowed Indonesian people to express their opinion and 
concern over the state's technocratic efforts to introduce high-risk technology in society. 
However, limitations mark how democracy works. It does not always produce benevolent deci
sions, for democracy is part of politics and power struggle. In a young democracy like 
Indonesia, decision-making remains heavily influenced by powerful groups in which techno
cratic thinking often times serves to justify political economic interests of the state and its allies. 
This is illustrated in the nuclear power program in which the law that legitimatized nuclear 
power was a product of the democratic system but contradictory to public concerns. Rather 
than create an open atmosphere that allows comprehensive public examination of high-risk 
technology, the Indonesian democracy provides a venue for institutionalizing ignorance with 
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far-reaching consequences. Democracy seems to have failed to govern risk as a political prob
lem. Certainly this is not the end of the story. What remains to be seen is whether the ongoing 
democratic transition in Indonesia could turn back the political pendulum and switch igno
rance into awareness. 

Conclusion 

As STS scholars have noted, the outcomes of technology-society interaction vary across soci
eties. A multitude of technical, social, and political factors play key roles in determining how 
society responds to the introduction of new technology and how modern technology is able to 
keep its grand promise (Bijker et al. 1987, Bijker and Law 1992, MacKenzie and Wajcman 1999). 
This chapter situates the technology-society relation in the discourse of risk, focusing specifically 
on the role of nuclear power in the emerging economy and democracy of Indonesia. 

In a time when emerging economies are increasingly preoccupied with technological 
accomplishment, the pursuit of high technology seems appealing to the state because it prom
ises to bring improved well-being and higher prestige. This is the main reason why states in the 
global south are strongly eager to undertake efforts to create large-scale technological projects 
in which the vocabulary of risk seems to disappear from the developmental nomenclature. 

Nuclear power is not the only technology that bears great risk. However, the risk of nuclear 
power is believed by some to exceed that of other large scale technologies because it has a broad 
spectrum of impacts across spatial, biological, and temporal dimensions. Hence, nuclear risk is 
a matter of scale, spread, and temporality of destruction. This causes nuclear power to remain 
highly controversial in contemporary societies despite its contribution to substantial socio
economic progress in some countries, such as Japan, South Korea, and France. 

As pointed out in this chapter, there are multiple dimensions of risk in nuclear power devel
opment. Each of these dimensions plays out differently in different socio-political contexts. 
Indonesia's nuclear power program highlights one particular dimension of risk: institutional 
risk. Beyond _the technical hazards of nuclear power, the development of nuclear power in 
Indonesia occurs in an environment of a state with limited capacities. This has been among the 
concerns of the critics of nuclear development in Indonesia. 

The confrontation between nuclear technocrats and civil society groups in the nuclear 
power controversy underlines one sociological aspect that characterizes technology-society 
relations, namely, trust. A state with fragile capacities does not engender trust among citizens. 
This constitutes a fundamental problem in less advanced modernity and certainly in Indonesia. 
Moreover, in an environment of institutional risk and ignorance, where the state is not 
adequately equipped with organizational competence and genuine commitment to the well
being of society, the social production of risk may exceed social production of wealth. 

One last note: the logic of the state, albeit democratic, is not necessarily congruent with 
people's concerns. For the state possesses its own interests, which govern how it makes deci
sions and take actions. The failure of democracy to control this logic results in ignorance of the 
state, channeled through institutional regulations. The institutionalization of ignorance can have 
far-reaching implications because it obstructs the possibility for social control of high-risk tech
nology. In the end, the state becomes the embodiment of social production of risk. 

Notes 

There is an ample collection of works investigating this tragic event. The most noted, yet controver
sial, account is the so-called "Cornel Paper" written by Anderson and McVey (1971). For a more 
recent study, see Roosa (2006). 
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2 See Oberman et al. (2012). 
3 Ibid. 
4 The empirical material of this observation can be found in Amir (201 Oa). 
5 See "Nuclear Power Plants to be Built in Bangka Belitung, Governor Says." Tlze jakarta Post. July 06 

2011. 
6 A budget of approximately $50 million was allocated by BAPPENAS to facilitate the preparation of 

basic infrastructure documents such as siting studies, environmental impact analysis, etc. 
7 A statement from former minister of research and technology exemplifies this argument. 
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From River to Border 
The jordan between empire and 

nation-state 

Somer Alatout 
COMMUNITY AND ENVIRONMENTAL SOCIOLOGY, THE NELSON INSTITUTE FOR ENVIRONMENTAL STUDIES 

More than a decade ago, Lee and Roth (2001) asked the question "How can ditch and drain 
become a healthy creek" in order to demonstrate the exhaustive work performed by an envi
ronmental non-governmental organization (NGO) to turn a heavily polluted "ditch" into a 
"healthy creek." In this chapter, I am asking the same question, only in reverse: how did a 
historically significant, extremely healthy river become a ditch? 

At present the lower Jordan River is nothing more than a trickle! The reason is that while 
Israel has been diverting the upper Jordan from Lake Tiberias in the north to the Negev Desert 
in the south using its National Water Carrier since the rnid-1960s,Jordan, at the same time, has 
been diverting the river's largest tributary, the Yarmuk River, into its East Ghor Canal (see 
Figure 18.2). The result is not only that the Jordan River has almost disappeared in its lower 
stretches but also that the Dead Sea has been shrinking at an alarming rate, to the degree that 
large, threatening sinkholes have been appearing in its vicinity (see Figure 18.1). So, the river 
does not invoke the positive emotions familiar to us from a great number of travelogues. It is a 
disappointment for Christian pilgrims who get extremely disappointed upon reaching the 
point where Christ is said to have been baptized, and for environmentalists (Palestinian, 
Jordanian, Israeli, and international) who are troubled by the looming ecological disaster. Some 
use the current state of the Jordan River to argue on behalf of the river and its restoration, 
others look for technical fixes like the proposed Red Sea-Dead Sea Canal, which would 
arguably replenish the Dead Sea, and yet others view the river's current state as an expected 
and acceptable result of progress. But why and how was the Jordan River turned into a ditch? 
What were the forces of history that worked their magic against nature, if not even against God, 
and seem to have won? How did that happen despite the reverence that the Jordan River has 
in people's imaginations? 

My brief answer to these questions is that the Jordan River had the misfortune of becom
ing a border, initially in the politics of empire (1840s-1923) and subsequently in the politics of 
nation-states (1948 until the present) .1 By turning the river into a border, water became a terri
torial object. Empires, however, cared about the river as a border in order to demarcate spheres 
of territorial influence and not in order to use its waters in development, at least not chiefly or 
essentially. The consequence of turning the river into a border and water into a territorial 
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Figure 7 8. 7 Dead Sea sinkholes 
Source: Image taken by Sean Pavone. http:/ /www.123rf.com/photo_12449778_sink-holes-near-the-dead-sea-in-ein

gedi-israel.html, accessed May 25, 2013. 

object led the nation-states of the late-1940s and early-1950s to use the very sovereign claims 
over territory to redefine water as a matter of national security and as a resource that could and 
would be used in order to secure the nation-states. It is this history of turning the Jordan River 
into a border; water into a territorial object, and its utilization in the discourse of national secu
rity that might explain how the river became a ditch. 

Empires, boundaries, and territorial borders 

The year 1993 might not have registered for many of us. After all, the year was relatively quiet 
and at a measurable distance from arguably some of the most monumental events of the second 
half of the twentieth century: the fall of the Soviet Union in 1989 and the U.S.-Iraq war in 
1990-1991. However, the year is significant for the purposes of this chapter for it was then that 
both Bruno Latour and Edward Said each published a significant book Jl1le Have Never Been 
Modem by Latour and Culture and Imperialism by Said2 • Both emphasized a process by which 
human beings have tended to separate, demarcate, isolate, distinguish, and draw boundaries. 

For Latour, this process is about the construction of distinctions not only between objects 
(nature, politics, and discourse), but also between modes and strategies of knowing and speaking 
about those objects (biophysical sciences, social sciences, and language). In a word, for Latour, 
modernity is one continuous engagement with differentiation: one science from the other, one 
form of knowledge from the other, and one object from the other. Said, on the other hand, is 
interested in studying empire and new forms of imperialism.3 He focuses on the profoundly 
different and incommensurable narratives through which colonizers and colonized construct 
their colonial experiences, understand empire and imperialism. In the process, he argues, the 
identities of the colonizer and the colonized are grounded in assumptions of radical difference. 
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Figure 7 8.2 East Ghor Canal and the National Water Carrier 
Source: Applied Research Institute of jerusalem www.arij.org/publications(7)/Papers/2005/Roots%20of%20 

Water%20Conflict%20in%20the%20Eastern%20Mediterranean.pdf, accessed May 30, 2013. 

Latour and Said, however, insist that treating distinctions as if they reflect real and concrete 
identities and objects, misses a great deal of what takes place outside formal and disciplinary 
practices. They use similar terms, "mediation" in the case of Latour, and "hybridization" in Said's 
analyses, to illuminate what seem to be the underlying realities of the world. For Latour 
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"mediation" continuously links the natural, the social, and the linguistic. For Said, "hybridiza
tion" links the colonized and the colonizer, empire and its subjects. Processes of mediation and 
hybridization never abate; they are continually taking place, even as we make the distinctions 

ever more stark. 
Despite certain overlaps, Said and Latour speak to two different audiences. Said's work has 

been most influential in colonial and postcolonial studies; it underscores the role of imperial
ism in initiating the process of hybridization where the colonizer and colonized, the imperialist 
and the subject of empire are thrown into a web of relations that neither can fully avoid. Latour, 
on the other hand, builds on and contributes to science and technology studies (STS) by 
emphasizing the seamless modern networks of humans and non-humans and the difficulty of 
disconnecting a natural object from its life as a political and a linguistic object.4 

What is valuable about these approaches to STS and postcolonial scholarship is that both are 
acutely aware of the contradictory, yet closely connected, processes of"purification" and "medi
ation." However, for the most part, science and technology studies neglects imperialism as a 
necessary context for knowledge production and modernity, and postcolonial studies, 
conm10nly, takes knowledge production at face value. By attending to the relationship between 
imperialism, knowledge production, and modernity, I hope to make a contribution to STS and 

postcolonial studies (see also Philip 1998, 2003). 
I read the history of water techno science and politics in historic Palestine as if empire mattered 

and as if imperialism and colonialism were a significant part of that history. In order to do so I suggest 
reading both Said and Latour in Thomas Gieryn's (1983 and 1999) vocabulary of boundary
making. Read from that vantage point, Said and Latour seem to be in search ofboundaries, not 
as reflections of real distinctions, but as the result of a politics of boundary maintenance. They 
are interested in how those boundaries are accomplished, what relations and strategies of power 

achieve them, and what sorts of inclusions and exclusions they enable. 
While all three scholars share a symbolic notion ofboundaries and boundary-making, none 

of them pays focused attention to the spatial-territorial implications of boundary-making, i.e., 
to resultant, a€tual, and real borders. I focus attention on this particular phenomenon of territori
alization: (1) territorial borders as, in part, the effects of boundary-making in science and in 
politics; (2) boundary-making in technoscience and politics as it translates into territorial 
borders and creates a new set of dynamics that fortify and shape practices of inclusion and 
exclusion; and (3) territorial borders and how they make apparent the politics of boundary

making.5 
In the second section of the chapter, I revisit the issue of the historical boundaries of 

Palestine and their relationship with the Jordan River. I demonstrate how the notion that there 
is a necessary relationship between the Jordan River, Palestine, and its territoriality has a history, 
and that is the history of the encounter between empire and the river during the mid- to late-
1800s - including the progressive definition of Palestine as the sole object of interest for the 
Zionist colonial project. During that period, the Jordan River was made into a local, Palestinian 
river. I argue that turning the Jordan from a local, Palestinian river into the eastern border of 
Palestine was an achievement of empire and under imperial pressures and concerns; the river 
basically became a border between empires, especially France and Britain that had a specific 
understanding of the role of rivers in demarcating the territorial states (1914-1923).6 In the 
process of creating the geohydrological map of Palestine, the Jordan River slowly became a 
border between nation-states (1923 to the mid-1960s). The strategic significance of the river
as-border was not limited to its concrete demarcation of different territorialities, which was its 
main function in the encounter with Empire, but also in the role it played in turning water 
itself into a territorial object that is subject to the sovereign-security-developmental needs of 
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emerging nation-states. It is this border effect, i.e., reconceptualizing water as a territorial-devel
opmental-security object, which led to its diversion from the river bed through the Israeli 
National Carrier and the East Ghor Canal, thus turning the river into a ditch. In the conclu
sion I pose a few questions about the territorialization of boundary making in science. 

The jordan River and Palestine: before empire 

To understand the increased political, scientific, and economic interest in Palestine, its boundaries, 
1nd its relationship with the Jordan River during the late-1800s and early-1900s, it is necessary 
to place that interest in both the context of the imperialist project of dividing the weakening 
Ottoman Empire and the Zionist project of settling Palestine and turning it into a Jewish state. 

Since Herodotus (450 B.C.), there have been almost 2,500 years of writings about Palestine, 
and yet at the turn of the twentieth century, Palestine's territorial boundaries were still unclear. 
While Palestine initially meant the narrow edge of the eastern Mediterranean shore where the 
Philistines lived and after whom the place was named, Palestine's administrative boundaries 
have depended on the political-administrative needs of the empires that controlled the area. 
Historical maps clearly demonstrate how untenable Palestine's changing boundaries have been 
and that there is no necessary correspondence between Palestine as a concept and any specific 
territory marked as Palestine. 

Westerners' interest in Palestine's boundaries and the Jordan River started in the mid-1800s. 
It was initially motivated by the continuous weakening of the Ottoman Empire which led the 
western powers (including the United Kingdom, France, and Italy) and their eastern counter
parts (mainly Russia) to begin discussions over dividing the Empire, especially its Asiatic 
regions. There is no doubt that biblical narratives made Palestine especially important to all of 
these powers, but there was also an increasing thirst for the commercial and strategic wealth the 
area might provide. 

The first modern exploration of Palestine was undertaken by the United States. The U.S. 
Congress dispatched and funded an expedition of the Jordan River, its sources, and the Dead 
Sea in 1847. The Congressional mandate was partly couched in biblical terms (finding archae
ological connections with biblical narratives),? but also in conm1ercial, political-strategic, and 
techno-scientific terms as well.8 The results of that exploration can be found in two publica
tions, one of which is an official document by the Department of the Navy, Official Report if 
the United States Expedition to Explore the Dead Sea and the River jordan (1851), and the other is 
a personal account of the expedition by its commander WE Lynch (1849), Narrative if the 
United States, Expedition to the River jordan and the Dead Sea. What seems clear from this record 
is that the Jordan River at the time was not thought of as a territorial border and, even when 
it progressively defined jurisdictional authority, the river did not matter for everyday life or 
even everyday governing. 9 

In addition to its biblical, political-strategic, scientific, and economic significance, there was 
an imperial motivation behind this expedition, as well. Lynch describes how important it was 
to raise "the American flag . . . in Palestine," for the first time in areas "without consular 
precincts" (1849: 119). There was a distinct patriotic fervor in the way he described the 
American role in the "regeneration" of what he characterizes as "a hapless people" (1849: 119). 
He goes on to depict Palestine's native population in terms familiar to us from other imperial 
adventures. "In Syria," he argues, "we may look for more unadulterated specimens of the 
Muslim character than in the capital of the empire" (1849: 124). He portrays these "unadulter
ated" people, the "Arabs" of Acre, in unflattering terms: "thievery," "wretched," "mobs," and 
"notorious thieves" (1849: 125-126). 10 
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This mix of biblical, commercial, imperial-strategic, and technoscientific interests under
girded every expedition thereafter. Some of the well-known explorations are those of the 
British Palestine Exploration Fund (PEF) (1881), The Survey cifWestern Palestine, and the later 
report (PEF 1889), The Survey of Eastern Palestine. It is quite difficult, if not impossible, to think 
of these more recent explorations as separate from or unrelated to increasing Zionist interest in 
settling Palestine. The influence of pre-Zionist thought of turning Palestine into a Jewish state 
is obvious in most of the documents produced by the PEF. For example, in 1875, in the midst 
of exploring Palestine, the Earl of Shaftesbury exclaimed in the annual meeting: "Let us not 
delay to . . . prepare. . . [Palestine] for the return of its ancient possessors ... " (PEF 187 5: 
115-116). 

The PEF went to great lengths to establish the notion of Palestine as an empty or almost 
empty space that was ripe for Jewish settlement. Their survey of western Palestine (PEF 1881: 
331-362), pointing to differences in height, color, and customs of the different sectors of 
Palestinian native population, argued that the people of Palestine were composed of multiple 
races and did not and will not constitute a national conmmnity. This was in contradistinction to the 
Jewish people who, according to the PEF, constituted a national community despite their dias
pora. This type of argument was often used, by the PEF and later on by the different imperial 
powers and the Zionist Organization, to legitimize the calls to turn Palestine into a Jewish state. 

These arguments did not go unchallenged, and it is in these criticisms that we can discern 
the politics of Palestine's future, long before the Zionist movement was even established. 
Among others, Selah Merrill, who served as the American Consul General in Jerusalem, (1882-
1885, 1891-1893, and 1898-1907) and was a well-known archaeologist, theologist and Hebrew 
scholar, presented a substantial critique of interpretations like those of the PEF's. Merrill argued 
that the natives of Palestine did, in fact, constitute a national community, and he suggested that 
many of the archaeological sites that were claimed to be of biblical relevance were actually not. 

These disputes were framed, in part, as disagreements over what constituted legitimate 
scientific methodologies, findings, and scientific authority. The symbolic boundaries demarcat
ing legitimate archaeological and other science from non-science (these were the actors' 
categories), the biblical-archaeological and territorial mapping of Palestine, as well as the 
human-scientific mapping of its population, cannot be separated from the widespread debates 
during the 1880s about turning Palestine into a Jewish state, the territoriality of which was 
already being debated and would prove crucial for turning the Jordan River into a border a few 
years later. 11 

Now in terms of the relationship between east and west of the Jordan River, all of these 
writers agreed on one matter: there were no clear territorial boundaries dividing the adminis
trative units of the Syrian possessions of the Ottoman Empire. There was also a consensus that 
the everyday relationships (commercial, cultural, and political) between east and west of the 
river were extensive. In other words, the Jordan River did not function as a territorial bound
ary in practice, but as a body of water across which residents engaged in relations of all sorts 
and the banks of which were settled, at times, by the same families and relatives on the two 
different sides.l2 

The reading of the multiple connections between east and west of the Jordan River, all the 
surveys, maps, and travels that reflected or attempted to construct the spatiality of Palestine 
turned the Jordan into a local river- a local, Palestinian river to be exact- across which exten
sive interchange occurred. The popularization of the view that the Jordan River was a 
Palestinian river cannot be isolated from the activities of the British and American Zionists 
(including the surveys of the British and the American Palestine Exploration Funds). Nor can 
it be isolated from the Zionist Organization, established in 1897, which, at least since its 1904 
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conference, focused on turning Palestine into a Jewish state. The political vision of the Zionist 
Organization was indeed as faithful and as max:imalist in terms of territory as that of the new 
archaeological knowledge of Palestine, i.e., turning the whole of Palestine, on both sides of the 
Jordan River, into a Jewish state. 

This is probably the first attempt to turn Palestine into a political-territorial project. It was 
indeed under cover of empire (its military and its archaeology) that this project gained momen
tum. But, as will become clear in the next section, this project conflicted with relations of 
empire and had to be tamped down. 

I 

Jordan River as border: times of empire 

The archaeological (by scientific explorations) and political (by Zionists - see Figure 18.3) 
construction ofPalestine (1840s-1910s) as an area that extends from the Mediterranean in the 
west to what was then called the Syrian Desert in the east, thus including both banks of the 
Jordan River, was successful to a large degree (see Figure 18.2). In the multiple negotiations 
between the British, the French, the Russians, the Zionists, and the Arabs, Palestine always 
included both banks of the Jordan River, even as late as 1922. This construction of the territo
riality of Palestine, however, was short-lived. While the mandate documents of April 1922 
truncated the boundaries of Palestine in the north (they placed the Litani River in Lebanon 
and split the sources of the Jordan River among Lebanon, Syria, and Palestine), an amendment 
to the Palestine Mandate in September 1922 created the new country ofTransjordan and thus 
separated the east and west sides of the river. Turning the Jordan River into a border was a 
matter of empire, as I demonstrate further. It was in the management of imperial relations 
between the French and the British, as well as between the British and the Arab and Zionist 
forces, that the Jordan River found itself having to demarcate territories and identities. 13 

A number of promises about the future of Palestine that were made by the British during 
World War I conflicted. For example, in 1915 Palestine was promised to the Emir of Mecca, 
Sharif Hussein, as part of the imagined Arab State in exchange for his support against the 
Ottomans. 14 In 1916 a different mapping of the area was agreed upon with the French in what 
came to be known the Sykes-Picot Agreement (see Figure 18.3). Here, part ofPalestine was to 
be under British influence with Jerusalem as an international area. In 1917 the British prom
ised to use its imperial powers to help the Zionist Organization establish a Jewish National 
Home in Palestine. 15 By 1918, when the Ottoman armies were decidedly defeated, the British 
had to sort out those conflicting promises. Much has been written about these promises, which, 
rightfully places most of the current conflicts in the Middle East at the feet of the British and 
French governments and their imperial adventures in the area during this period. 

In any case, in the initial phases after World War I, both east and west of the river were placed 
under the British Mandate of Palestine. So, the Jordan River was, as most of the mapping of the 
1800s indicated, a Palestinian river. British authorities themselves differed on whether to keep 
west and east of the river under the administration of Palestine or to split them apart. It is clear, 
however, that most of the British civil servants with Zionist connections, including the High 
Commissioner of Palestine, Herbert Samuel, were in favor of keeping east and west of the 
Jordan under one administration and of continued Jewish immigration and settlement on the 
east side of the river. 16 

The borders resulting from the Palestine Mandate reflect imperial interests as interpreted 
and negotiated by the civil servants of the time. Even when these different constituencies had 
agendas that might not be chiefly concerned with empire, everyone had to do the detailed and 
tedious work of articulating those interests, whatever they may be, (pro- or anti-Zionist, pro-
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Figure 18.3 The Sykes-Picot Agreement, 1916 

or anti-Arab, in favor of stronger or weaker collaboration with the French) with those of 
empire. We can see this in correspondence ( 1914-1922) between the War Office, the Office of 
the Secretary of the Colonies, the Office of the High Commissioner of Palestine after 1918, as 
well as in correspondence with the French on the boundaries of the territories under French 
and British influence. Two salient points emerge from this correspondence: (1) there was exten
sive discussion of whether to keep east of Palestine part of the Mandate of Palestine or to 
separate that territory once and for all; (2) there was extensive discussion of the degree to which 
the British should insist, against the wishes of the French, on including the sources of the Jordan 
River in the north in the territory of the Palestine Mandate. 

Two brief examples demonstrate that interests of empire were paramount in British posi
tions on the role of the Jordan River as a border during this period (1914-1923). The first 
example shows that Palestine in and for itself was unimportant to British politics. It was impor
tant only in the field of imperial relations. The second illustrates that while the British used an 
extended definition ofPalestine, their agreement with dividing it into two mandates came out 
of a concern for the protection of British imperial interests in Arabia and the Gulf. 
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Scholars of the Middle East agree that the Report of the Committee of Imperial Defence 
on Asiatic Turkey (from now on De Bunsen 1915) became one of the most important strate
gic documents for how the British conducted negotiations throughout the war and after - it 
became a source of legitimacy that was referenced by different British authorities in favor of 
one or another solution to the Palestine issue. It is also true that this report demonstrates the 
fact that Palestine, in and for itself, was an unimportant element in British politics. The 
Committee from the very beginning acknowledges that British interests in Asiatic Turkey are 
part of the contemporary configuration of imperial struggles and that they cannot be seen in 
~solation from the interests of other imperial powers. British interests, in other words, "are 
circumscribed by those qf other powers ... any attempt to formulate them must as far as possible be 
made to fit in with the known or understood aspirations of those who are our Allies today, but 
may be our competitors tomorrow" (De Bunsen 1915: 2, emphasis added). 

In a very frank discussion about adding territories to British control, the committee 
acknowledged that there has to be a balance between "the prospective advantages to the British 
Empire" by dividing Turkey among the Allies on the one hand and the "inviolable increase of 
Imperial responsibility," on the other. The De Bunsen Report continues: "Our Empire is wide 
enough already, and our task is to consolidate the possessions we already have, to make firm and 
lasting the position we already hold, and to pass on to those who come after an inheritance that 
stands four-square to the world" (De Bunsen 1915: 2). 

In setting the priorities of the British Empire, the committee was clear that Palestine was 
secondary to British interests and that it mattered only inasmuch as it contributed to British 
consolidation of their control over the Arabian/Persian Gulf and Iraq. It gave the highest prior
ity to "the final recognition and consolidation of our position in the Persian Gulf," to the 
"prevention of discrimination of all kinds against our trade throughout the territories now 
belonging to Turkey," and to the "security for the development of undertakings in which we 
are interested, such as oil production, river navigation, and construction of irrigation works" 
(De Bunsen 1915: 3). They even explicitly put the "question ofPalestine and the Holy Places 
of Christendom" on a list oflower priorities and set it "aside" as it is one of those "questions 
which could be discussed and settled in concert with other Powers" (De Bunsen 1915: 3).They 
go on to emphasize that any scheme used to divide the Asiatic possessions of the Ottoman 
Empire should try to minimize territorial conflict between the Powers (at the time France, 
Russia, and Italy) (De Bunsen 1915: 4-6). 

In another secret and more recent document dated 9 April 1918, Handbook on Northern 
Palestine and Southern Syria, the War Office clearly states Palestine's relationship with the Jordan 
River: there is a western Palestine and an eastern Palestine that are strongly connected. The 
British at the time treated the river as a local body of water that runs through Palestine itself, 
not as a border that demarcates two different political or administrative units. For the British, 
the struggle between 1915 and 1922 was to manage the multiple pressures placed on them 
while at the same time protecting their main interest in the area: building a secure railway 
between the Gulf and the Mediterranean for oil trade and military needs. Their distrust of the 
French as a permanent ally prevented them from using another railway that already existed 
between Iraq and the Mediterranean, but one that went through the French Mandate area of 
Syria. 

Pressures from the Emir of Hedjaz (Hussein Ben Ali) who insisted on the establishment of 
an Arab State that would include all the Arab provinces of the Ottoman Empire, the Zionist 
maximalist interest in Palestine on both banks of the river, and the French interest in protect
ing their Syrian and Lebanese Mandates from the encroachment of Arab nationalists under the 
leadership of Emir Faisal (one of the sons of Emir Hussein) led to, in the end, the decision of 
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the British to use the Jordan River as a border. In addition, the northern boundaries of Palestine 
(including the northern borders ofTransjordan) were also drawn with specific reference to the 
Jordan River and its sources. 

Ultimately, the interests of empire and the multiple negotiations waged by the British led to 
the September 1922 conclusion, in which the terms of the Mandate were formally changed: 
the Jordan River became Palestine's eastern border, and only one of its sources in the north, the 
Dan River, was located in the territory of Palestine. This outcome altered the political geogra
phy of the area. It not only structured space in such a way that limited Jewish immigration to 
western Palestine; it also structured the future possibilities of what could be imagined as the 
geohydrological system of Palestine and future partitioning plans. 

From empire to nation-states: discovering and then extending the 
geohydrological system of Palestine 

In this section I focus attention on two incidents in which Zionist research on the "geohydro
logical system of Palestine," under the new political geography of the area, created new 
territorial opportunities for the partitioning of Palestine. The first case, in the late 1930s, is 
limited to research on the boundaries of groundwater resources and their correspondence to 
the political boundaries of the proposed Jewish state under the partition plan of 193 7. The 
second case deals with the extension of the boundaries of the hydrological system of Palestine 
in the 1940s to include the Jordan River and how that extension corresponded to the territo
rial framework of the partition plan of 194 7. Turning the Jordan River into a ditch was a direct 
result of this hydrological research and its territorial effects on the emerging states. 

The geohydrological construction of national space 

The Zionist Organization was forced to rethink its strategy in Palestine, after its imaginary as 
presented in ti-le Paris Conference of 1919 (see Figure 18.4) failed. While the Zionists argued 
that the Jordan River was a crucial resource for the development of Palestine, the fact that the 
river became a border and not a local Palestinian river meant that its use was subject to inter
national law and agreements. So, the most that Zionists were able to secure regarding the Jordan 
River was a 70-year concession from the British and the French for the use of the 
Jordan/Yarmuk system to produce hydropower. Beyond that, the use of the river for irrigation 
was limited to its basin as was customary in river management. 

Since the establishment of the Mandate in 1923, much of Zionist politics went into defin
ing what establishing a "Jewish national home" in Palestine might mean and what the shape of 
Palestine in that framework would be. Despite the multiple interpretations of what a Jewish 
national home in Palestine could look like, its meaning progressively undermined cultural inter
pretations (Palestine as a center of Jewish culture) and favored, especially since the late-1930s, 
the political interpretation of a Jewish national home, i.e., establishing a sovereign, Jewish nation
state.17 This shift coincided with many events that took place during the 1930s: the 
consolidation of power in favor of Labor Zionism within the political institutions of the Jewish 
community of Palestine and the ascendance of David Ben-Gurion to a leadership position; the 
perceived threat of the emergence of strong Palestinian national aspirations in the early and 
mid-1930s; and the Peel Commission's report suggesting the partitioning of Palestine and the 
consequent White Paper of 1939 that was perceived as anti-Zionist. Only at this stage did 
Zionist water research and policy institutions begin treating, and in the process constructing, 
Palestine as a unified national space. 18 
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Figure 18.4 The Zionist proposal for the 1919 Paris Conference 

The shift in favor of perceiving Palestine's water resources in terms of one national geohy
drological system enabled and solidified the perception of Palestine as a national space. More 
significantly, however, perceptions of the national space extended as much as, and followed 
closely, the perceived geohydrological mapping ofPalestine.What water experts constructed as 
the geohydrological system ofPalestine had direct effects on what was imagined as the bound
aries of the nation-state itself. 

Geohydrological research shifted in two ways that are significant for our understanding of 
the role of the Jordan River in constructing Palestine. The first shift is in the importance given 
to groundwater research. In the 1920s and early-1930s, research on water resources figured only 
to the extent needed in the process of studying the geological structure of a particular area of 
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Palestine - for example, for the purposes of mining. During the late 1930s, coinciding with the 
emergence of water as a political resource in the struggle over Palestine's absorptive capacity, 
i.e., Palestine's ability to support millions of new Jewish immigrants, and Palestine's partition
ing plans, research on groundwater resources in the whole of Palestine gained significance as a 
separate field of study. The second shift was from viewing groundwater resources and subter
ranean aquifers as separate and discrete to the perception of groundwater resources as 
constitutive of one geohydrological system that spans the national space. 

The main water consultant of the Zionist organization in Palestine was Dr. Leo Picard of 
the Hebrew University. In 1931, Picard published his dissertation, Geological Researches in the 
]udean Desert, which he submitted to the Geological Department of the Imperial College of 
Science in London. As suggested by its title, the study was not especially concerned with 
Palestine as a contiguous space. It was regional in dimension and was carried out in order to 
investigate phosphate and bituminous limestone deposits in the area surrounding Nabi Musa. 19 

This area had been the destination of pilgrims for a long time, not only for worship, but also 
for the collection of the aromatic black "Moses-stone." The Zionist-owned Palestine Mining 
Syndicate was interested in mineral deposits in the area and thus initiated Picard's geological 
survey. 

What stands out as especially significant in this study is that water was not yet an important 
concern in geological research. Indeed, in the three-page section on water supply, Picard 
deploys the already known information about water resources only in order to elucidate the 
geologic structure of the area under study, not in order to tell us something about water 
resources themselves. The situation changed soon thereafter, however. In later studies, water 
became the main object of geological investigations. 

Even when Picard moved on to the study of water during the mid-1930s, he intended only 
to study certain water resources within certain regions. One of his best known studies was 
concerned with the Western Emek (Plain of Esdraelon). 20 His conclusion was that water was 
scarcely available in that part of the country and that the geological structure was not conducive 
to groundwater aquifer formation. 21 Another study of Picard's, in cooperation with M. 
Avnimelech, was also regional in character (Picard and Avnimelech 1937). It was, however, 
concerned with the geological structure of the coastal plain and not with its water resources. 

It was in the second half of the 1930s that water became a political resource in the conflict 
over immigration policies (Alatout 2009). From 1936, Picard's collaborator Avnimelech began 
collecting information about wells throughout Palestine (Picard 1940). Moreover, with Picard's 
support, Avnimelech also established an archive for that purpose at the Hebrew University in 
Jerusalem. 

In 1940 Picard published his first work on the hydrology of Palestine as a unified space.22 

For the first time, a systemic study of Palestine's groundwater resources was available. In his 
study, Picard used the detailed archives in order to reconstruct Palestine in geohydrological 
terms. He divided Palestine into seventeen geohydrological regions arrived at from informa
tion gathered about different drillings throughout the country. Although different regions had 
different sub-soil geological structures, Picard was able to connect them all through the conclu
sion that, in Palestine, the Turonian is the main aquiferous and water-holding stratum. What is 
most significant about this study is the fact that for the first time Palestinian water resources 
were perceived as one explainable system and, also for the first time, a geohydrological map was 
introduced in order to convey the national character of Palestine's resources (see Figure 18.5). 
In short, if it were possible to view Palestine in terms of a single unified geohydrological system, 
it was also possible to view Palestine as a single nation, a nation defined in geohydrological 
terms. 
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Figure 7 8.5 The hydrological system of Palestine as depicted by Picard, 1940 

The fact that Picard's study came at a time when Zionist land and water policies began to 
perceive Palestine in national terms is not the only example of political influence on water 
research. Picard's conception of the geohydrological system of Palestine was limited by Jewish 
settlement: he focused on areas where Jewish immigrants settled and where Zionist settlement 
institutions focused their attention. Two omissions in Picard's study are especially telling. Firstly, 
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his perception ofPalestine's water resources was limited to groundwater aquifers and, in conse
quence, excluded the Jordan River system. The significance of this exclusion is that it went 
hand in hand with the then-most influential legal doctrine concerning the use of the river: the 
Jordan River had to be utilized within its basin and could not be diverted to irrigate arable 
lands far from its immediate vicinity.23 Hence, riverine water resources could not be used to 
justifY a region-wide finding of water abundance, an argument that Zionists insisted on as a way 
to justifY opening up Palestine's borders for millions of new immigrants (Alatout 2009). The 
second example is the exclusion of the Negev desert from the discussion of Palestine's geohy
drological system (see Figure 18.5). 

The Peel Commission's Partition Plan of 1937 proposed to divide Palestine into a Jewish 
state and an Arab state. The territorial correspondence between the planned Jewish state and 
the boundaries of the geohydrological system of Palestine was not coincidental. It makes sense 
that some might argue that the water system as imagined by Picard might not have been the 
most crucial issue in the partition plan; indeed, some would argue that it was the patterns of 
settlement of Jewish immigrants that determined the territoriality of the proposed Jewish state. 
That is true to a degree. However, what is missing in those arguments is the mutually support
ive function of settlement and water research. It is also true that settlement policies, especially 
in the mid-1930s, focused on areas that have easily accessible water resources. In other words, 
settlement policies, water research and the construction of a new conception of a Palestinian 
geohydrological system, and the territoriality of the proposed state were all bound together in 
a seamless web of cause and effect. 

Boundaries between what is science and non-science, between the availability of abundant 
water resources or the lack thereof, translated into territorially-focused research on the bound
aries of the geohydrological system of Palestine, and into a proposal for a territorial state that 
followed the same borders (see Figure 18.6). As can be seen in Figure 18.6, despite the differ
ent scales, the political boundaries of the imagined nation-state and the geohydrological 
boundaries of water resources overlap almost perfectly. Effectively, the geohydrological b~und
aries served to .legitimize the proposed political boundaries of the imagined nation-state and 
vice versa. Indeed, when the Zionists accepted the Peel Partition Plan of Palestine, they were 
keenly aware that population distribution in the area gave cover for the plan's territorial 
proposal. But Picard's geohydrological research provided subsoil structural legitimacy for those 
same territorial boundaries of the proposed state. It is no exaggeration to say that this system 
of aquifers helped naturalize the political boundaries of the newly imagined nation-state. 

The importance of this example, despite its exclusive focus on groundwater resources, is that 
it underscores a number of crucial arguments advanced here: (1) boundaries of what is science 
and non-science (are those the real or imagined hydrological boundaries of Palestine and are 
these aquifers indeed connected?) translate into divergent territorialities; and (2) that the 
boundaries of the hydrological system in scientific discourse have clear effects on what is imag
ined as the territorial boundaries of the nation-state. As I demonstrate further, by constructing 
the criteria of a hydrological system of Palestine, the grounds for expanding that system to 
include the Jordan River were paved. 

Extending the boundaries of the nation: the Jordan River and the hydro
technical construction of national space 

Zionist politics of the early 1940s, which focused on expanding its territorial interest beyond 
the Peel Partition Plan of 1937, played a great role in constructing an expanded vision of the 
hydrological system of Palestine, which, in turn, legitimized its new territorial vision. Thanks 
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Figure 7 8.6 (a) Peel Commission Partition Plan, 1937; (b) The United Nations' General 
Assembly's Partition Plan, 1947 

to Walter Lowdermilk, a renowned American soil conservation expert, the geohydrological 
construction of the national space preceded and shaped the political construction of the nation
state. Lowdermilk, who worked at the United States Department of Agriculture (USDA), was 
sponsored by the Mandate Government to research the construction of an airport. Given his 
membership in the mainly Christian pro-Zionist American Palestine Committee, the Zionist 
Agency seized upon this opportunity and provided Lowdermilk with extensive assistance 
during his visit. His interest, however, immediately turned to water and irrigation possibilities 
under the influence of the Jewish Agency and his personal friendship with Simha Blass, a water 
consultant for the Jewish Agency in Palestine.24 This was particularly useful for the Zionist 
Organization in light of a study published by the government ofTransjordan (Ionides 1939) 
that argued that the Jordan River was, indeed, needed for the irrigation of both sides of the 
river through east and west bank canals and that there was too little water to allow for any 
Jewish immigration into Palestine. 

In 1944 Lowdermilk published the results of his research in Palestine: Land cif Promise. The 
book became one of the most influential studies of Palestine's water availability and use during 
the Mandate period.25 I~ it, Lowdermilk championed a project that would divert the Jordan 
River from the north to the Negev desert in the south, and dubbed it (in a recognizable allu
sion to the U.S. Tennessee Valley Authority) the Jordan Valley Authority.26 The assumption here 
was that while Palestine's water was abundant it was badly distributed, geographically as well as 
temporally. In order to have access to agricultural water throughout the year, a whole system 
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of canals, aqueducts, cisterns, and reservoirs was needed. The project, Lowdermilk argued, could 
support four million more immigrants upon completionY 

Although the study was not detailed, and perhaps partly because of that, Lowdermilk 
deployed a multitude of rhetorical strategies in order to support his, and the Zionist, claim 
about Palestine's absorptive capacity. First, he stressed his status in the field of soil conservation 
as well as his affiliation with the USDA and other institutions like the TVA and the United 
States Bureau of Reclamation as sources of technical legitimacy. Second, he deployed the Bible 
as a legitimate source of knowledge of Palestine's history and population, and in the process 
legitimized a Judea-Christian conception of Palestine. Third, he used a progressivist rhetoric 
and developmental discourse that fell on the side of the modern rather than the pre-modern, 
the farmer rather than the nomad, and the Jew rather than the Arab. 

In order to enlist as many powerful experts as possible in support of his claim about 
Palestine's absorptive capacity, especially from the United States and Britain, and to legitimize 
his own research, Lowdermilk drew heavily on his institutional affiliations, including that with 
the TVA. Lo~dermilk's was only the first successful attempt at using U.S. experts as an institu
tional support for Zionist, and later Israeli, water policies.28 The TVA was a powerful source of 
technical legitimacy, especially when Zionist, and later Israeli, projects had to be presented in 
international forums in the United States, Britain or the United Nations. As we have seen, 
Lowdermilk went so far as to call his project the Jordan Valley Authority (JVA),29 drawing an 
overt parallel between the TVA and the ]VA. In sum, Lowdermilk's project resulted in a strong 
and long-lasting institutional relationship between the TVA and the Zionist and Israeli policy
making bodies. 

Lowdermilk's use of the Bible as one of the main resources for legitimate knowledge of 
water and population history in Palestine was certainly calculated. In the forward of 
Lowdermilk's book, Sir John Russell stressed the fact that both he and Lowdermilk were of the 
Christian faith: "Like myself, he [Lowdermilk] is not Jewish, and can view the enterprise quite 
dispassionately" (Russell in Lowdermilk 1944: 7).30 The deployment of the Bible and 
Christianity in understanding Palestine's history, while appearing politically disinterested, 
reflected a Judea-Christian view of Palestine in which a Jewish presence was seen as legitimate. 
This Judea-Christian conception of Palestine also subscribed to Zionist rhetorical strategies 
that used the Bible as a source of legitimacy. One of the biblical verses which Lowdermilk, as 
well as Ben-Gurion and other Zionists, often marshaled is the following: "Behold, the Lord thy 
God giveth thee a good land, a land of water brooks and fountains that spring out of the valleys 
and depths, a land of wheat and barley, of vines, figs and pomegranates, of olive oil and honey, 
a land in which thou shalt eat bread without scarceness, thou shalt not lack anything in it."31 

Based partly on this description, Lowdermilk concluded "that the Land of Israel was capable of 
supporting and actually did support at least twice as many inhabitants as at present" (24).32 

Given this Judea-Christian conception of Palestine as the land of abundance, one question 
experts had to engage concerned the factors that brought about the changed conditions of 
Palestine - apparent desertification and decrease in population. Specifically, the question was 
whether these new conditions of scarcity were induced by climatic changes that had become 
more or less permanent. Many experts asserted that the climate of Palestine had changed dras
tically, especially during the seventh century. 33 This theory, however, meant the acceptance of 
British assertions of Palestine's limited absorptive capacity, at least as far as water and land 
resources were concerned. Lowdermilk took a static view instead, and insisted that Palestine's 
climate had not undergone such changes and that the climate had remained constant since 
biblical times. He argued that the reason for the transformation of the country from a pros
perous, populous, and predominantly agricultural haven into a desert should be found in the 
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people who inhabited the land, not in its climate. Arab nomads who invaded Palestine during 
the seventh century were the reason for its decay, he reasoned. Rather than maintaining their 
villages, cities, and agricultural systems, they moved from one place to another, invading one 
agricultural community after the other and bringing ruin to those communities.34 

Lowdermilk wove together four tightly connected strands of argument: that a Judea
Christian conception of an abundant Palestine was legitimate; that the climate of Palestine 
continued to guarantee possibilities of abundance; that the reason for the apparent scarcity was 
the "primitive Arab" inhabitants ofPalestine; and that, thus, Jewish presence in Palestine is polit
~cally and historically legitimate (biblical arguments), technically possible (conditions of 
abundance), as well as necessary (for a new modernized Palestine). 

The potential effects of the development of the Jordan Valley Authority, metaphoric as well 
as material, were immediately seized upon by Zionists and Zionist supporters in the United 
States. Emanuel Neumann, a radical Zionist and a member of the Zionist World Executive since 
1931, encouraged the publication of Lowdermilk's findings for some time before their actual 
publication.35 He also took it upon himself to enlist the cooperation of David Lilienthal, then 
the head of the TVA.36 Lilienthal, in turn, secured the cooperation of many of the TVA tech
nical cadre. For example, Colonel Theodore Parker, Chief Engineer of the TVA, designed the 
necessary studies and recommended many of the technical experts, including James Hays, who 
played a major part in the realization of the project. 

Even before the publication of Lowdermilk's study, and after reviewing one of the drafts, 
Neumann constituted a Commission on Palestine Survey, which he chaired. James Hays, who 
was a Project Manager of the TVA at Bristol, Tennessee, and an irrigation and power engineer, 
became the Commission's Chief Engineer and worked closely with a volunteer Engineering 
Consulting Board.37 In mid-1945, Hays produced his preliminary report and later, in 1947, 
produced a more comprehensive one under the title, The TVA on the Jordan. 

This project functioned on more than one political level. Lowdermilk's argument in 1939 
that Palestine would be capable of absorbing many more millions of Jewish immigrants than 
the British argued, was partly based on his conceptualization of a diversion scheme of the 
Jordan River from the north of Palestine to the fertile lands of the Negev Desert in the south 
(see Figure 18.7). In 1942, the Biltmore program radicalized the Zionist position regarding the 
partition of Palestine. After the Zionist Organization agreed to the Peel Partition Plan in 1937, 
following the geohydrological maps produced by Picard, the Biltmore conference reneged and 
produced a new plan in which the whole of Palestine was to become a Jewish state. 
Lowdermilk's proposal, hydrologically and developmentally, supported this position. 

In the years to come, the Lowdermilk-Hays project proved important in the sense that 
the Zionist position during the United Nations partition negotiations insisted on the inclu
sion of the Negev and the Western Galilee within the boundaries of the Jewish state (see 
Figure 18.8). Both were essential to the project. In his forward to the Hays' volume, 
Neumann declared that: 

Those who had been responsible for working out the details of the United Nations parti
tion plan, were familiar with the basic aspects of the Lowdermilk-Hays project and took 
it largely into account in drawing the boundaries of the new states. 

Hays 1948: xv-xvi 

He went on to demonstrate how negotiations at the United Nations not only adopted the 
partition plan of the United Nations Special Committee on Palestine (UNSCOP), but also 
corrected and improved the original UNSCOP proposals by including in the Jewish State area 
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Figure 18.1 The Jordan River Project of Walter Lowdermilk, 1944 

the Sahl el Battauf depression in Galilee - a natural reservoir essential to the execution of the 
project. The Jewish State was thus provided with far-reaching possibilities for utilizi~g t~e most 
vital natural resource of the country for large-scale irrigation, agricultural colomzat10n and 

hydro-electric development. 
Hays 1948: xvi38 

324 

The jordan between empire and nation-state 

The Lowdermilk-Hays project not only facilitated the emergence of the Negev as part of the 
Zionist imaginary of Palestine, but also legitimized that emergence in technical terms. The 
empty fertile Negev irrigated by the Jordan waters would indeed become the promised land 
of abundance. As Lowdermilk laid out his vision: 

In no other place in the world is there the setting, the drive, and the possibility of demon
strating how the decline of misused and damaged lands may be preserved by the 
production of abundance through devotion and love of the land, and full and scientific use 
of the resources of land and water, power and minerals. Such full and scientific use of 
resources is made particularly feasible by the fact that the valley of the Jordan River and 
the coastal plain of Palestine offer a combination of natural features that set the stage for 
one of the most unique and far-reaching reclamation projects on earth, comparable to the 
Tennessee Valley Authority of the United States in scope and function. 

Hays 1948: vi 

Comparing the maps of the United Nations Partition Plan (Figure 18.8) and the Lowdermilk
Hays project (Figure 18.7) demonstrates how the territoriality oflsrael followed closely that of 
the hydrological system as imagined and extended by Lowdermilk-Hays. 

It is clear, then, that the scientific investigation of water in Mandate Palestine was shaped by 
the territorial outcomes of the imperial encounter and, most significantly, from the fact that the 
Jordan River was turned into a border. As a border the river made the territorial possessions 
of empires easier to manage and resulted in a peaceful coexistence between the French and the 

Figure 7 8.8 The United Nations' General Assembly's partition plan, 1947, Tessler. 
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British, at least for a while. But at the same time, it threw the river into the middle of new terri
torial arrangements and newly constructed identities, the bases of which were the new 
emerging nation-states. This is precisely the hydropolitics that led to the use of the river's water 

in diversion schemes and to turning the river into a ditch. 

Conclusion: Water as a Territorial Object 

The encounter with imperialism turned the Jordan River into a border. The various empires 
that engaged in Palestine at the turn of the twentieth century left the Jordan River underuti
lized for the most part: (1) because of the conclusions of hydrological studies of the river as 
unsuitable for irrigation; and (2) so that it would not become a source of friction between the 
contending empires. However, this political-geographic event, turning the river into a border, 
invested the river with new political meanings and turned its water into a territorial object, subject 
to new discourses of empire, in the initial stages, and sovereignty and national security, later on 

during the 1940s and 1950s. 
Presumably, the ultimate test of sovereignty is the protection of the territorial integrity of 

the state and the state's ability to exercise its political-territorial power. That is often understood 
as the management of the flows along and across a state's borders. In Israel, this conception of 
national security was strongly linked to an open policy of Jewish immigration, settlement of 
empty spaces, and the use of agriculture as an anchoring practice for what it means to be a 
Jewish subject and a citizen of the state. That is why the National Water Carrier and the diver
sion of the Jordan River were essential during the 1960s. But this means that for the Jordan 
River to play its function as a border, i.e., to play its role in securing the state, it had to be 
emptied of its water: it is only by emptying the Jordan River bed that the security of the Israeli state 
was possible- at least that has been the dominant belief in Israeli policy and governance insti-

tutions. 
Even though the national security discourse was not as powerful a driver in Jordan as it was 

in Israel during the 1950s, there were a number of political and economic calculations (includ
ing the settlement of Palestinian refugees along the banks of the river, a general developmental 
discourse that stressed the utilization of rivers, and a politics of dilution of Palestinian identity) 
that were used to legitimize the diversion of the Yarmuk River into the East Ghor Canal. Even 
though it technically did not divert the water out of the river's basin like the Israeli project, the 
ultimate effect was very similar: return flow can hardly make up for the loss of water used in 

irrigation. 
The boundaries between appropriate and inappropriate archaeological and hydrological 

knowledge, between knowledge that is scientific and that which is not, defined the territorial 
boundaries of Palestine. In the initial stages of the encounter with western research and 
encroachment, these contested scientific claims were essential in defining the boundaries of 
Palestine in such a way that the Jordan River was thought to run through it. It was the 
encounter with imperialism that reframed knowledge of the archaeology and hydrology of 
Palestine in such a way that produced the Jordan River as a border, as the eastern limit of 
Palestine. Further geohydrological research, or I should say the very boundaries between what 
is and is not a legitimate hydrological research, defined the territoriality of Palestine in differ

ent ways at different times (1930s-1940s). 
Going back to the main argument of the paper that engages Bruno Latour and Edward Said, 

I would like to emphasize two arguments stressed to different degrees throughout this chapter: 
(1) Politics of empire is important in understanding modernity and its institutions, including 
and especially that of technoscience. In this sense, the lenses we use to understand modernity 

326 

The jordan between empire and nation-state 

(technoscience) need to be enriched with an understanding of the politics of empire if only to 
understand our present more fully; (2) Our understanding of empire should take seriously the 
notion that empire is itself a product of systems of knowledge, and scientific knowledge in 
particular. I argue in this chapter that a reorientation toward empire in STS, in contradistinc
tion with modernity, might open up productive engagements with the institutions of 
modernity and with the present. 

In this chapter I chose to focus attention on the territorial implications ofboundary making 
in technoscience, i.e., its border effects. I also limited my study to two particularly large scales of 
political organization where the importance of territory and borders is hardly ever challenged: 
empires and nation-states. In addition, I used as my example geohydrological systems (river and 
groundwater aquifers) that lend themselves easily to territorial demarcations- even though this 
latter point might be a judgment in hindsight and not a foregone conclusion. At this point, I 
am left wondering what these border effects of boundary making in technoscience nlight look 
like at different scales of ecological/biological and political organization. 

I conclude by pointing to a number of questions that I think become empirically and theo
retically compelling here: does the process of boundary making in science always have 
territorial implications, is it always spatialized, and is it always productive ofborders? Does the 
fact that a border is necessarily occupied by two or more sovereignties (regardless of the scale 
of those sovereignties, be they individuals, communities, or states) mean that either conflict will 
ensue or that the object itself will be torn apart- utilized in a sovereign-territorial framework 
that is ultimately about security? It seems to me that interrogating these questions is especially 
important for environmentally significant objects like rivers. 

Notes 

When I speak of empire, I do not mean to imply the interests of any individual imperial power. Rather, 
I am referring to a relational system in which different individual Powers (French, British, Russian, 
Italian, Ottoman, etc.) responded to challenges and desires in a field of struggle with other individual 
and collective powers. 

2 I would not want to spend too much time on a side conversation, but I'd like to suggest, in part as a 
thought exercise, that these books in particular were written in the shadow of the events I mentioned. 

3 Said defines imperialism as the process by which empire was made possible and differentiates that from 
colonialism, which is the process of conquering a territory and vacating it for the purposes of settle
nlent. 

4 While this is not crucial for the discussion here, it should be noted that while the power of hybridiza
tion lies in direct human action for Said (trade, military, and cultural expansion under imperialism), 
sometimes Latour seems to imply that mediation is in the nature of thirz.'<s, i.e., despite the wishes of the 
humans to demarcate and differentiate. 

5 Science studies scholars who focus on social worlds are interested in understanding what might make 
a (boundary) object solid enough to sustain an identity across social worlds, but flexible enough to be 
subject to articulation or translation across these very social worlds (Star and Griesemer 1989, Fujimura 
1987 and 1992). Instead, in this paper I am limiting my interest in boundary objects to the degree that 
they themselves become borders, and territorial borders to be exact. 

6 The northern border of Palestine was also decided with the Jordan River in mind. Although the river 
itself di.d not constitute the border, its main sources were instrumental in the negotiations. I do not 
deal with that border in this paper, but it is important to note that at the end of the negotiations and 
when the territoriality of Palestine was more or less stable by 1923, the Litani River was placed fully 
in Lebanon. The three headwaters of the Jordan were divided and the Hasbani River was placed in 
Lebanon, the Banias in Syria, and the Dan in Palestine. For a detailed treatment of the negotiations 
over the northern borders see Garfinkle 1994. 

7 Reflecting on that, the leader of the expedition, William Lynch, tells one Palestinian "notable" about 
how the expedition was sent "from a far distant but powerful country to solve a scientific question ... 
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[that] with solutions of scientific questions, we hoped to convince the incredulous that Moses was<~
true prophet" (133). For an excellent contribution to the politics of archaeology and state building in 
Israel, see Abu El-Haj (2002). 

8 The strategic (secret) nature of the mission is obvious in Lynch's mandate to Dr. Anderson, the expe
dition's geologist: "you are to make no communication, verbal or otherwise, of the labours or results 
thereof, of yourself or any member pertaining to it, save to myself officially, until relieved from the 
obligation by the Hon. Secretary of the Navy." On the possible commercial benefits of this mission, 
he also instructs his geologist to obtain "mineralogical specimens," to ascertain "if the surrounding 
regions be volcanic," collecting and studying the soil "on the eastern shore especially, as formed by 
disintegration, and the nature of vegetation as connected with it." He goes on to request that "the soil 
in which grapes of such extraordinary size are said to grow should be collected for analysis, to ascer
tain if the chemical composition has any influence on the size of the fruit." Moreover, "specimens of 
mud from various parts of the sea, river and lake, should be collected and placed in air-tight vessels .... 
It is most important to ascertain whether birds live on the shores, or fish within the depths, of the 
Dead Sea." Last, but "not less, to note carefully every stream and fissure, their direction and their depth, 
and to ascertain, if possible, whether the former are perpetual, or only temporary, torrents" (137-138). 

9 One example makes the vagueness of the river as a jurisdictional border clear. Lynch approached the 
Mushir (governor) of Beirut for a permission to survey the east bank of the river. The Mushir, accord
ing to Lynch (1849: 114), was "uncertain whether the eastern side of the Jordan was included in his 
jurisdiction or in that of the Pasha of Damascus." Even the maps showing the area under his jurisdic
tion were inconclusive. 

10 Lynch described the Arabs of Palestine in terms that continue and solidify racist assumptions in the 
U.S. and in most empire's relations with overseas tzatives. For example, speaking about a welcoming 
Sheikh, Lynch argues that "But for his costumes, he would, in our country, pass for a genteel negro, of 
the cross between the mulatto and the black" (149). On another occasion, Lynch describes a dinner 
scene in a tent: "What a patriarchal scene! Seated upon their mats and cushions within, we looked out 
upon the fire, around which were gathered groups of this wild people, who continually reminded us 
of our Indians" (150). These points of reference are not coincidental or innocent; they underscore the 
terms with which Lynch related to the Palestinian population. 

11 One example can illustrate the fact that these scientific controversies were extremely relevant to polit
ical positions over Palestine. Merrill for his part was a staunch critic of turning Palestine into a Jewish 
state and argued strongly against its implications for the area and for peace. On one occasion, Merrill 
was very critical of the Blackstone Memorial (1891), in which more than 400 Christian authorities 
lobbied the United States' president to "restore" Palestine to the Jews: "Why shall not the powers 
which under the treaty of Berlin, in 1878, gave Bulgaria to the Bulgarians and Servia to the Servians 
now give Palestine back to the Jews? These provinces, as well as Roumania, Montenegro and Greece, 
were wrested from the Turks and given to their natural owners. Does not Palestine as rightfully belong 
to the Jews?" 

12 As we saw from Lynch (1849), the position of the Jordan River as a territorial border was unclear at 
best. We know the following for a fact. Most of the area known to us as Syria, Lebanon, and historic 
Palestine (the area in Figure 18.2) was known as the Province ofSyria and was divided into a number 
of administrative districts reporting directly to Damascus (except for the district of Jerusalem that 
reported directly to Constantinople). However, beginning in the 1850s the Ottoman Empire instituted 
a new set of regulations that came to be known collectively as Reorganization (Tanzimat).Those changed 
so much of life in the area. In part justified through a new conception of modernization needed to face 
the encroachment ofWestern Powers and in part an attempt to reduce the effects of the new pan-Arab 
national identity that was on the rise in Greater Syria itself during the late 1800s, the Ottoman Empire 
divided the province of Syria into a number of provinces and districts. These gradual changes culmi
nated in splitting Syria into a number of provinces in 1888. On the eve ofWWI the area looked 
administratively very different (Figure 18.2): there were 3 major provinces, Aleppo, Syria, and Beirut, 
each divided into a number of districts (Aleppo contained the districts of Aleppo, Urfa, and Marsh; 
Beirut was divided into the districts ofNablus,Acre, Beirut, Tripoli, and Latakia; Syria was divided into 
the districts of Hama, Damascus, Hauran, and Ma'an). At the time ofWorld War I those territorial 
administrative distinctions were new and minimal in terms of how people conducted their lives. 

13 I need to reemphasize here that despite the importance of the Jordan River resources for imperial poli
tics and for defining the northern boundaries of Palestine, I will be focusing exclusively on its eastern 
boundaries in this chapter. 
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14 The Hussein-McMahan correspondence did not produce a map of the area, only a textual under
standing. However, because the correspondence mentioned Palestine and never specified western or 
eastern Palestine, as of 1939, the British government acknowledged that the promise included all of 
Palestine. 

15 The Balfour Declaration did not come with a map either. However, Winston Churchill's White Paper 
of 1922 made it clear that the British interpretation of the promise is that the Jewish National Home 
would be established in Palestine and never in the whole of Palestine. That was the basis of banning 
Jewish settlement on territories east of the Jordan after 1922. 

16 As a matter of fact, there was an immediate attempt at settling the east bank of the river by Jewish 
immigrants. 

17 The first official call for the establishment of a Jewish state in Palestine came in the 1942 Biltmore 
program. This was the most important document to come out of the Extraordinary Zionist 
Conference, held by American Zionists at the Biltmore Hotel in New York City in May of 1942. It 
was addressed by David Ben-Gurion. 

18 Historian Baruch Kimmerling (1983) points to the fact that "contiguity" in land settlement became a 
very important concept in Zionist land settlement policy at the same period. 

19 Arabic name for the area meaning "Prophet Moses." 
20 This was the first study to investigate water as such on a regional level (Picard 1936). 
21 It is important to mention that not only were such studies of water resources regional in dimension, 

but also that they were not careful about the implications of their findings. Water was yet to acquire 
political significance, which happened about the same time. Because of its conclusion, this study played 
a role in the hands of the Peel Conmrission. During one of the sessions, the Commissioners referred 
to this particular study in order to delegitimize Zionist perceptions of water abundance and in defense 
of Mandate experts' perceptions of scarce water resources. However, at a later stage, Picard qualified 
his conclusion of the scarcity of water in Western Enunek (Picard 1940). 

22 Picard (1940: 1) reasons that the impetus for this research is the practical problems stenmring from the 
need for water during wartime, but, also, in order to complete "the systemic development of ... boring 
archives which existed now for a number of years." 

23 See Russell's introduction of Lowdermilk 1946. 
24 Lowdermilk's involvement in Palestine mixed his strong Zionist ideological underpinnings of the 

importance of restoring Jewish national life in the promised land of Palestine and his love for Zionist 
settlement as a form of"social experiment." 

25 During interviews with Israeli water scientists and engineers who worked during the 1940s and 1950s, 
Lowdermilk and his book were described in glowing terms. In an old interview, Hillel Shuval, who 
was a professor of Hydrology at the Hebrew University, described Lowdermilk's book as "visionary." 
He went on to describe the effects the book had on his own life. Shuval was a college student when 
the book was published and it led to his decision to focus on studying water engineering and work
ing in the water sector upon immigration to Palestine, interview 28 July 1997. 

26 As we will see later on this study was followed by another study by James Hays (1948) which 
attempted the operationalization of the Lowdermilk study. 

27 Lowdermilk was of course interested in the project of Jewish colonization of Palestine as part and 
parcel of his theological connection to the Zionist project. 

28 The Zionist Organization used the TVA extensively. The TVA was perceived as an important instru
ment of development and progress throughout the world at the time. Ironically, its connection with 
the Zionist project in Palestine might stem from the historical linkage often made between labor 
Zionism and socialist, anti-imperialist strategies around the world. 

29 One of the most influential Zionist studies of water resources, which was turned into Israel's First 
National Plan, was based on Lowdermilk's project. It was illustratively titled: The TVA on the jorda11. See 
James Hays (1948). 

30 Russell, "Forward," in Lowdermilk, Palestine: umd of Promise, p 7. 
31 Quoted in ibid. p. 24 from Deut. Vii. 7-9. Lowdermilk also repeats this passage in many of his writ

ings during the forties and fifties. 
32 His conservative estimate in this paragraph (that Palestine supported double the population) was meant 

as a worst scenario condition. His general assumption in the book is that Palestine could support four 
million more immigrants. 

33 For an excellent review of this debate, see Arie Issar (1990). 
34 Lowdermilk (1944: 52). Notice the exoneration of the Hebrew as well as Western cultures from the 
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ruin that befell Palestine. In the end, the demarcation lines between the Arabs on the one hand and 
Western and Hebrew cultures on the other are redrawn in many fashions throughout the book. They 
are drawn between the settled and the nomad, the civilized and the uncivilized, the industrious and 
the lazy, the progressive and the traditional. For example, in the process of enumerating the various 
powers that were in control of Palestine from time to time, Lowdermilk retained the concept of 
"invaders" for the Arab forces only. After mentioning the Pharaohs, Barak and Sisera, Gideon, Saul and 
Jonathan, Lowdermilk goes on: "then came Xerxes, Sennacherib, Alexander the Great, the Romans 
under Titus, the Arab invaders, the Crusaders under Richard the Lion-Hearted, Saladin, the Turks, 
Napoleon" (55). Emphasis added. 

35 Neumann, who became a member of the Zionist executive since 1931, was one of the Zionist lead
ers who, along with David Ben-Gurion and other Zionist radicals, toppled the reign of Chaim 
Weizmann in the World Zionist Organization in the early 1930s. The main reason was the fact that 
Weizmann was a gradualist-Zionist believing that achieving Zionist objectives should be gradual and 
without unnecessary alienation of the British Mandate. However, the inm1ediate reason for his defeat 
in the Zionist movement was an interview with a newspaper in which he argued that Zionists never 
had the intention of reconstituting Palestine with a Jewish majority. Other Zionists found that a retreat 
from the objectives of the "Jewish National Home." See Laqueur 1997, A History of Zionism. 

36 In 1946 Lilienthal moved on to become the first Chairman of the Nuclear Energy Conmlission. 
37 The members of this board were well-known experts and continued to act as consultants to the 

Zionist movement and the state of Israel during the 1940s and 1950s. Some of those experts, whose 
inclusion was to provide technical legitimacy were the following: Dr. Abel Wolman of Johns Hopkins 
University, served as the Chairman of the National Water Resources Board of the United States; Harry 
Bashore, United States' previous Commissioner ofReclamation;Theodore Parker, who after his death 
was replaced by C. Blee, Chief Engineer of the TVA; lastly, John Savage, at one time Chief Designing 
Engineer of the Bureau of reclamation. 

38 The Battaufreservoir which was meant to be the main reservoir in the project was abandoned in 1953 
because it was proven to leak to a large degree. It was assumed to have the potential of storing more 
than 1,000 mcm. 
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State-Environment Relationality 
Organic engines and governance regimes1 

Patrick Carroll and Nathaniel Freiburger 
UNIVERSITY OF CALIFORNIA, DAVIS 

Introduction 

This chapter deals with the historical development of what we term the" enviro-state." The term 
describes a set of discursive, organizational, and material relationalities between science and 
governance that have developed since the scientific revolution. We use the term "state-environ
ment relationalities" to capture the complexity of the connections. In so doing, we open up 
analytical space beyond the narrow confines of the language of"the relationship" between "the 
state" and "the environment." The latter language obscures complex relationalities, giving the 
impression that the state is a macro actor that stands in a relationship with something external to 
it called "the environment." The enviro-state is generated in practices of environing, meaning 
surrounding a~d penetrating. These practices stem from the networking of science and govern
ment around boundary objects (Star and Griesemer 1989) such as land, water, lithium, and other 
"natural resources," and result in deep entanglements between what is considered as nature, infra
structure, and governance. Regimes of governance that include both state agents and 
technoscientists give modern states the specific character of being technoscientific. It is impor
tant to note that regimes of" governance" are not confined to official government. To the extent 
that official government permits "private" (what is private is constituted by law) agents to 
govern, those private agents can form part of a regime of governance (see Bakker 2007 for the 
conceptualization of governance in terms of who gets to make decisions and how). Similarly, to 
the extent that non-governmental organizations participate in political decisions, they too are 
part of the regime of governance. Of course, agency (understood here as decision-making 
power) within regimes of governance will vary both temporally and spatially. 

Taking our cue from Richard White (1995), who described the Columbia River as an 
"organic machine," we conceptualize the enviro-state in a similar manner. But the 
enviro/technoscientific state is not simply a hybrid of nature and culture and a cyborg-like 
formation. It is an engine in motion. It is in process. It is not that it merely is a particular type 
of entity, but that it is generative, a driving force, a constant movement "forward" in the sense 
of"economic development," human population growth, and resource exploitation. Thus, we 
describe the enviro-state as an "organic engine." In order to develop an ontology of the enviro
state as something assembled from discourse, practices, and materialities, we maintain that it is 
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best conceived as a "thing." To conceive of the enviro-state as a "thing" is not to conceive of it 
as an "object" out there. Despite the tendency to equate the word "object" with "thing," the 
two are far from equivalent (Latour 2005, Ingold 2010). For instance, one can go to a thing, but 
not to an object. That is because the oldest meaning of a thing is a gathering, particularly a 
political assembly where decisions are made. We adopt the term because it evokes the enviro
state as a regime of governance, but equally because it evokes it as an assemblage. We only add 
that it is a material assemblage comprised ofboth humans and non-humans. 

We build our argument on analytic resources derived from Foucaultian governmentality 
studies (Burchell et al. 1991, Rose and Miller 1992, Foucault 2004, Dean 1999) and Actor 

1 

Network Theory- ANT (Calion 1986, Law 1992, Latour 1996, Law and Hassard 1999). How 
we do so will become clear in our theoretical discussion of state-environment relationality and 
through our empirical cases. For now, we wish to simply point out how our theoretical argu
ment diverges from the dominant forms of these literatures. First, governmentality studies 
developed in opposition to state theory and as a result has neglected developing an ontology 
of the state (see Carroll 2009). While we agree that the state is an effect of myriad micro level 
actions, what Foucault termed "micro-physics," we hold that the ontology of the state is funda
mentally material. Hence the conceptualization of the state as a thing. Indeed, we think it is 
somewhat ironic that a theory that pays attention to the material at the micro level ends up 
with a rather nebulous image of what the state is. Second, we do not flatten the analysis into 
"discourse," sometimes rendered as "discursive practices." Despite the invocation of"practice" 
and "technologies," both tend to be subsumed into discourse. Governmentalities appear at base 
to be, precisely, mentalities. They are "rationalities of government" (Barry et al. 1996). We main
tain a strong analytic distinction between discourse, practice, and materiality (practice being the 
nexus of the discursive and the material). 

With respect to ANT, we do not adopt a "generalized symmetry" that homogenizes, through 
the concept of"actants," human and non-human actors. While ANT has done much to demon
strate that humans are not the only entities that can act, we maintain that it is not necessary to 
collapse all actors into the single category of"actant" to recognize this. We retain the term "agent" 
to characterize those actors whose action involves choice, design, purpose, goals, etc. This partic
ular formulation of agency views it as a special kind of action. It is unique to living human beings. 
A storm has no design behind it, it has no goals and involves no choices. To say both humans and 
non-humans have agency obscures this critical difference. We believe it is important to maintain 
the distinction in terms of the politics of techno science. ANT is often criticized for lacking a crit
ical edge, and for neglecting less powerful humans (Haraway 1992). While we do not have a 
normative political agenda in this chapter, maintaining the conventional understanding of agency 
allows for political critique in terms of accountability in the sense of accounting for which 
humans get to meaningfully exercise agency and which do not. Still, we also maintain that storms 
can act, and that they can materially resist human goals. Andrew Pickering (1999) has acknowl
edged this, yet he continues to ascribe the agency captured by our concept of "agents" to 
non-humans which clearly do not have goals or make decisions. We reserve the term "force" for 
action characteristic of phenomena like storms. We further distinguish a third actor, collectively 
understood as material culture. Material culture does not have agency in the sense of a capacity 
to make choices or have goals. However, it does embody designs and goals. Hence material culture 
has agency once removed from its human creators. For this reason, we reserve the term "actant" 
for material culture. That term signifies a degree of material agency. 

Thus we have three distinct actors: humans, who are also agents; actants, which embody 
design and thereby agency once removed; and forces (more precisely, if somewhat cumber
somely, "non-designed materialities"), which have no design or purpose of any kind, but 
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nonetheless can act with powerful effect. The particular arrangements of agents, actants, and 
forces allow each empirically specific capacities to act. We do not see the action of each of our 
actors as mutually exclusive, in the modernist sense. For instance, the flow of water in a valley 
or a salt flat only becomes a "flood" in relation to human presence. A flood is a "problem," and 
problems only exist in relation to human designs. It is nonetheless importantly caused by the 
action of forces such as storms. 

We also depart from classical ANT in stressing the concept of"material relationality" over 
linguistic metaphors such as "translation" and "semiotics" to deal with particular, empirical 
arrangements of agents, actants, and forces. We are aware that ANT is described as a material 
relational theory, but in a particular context ANT took a linguistic turn. The concept of" mate
rial semiotics" was deployed to bring in non-humans without relying, as Collins and Yearley 
(1992) argued was required, on natural scientists' accounts of non-humans (in doing so one 
would return to a fully humanist analysis). In addition to the ways that our theoretical tools 
diverge from many contemporary uses of ANT, we employ a now neglected term, the concept 
of"punctualization." Though crafted within earlier versions of ANT (Law 1992), this concept 
has largely fallen by the wayside (Latour 2007), which is somewhat odd, since Law gave it so 
much importance (see below). It refers to the process whereby something is black-boxed, the 
process through which heterogeneous actor-networks are rendered as free-standing singulari
ties, often as actors. The concept is fundamental to our critique of the notion of the state as a 
single macro actor, and our alternative ontology of it as an actor-network. To quote Law: 

This, then, is the core of the actor-network approach: a concern with how actors and 
organizations mobilize, juxtapose, and hold together the bits and pieces out of which they 
are composed; how they are sometimes able to prevent those bits and pieces from follow
ing their own inclinations and making off; and how they manage, as a result, to conceal for 
a time the process of translation [we would say articulation] itself and so turn a network 
from a heterogeneous set ofbits and pieces each with its own inclinations, into something 
that passes. as a punctualized actor. 

Law 1992: 386 

State-environment relationality 

In this section we briefly address state theory, then discuss how and when an equivalence 
developed between "nature" and "the environment," and conclude with a discussion of state
environment relationality and how we propose to conceive of it. The character of"the state" 
is highly contested and the literature on "it" is vast and varied. It is beyond the scope of this 
chapter to rehearse those debates (see Steinmetz 1999,Jessop 2001,Adams et al. 2005, Carroll 
2009, Passoth and Rowland 2010). As indicated above, we employ a cultural analytic of the 
state, informed by Foucault inspired governmentality studies and theoretical resources in ANT. 
Rather than taking the distinction between society (or economy) and the state as a given, 
Mitchell (1991) set a Foucaultian agenda to reveal the means through which "the uncertain 
yet powerful distinction between state and society is produced" (78). In a similar vein we do 
not take the distinction between state and environment as given. Rather we historicize both 
"the state" and "the environment." We see the state as an unfolding process, as an "effect" of 
actions rather than a macro actor in its own right (see Mitchell on the "state effect" in 
Steinmetz 1999). 

We argue that "the environment" comes into existence in the mid-twentieth century as part 
and parcel of the emergence of the modern "environmental movement." In both cases, the 
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ongoing iteration of the macro distinctions in social science actually helps create, rather than 
merely describe, some reality (as a general point see Law 2004; more specific arguments to this 
effect have been made about economics and "the economy" as in Calion 2007, MacKenzie 
2006, MacKenzie et al. 2008, MacKenzie and Millo 2003, Mitchell 2005). Treating the state as 
an effect avoids its reification as a concrete superhuman-like actor. By treating the environment 
as an emergent reality, we are better able to see how state and environment are deeply entan
gled to the point where the boundary between them, like that between state and society, simply 
will not hold. 

Work informed by ANT has critiqued the idea of the state as a macro singular actor. Carroll, 
1 

for instance, has argued that states not only do not act, they "cannot act" (Carroll 2006: 19, see 
Meyer 1999 for an early undeveloped note on this). When looked at from a micro and histor
ical perspective, states appear not as actors, but as complex assemblages of ideas/ discourses, 
practices/ organizations, and materialities. Human actors certainly act and speak in the name of 
the state, and these we designate as "state agents." States, however, are literally made from the 
material forms of land, bodies, built environment, infrastructure, water, and other "natural 
resources." The assemblage of these elements gives states the character of heterogeneous actor
networks (Passoth and Rowland 201 0). 

With respect to the environment, the new "environmental movement" achieved something 
quite spectacular, something that centrally informed the macro conceptualization of the 
state/environment binary: it managed to create an equivalence between "nature" and "the envi
ronment." The term environment is widely used as an adjective: the political environment, the 
institutional environment, the built environment, etc., but when one uses the term "the" envi
ronment it is most immediately understood to mean "nature" or some element of it, such as air, 
water, forest,. mountains, etc. The nature-environment synonym has been fully institutionalized 
in the strong sociological sense: it is taken for granted, naturalized, both popularly and in 
science. But like everything else, it has a history. 

The Oxford Etlglish Dictionary on Historical Principles (OED) (1933) is always the best place to 
start when trying to understand meanings of particular words in the English language. The 
word "environment" derives from Middle French, the earliest documented meanings being"the 
action of circumnavigating, encompassing, or surrounding; the state of being encompassed or 
surrounded." In this sense it was often used in the military context of being surrounded. By the 
eighteenth century it could also mean the "area surrounding a place or a thing; the environs, 
surroundings, physical context." Early travelogues used it in the sense of"picturesque environ
ment," and this may have set the stage for the use of the word to describe geological formations. 
For instance, the United States Geological Survey (USGS), spoke of the "geologic environ
ment" (1903) of oil pools on the Gulf Coast (see also McGee 1896 for an early usage of 
"environment"). This usage resonates with QED's definition at 2(b), where environment refers 
to the "physical surroundings or conditions in which a person or organism lives, develops, etc., 
or in which a thing exists; the external conditions in general affecting the life, existence, or 
properties of an organism or object." Interestingly, the cited text of this use is from Herbert 
Spencer in 1855, where he divided "the environment" of a plant into two halves, soil and air 
(today "environment" would, in the context of the movement, refer to soil, air, and plant). A 
subsequent usage arises in his treatise on morals: "The organism is continually adapted to its 
environment." One can find occasional attempts to draw equivalence between environment 
and nature at the turn of the twentieth century. For instance, in a piece from 1896 entitled 
"Influence of Environment upon Human Industries or Arts," one occasionally finds the term 
"nature or environment" (Mason 1896). This meaning only begins to gain wider coinage by 
the mid-twentieth century. The OED, using a source from 1948, defines it as the "natural 
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world," specifically in relation to "man's impact on the environment." This sense, or the use of 
the word at all, is noticeably absent from an extensive collection of classic writings on conser
vation and preservation, published around the turn of the twentieth century (Stradling 2004). 
In this respect the contrast with classic writings of the new environmental movement (1968-
1982) is striking (Stradling 2012). 

The conceptual coupling - nature as environment and human impacts upon it - is the 
central framework of the new environmental movement of the 1960s. In one of the seminal 
texts of that movement, Rachel Carson protested the "most alarming of all man's assaults on 
the environment is the contamination of air, earth, rivers, and sea with dangerous and even 
lethal materials" (1962: 6). From the 1960s onward the term "environment" would punctual
ize an array of new distinct groups with different emphases, foci, strategies, etc., into the single 
reference point of"the environmental movement." However, and this is critical, by the time the 
modern environmental movement was cementing the nature-environment synonym, the 
"nature" in question had already been fundamentally transformed by human artifice. As we 
seek to show, that transformation is inextricably bound up with modern technoscientific state 
formation. Once we historicize the nature-environment synonym, we see how deploying "the 
environment" as an analytic category is problematic. It is especially inadequate when set in an 
interactional but fundamentally separated relationship with a macro entity called "the state." 
Work inspired by Foucault, sometimes called "green" or "environmental governmentality," 
replaces analysis of state and environment as distinct categories with a focus on the "complex 
networks of people, local communities and global organizations that are able to secure, however 
temporarily, the right disposition of things" (Whitehead 2008: 426). The analytical shift is one 
toward entanglements, relinquishing dualistic boundaries that cannot hold (Haraway 1985). We 
are not engaged in "environmental governmentality," which like all governmentality studies 
tends to abandon analysis of"the state" entirely. However, our analytic frame is similar. We aim 
to provide evidence of state-environment entanglement, an entanglement that results from the 
practices of environing. The latter is effected by the networking of science and government, 
which results iu shifting regimes of governance and the construction of the modern state as an 
organic engine. 

We now turn to our cases. The first case is that of Ireland, c. 1650-1900. Here we locate the 
beginning of the practices of techno-governmental environing in the context of the scientific 
revolution. We then turn to the case of California, c. 1850-2000, where we focus on reclama
tion and the emergence ·of water as a key boundary object between science and governance. 
We conclude with the case of Bolivia, a case that affords a view of newly emergent science
government relationalities around the object oflithium in the Safar de Uyuni (salt flat).The cases 
involve different regimes of governance - regimes that are constantly in process over time, 
sometimes shifting violently - but the entanglement of state-environment in all three reveals 
that each shares the ontology of being technoscientific organic engines. Also, while they have 
scaler variability in many (sometimes counter-intuitive) respects, we believe that each speaks to 
an entity that can justifiably be characterized as an "enviro-state." For instance, while the case 
of Bolivia is focused on the localized region of an isolated salt flat, its significance lies in the 
way it reveals how lithium is serving as a boundary object between science and government in 
the context of visions of a new regime of governance that the Bolivians call a "pluri-national 
state." They also differ in chronological scale, but we argue that the same points hold, that the 
cases collectively illustrate our argument about modern technoscientific states in terms of 
organic engines, regimes of governance, and the practices of environing. 
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Ireland 

The Irish case illustrates aspects of the new experimental science which can be identified in 
the processes of environing in the subsequent cases of California and Bolivia. Francis Bacon 
famously hailed how the new experimental science would usher in the "empire of man over 
nature." Edgar Zilsel (1942) was perhaps the first to identifY the critical development that 
explains how such a new empire - or state - might be possible. Zilsel noted that the key to the 
scientific revolution was the "breakdown of the social barrier" between the mechanical arts and 
more purely intellectual pursuits. The result was what Carroll-Burke (2001) has called "engine 

1 science," an inherently powerful form of inquiry in which technologies are immanent, partic
ularly the forms of scopes, meters, graphs, and chambers (for example, pumps). 

Engine science targeted the material world through the practice of experiment, and had an 
affinity with new forms of political and economic knowledge, which were equally experi
mental. In this context William Petty is a key human agent, causing a revolution in the 
discourse and practice of what today we call "political economy." Petty argued that science and 
politics were "instruments" for developing wealth in the service of aggrandizing the state. His 
political economy was expressed in what he called "political anatomy,""political medicine," and 
"political arithmetic" (Carroll 2006). Petty's first rule for governing a state effectively was 
procurement of a map, and he produced an extremely accurate one for Ireland. A modern map 
is a powerful actant, a constitutive element of a modern regime of governance. 

The case of Ireland exemplifies the character of the new science as Ireland was explicitly 
viewed as ground for experiment. Petty is again key. While in the nineteenth century William 
Nassau Senior could remark about how "experiments are made in that country and pushed to 
their extreme consequences," Petty was the first to promote and attempt such experiments. He 
was not only a founding member of the Royal Society of London, but co-founded a sister 
organization in Ireland, the Royal Dublin Society. He used his large estate in Kerry as his own 
focused experiment, often in communication with William Penn who was doing the same 
thing in what is now Pennsylvania. Petty was always referred to as a guiding light for later 
efforts, such as the extensive geological surveying, and the remarkable Ordnance Survey. Petty 
even conducted the first census of the country. In the mid-nineteenth century the most exhaus
tive census ever was conducted in Ireland. It was a "sociometer" of unheard of dimensions. 

The new science led to the scoping of Ireland, its graphing, metering, and eventual trans
formation. The work carried out on the material (land, bodies, built environment, etc.) of the 
new science generated a techno-territory and a new enviro-state. Land is a particularly illus
trative boundary object. This is evident through the process of reclamation of marshes and bogs, 
deforestation, drainage and the "rectification" of rivers. Fields were created, surrounded by 
drainage ditches, and cleared o{rocks and other impediments. "Artificial grasses" developed in 
the Royal Dublin Society were planted across the island. In the nineteenth century an island
wide arterial drainage system was built by the government through the department of public 
works. The country was utterly engineered throughout the eighteenth and nineteenth centuries 
and gradually incorporated into a new regime of governance inextricably bound up with 
techno (or engine) science. A process of environing occurred, a process of surrounding and 
penetrating that which surrounds, constituting a new state as a new "environment." 

This new environment, from well-ordered homes, to manicured lawns and gardens, to clean 
streets, to reordered rural spaces, reshaped rivers and coastlines, is fully "stateized" (Painter 
2006). The nexus of science and government is often represented in terms of discrete realms of 
the state, society, the economy, and the environment. The latter three are seen as given, while 
the former is viewed as an actor that intervenes in them, regulates them, puts demands upon 
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them, etc. (Mol and Butte! 2002). However, we maintain that the ontology of the state appears 
as an assemblage of many bits and pieces that are discursive, organizational, and material. That 
is, "the state" appears more like a heterogeneous actor-network than a singular punctualized 
actor. It is also in this respect that we see the emergence of the state as an organic engine, a 
thing relentlessly driven forward, first in the name of improvement, then progress and economic 
development. Since before the twentieth century there was no "environmental movement," let 
alone "preservation movement," and no concept or language of nature as environment, there 
were no actors who could counter or shape the transformation of the country or the regime 
of governance it was subjected to according to those terms. For all intents and purposes, "the 
environment" did not exist. 

California 

As in the Irish case, in California one of the major boundary objects between science and 
government was land. Once again reclamation was at the top of the government's agenda. In 
1850, when California joined the union, the federal government granted the states possession 
of what was described as "swamp and overflowed" lands, with the only condition that the land 
be "reclaimed." The government acted immediately, claiming the state contained six to ten 
million acres of swampland and requesting that the federal government permit the state 
surveyor-general to establish the actual acreage (McDougall 1852: 15). Much of the swampland 
was located in the Sacramento Valley and that was where most of the focus was until the twen
tieth century. Similar to Ireland, the goal of the government was economic development and 
the extraction of revenue, but the construction of an effective regime of governance for that 
purpose would be no easy task. Reclamation in California would require construction of a 
complex set of variously articulated and resisting relationalities among agents, actants, and 
forces. Intermittent years of extremely heavy rains combined with steep and fast flowing rivers 
draining into the Sacramento River, a river surrounded by low-lying basins, confronted human 
designs with unpredictable and almost intractable non-designed materialities. The regime of 
governance initially conceived for reclamation was passive and permissive in terms of the role 
of formal government. Land would simply be granted to homesteaders for a nominal fee with 
the expectation that they reclaim their own patch of land. But as the work of the surveyor
general gradually provided government some insight into the character of the valley, a shift 
occurred toward a reginie of governance in which state government agents, in the form of a 
Board of Swampland Commissioners, would attempt a short-lived effort to coordinate the 
landowners' reclamation works. For a variety of reasons, many farmers resisted the government 
efforts (Carroll 2012). The rivers had not yet been metered and the scoping conducted was of 
limited value. State agents, with few effective actants for allies, were largely powerless in the face 
of suspicious landowners. 

This was the context for a radical shift in the regime of governance in which the state 
commissioners board was abolished, and authority over reclamation vested in county govern
ment. Apart from the county surveyors (now ex-officio engineers) processing applications, 
landowners were once again left to govern their own land as they saw fit. Large landholders 
began building works without much concern for the forces at work in the valley as a whole, 
or for the consequences for other landowners. The result was that landholders up and down the 
river built levees that forced "flood" waters onto the land of others. The courts were already 
becoming important actors in the regime of governance in California by crafting, case by case, 
who had rights to the use of water - the legislature had not passed any legislation on the ques
tion. But in this context, as suit and counter-suit were filed, the agency of a single judge had 
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profound consequences. Judge H.W Hurburt declared that "self-protection" was "the first law 
of nature" and as such landowners could not be restricted in their attempts to protect their own 
properties (Kelley 1998: 94). The regime of governance weighted heavily toward the rights of 
individual landholders was secured in court and a levee battle was unleashed, reaching crisis 
levels with landowners destroying each other's levees. The levees were "thick with politics" 
(Bijker 2007). They became critical actants that mangled (Pickering 1999) the goals and designs 
of human agents, turning farmer against farmer. State actors mobilized the landholders' levees 
as powerful allies supporting the case that only the authority of state agents, with knowledge 
?f the entire valley, could engineer effective protection. Non-humans can act, but they cannot 
speak. In the context of the levee battles, state agents were most advantageously positioned to 
speak for the levees, and thus align these actants with their own designs. 

As the century progressed, the state engineers gained more and more allies in the form of 
meters and graphs. The graphs permitted them to more forcefully argue for legislation that 
would create a regime of governance in which formal government would be key. The problem 
of reclamation began to be viewed in relation to problems such as hydraulic mining and inland 
navigation, as well as a host of others that put state-wide designs central to the process of envi
roning, and the construction of the state as an organic engine. In 1911, a critical human agent 
in the Army Corps of Engineers (USACE) by the name of Thomas H. Jackson argued that 
problems of reclamation, hydraulic mining, and navigation were "inseparably connected" and 
needed to be "considered under one general project" Qackson Report 1911: 4). This conclu
sion shifted decision-making power within the regime of governance away from landholders 
and toward state actors. It also signaled a shift in which land as a boundary object was being 
displaced and subsumed into that of water. A range of issues, including reclamation, flood 
control, mining debris, navigation, forestry management, drinking supplies, industrial develop
ment, power generation, salinity control, and irrigation, were punctualized as a single "water 
problem." In 1915 the governor convened a "state water conference" at which all these issues 
were both gathered together discursively and graphically (Report, State !lllczter Coriference, State of 
California 1916). But the punctualization of"water problems" and the apparent centralization 
of the issues in state government masked the complexity involved in both these moves. Rather 
than a centralized actor-state taking over the singular problem of water, the number of distrib
uted actors requiring articulation and assemblage multiplied. Rather than punctualizing the 
state as a coherent actor, the state became an even more complicated thi11g. 

Nonetheless, in 1911 state actors moved boldly with a plan for a valley-wide flood control 
infrastructure. It involved a huge flood way, numerous weirs and pumps, and hundreds of miles 
of levee. A new state reclamation board with extensive "police powers" was created. Major 
government projects, impacting many people, typically involve coercive measures. ANT tends 
not to pay as much attention to powers of coercion as it does to practices of enrolling allies. 
Governmentality studies, due to a focus on the liberal rationalities of government, and its lack 
of attention to the state, has also neglected the importance of the continued growth of police 
governmentality in the nineteenth and twentieth centuries. In California, those landholders 
who could not be enrolled were compelled into alignment by the police power of state govern
ment. It took more than a quarter of a century to build the flood control infrastructure and it 
cost about $100 million. The result was that the Sacramento Valley was utterly transformed and 
incorporated into a new regime of governance in which the role of state agents and actors was 
strengthened. At the southern reaches of the river, in the delta region, two huge steam dredges 
scooped out as much material as was excavated for the Panama Canal, so that the river could 
handle the outflow from the bypass system. This helped protect an area of about half a million 
acres that had been farmed increasingly from the 1860s. About 1100 miles of levees were 
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eventually built in the estuary, creating islands that were farmed and giving it the character of 
a delta with a thousand miles of navigable waterways. The rich peat soil of the delta, when 
exposed to m ... 'Ygen, caused microbial action to result in subsidence, so that the islands are 
perpetually sinking, many far below sea level. The thick tules that covered the area had been 
clear-cut. By the early-twentieth century, the delta was "essentially a 'man-made' landscape" 
(Thomson 1961: 4). But as with the Sacramento Valley as a whole, the delta region was not only 
transformed by artifice and infrastructure, it was incorporated into complicated governance 
regimes, held together by district, local, state, and federal organizations, as much as by levees, 
pumps, meters, etc. No one sought to stop the transformative action. While a new "preserva
tionist" movement had emerged alongside the conservationist movement, its leaders were 
inspired by a spiritualism derived from what were considered the most majestic aspects of 
"nature," such as Yosemite and Hetch Hetchy valleys. John Muir fought bitterly against the 
damming of the Hetch Hetchy Valley, but cared little about the draining of the "swamps" of the 
Sacramento Valley. Certain aspects of"nature" were to be preserved in national parks, but there 
was little conceptualization of nature as "the environment." So as in the case of Ireland, the 
regime of governance and actor-network built around flood control and reclamation had no 
"environmental" actors within it. That would have to wait until the mid-to-late-twentieth 
century. 

While portions of the San Joaquin Valley were also subject to inundation by water, it was 
much more arid than the Sacramento. In this context the invention of the centrifugal pump 
became another critical actant that inserted state and federal government more formally into 
the regime of governance in the Central Valley. This time the main issue was less one of drainage 
and more one of irrigation. Pumping from the San Joaquin Valley aquifer expanded rapidly in 
the early-twentieth century. By the 1920s the aquifer was already seriously depleted and in 
some places farms were already being abandoned. This spurred on the development of the 
Central Valley Project (CVP). Though the plan, developed in the 1920s and approved by state 
legislation in 1933, envisioned flood control through head water dams, storage for dry years, 
power generation, and salinity control in the delta, it was centrally designed to save San Joaquin 
Valley agriculture due to the loss of ground water. The project's infrastructure is comprised of 
sixteen reservoirs, thirty-nine pumping plants, two pumping generating plants and seven power 
plants, and has seven million acre-feet of water delivery capacity per year within a storage 
capacity of thirteen and a half million acre-feet (State of California Water Project Atlas 1999: 
1 0). It is a technoscientific assemblage of massive proportions, an assemblage that further 
propelled the formation of the state as an organic engine. It also expanded federal government 
power within the regime of governance now environing the entire Great Central Valley. Once 
again there was no environmental movement at the time, and thus there was no resistance to 
the project in terms of protecting "nature." 

State government embarked on an equally ambitious plan in the form of the State Water 
Project (SWP), begun in the 1950s just as the CVP was being completed. The SWP remains 
the largest infrastructural project ever built by any state government in the union. The infra
structure consists of 32 storage facilities with a capacity of almost six million acre feet, more 
than 650 miles of canals, aqueducts, and pipelines, 5 power plants, 17 pumping plants, and 139 
pumping units. The humble pump, and the mundane valves that make it work, had come a long 
way in 300 years. The CVP and SWP utterly transformed the San Joaquin Valley. A new" envi
ronment" was "built," and the entire Central Valley, from the Sacramento Valley in the north to 
the delta in the middle and the San Joaquin in the south, bears little resemblance to its "natural" 
state. The Sacramento River had become, to use Karen O'Neil's term, a "river by design" 
(O'Neil 2006). It should be noted here that such material infrastructure critically constitutes 
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government organization, as well as it being the product of government action. The two are co
productive of each other Gasanoff 2004). Every major infrastructure project intrinsically 
involved the construction of government organization. With respect to the flood bypass system, 
it is the State Reclamation Board and its subordinates. Though the Reclamation Bureau existed 
prior to the CVP, its organization was expanded and involved different kinds of expert knowl
edge. With respect to water issues generally, state government organization transitioned from 
the Swampland Commissioners, to the State Engineer's office, to the Division of Water 
Resources within the Department of Pubic Works. Finally, with the commencement of 
ponstruction of the SWP, the Division ofWater Resources became a department in its own 
right. 

The vastness of the works, the profundity of the transformation, the extent of the science 
and governance network, but most of all the pace of the transformation make California an 
exemplary case of environing, of the process of surrounding or constituting that which 
surrounds. The case exemplifies the formation of the enviro-state. The state of California would 
be unrecognizable absent the water infrastructure with its army of technoscientists, government 
officials, material culture of infrastructure and other actors. We see how "the state" and "the 
environment" are inextricably entangled. No clear boundary can be drawn between them 
because the "environment" now exists within a regime of governance. California has been made 
into an organic engine where the "natural" and "artificial" are lashed together, and designed for 
relentless "growth," and the growth in this case is truly phenomenal: in little more than a 
century and a half the state's population has grown from a few thousand settlers (plus about 
150,000 American Indians), to about 40 million people (the Indian population was rapidly 
decimated, reduced to 30,000 by the 1870s), and its level of productive economy is in the top 
ten worldwide. 

This observation allows us to come full circle in terms of our ontology of state-environment 
relationality. The new environmental movement that emerged from the 1960s, at the heart of 
which was the nature-environment synonym, confronted a world that cannot be captured by 
an analytic that takes the environment as a given, as nature, and as bounded and separate from 
"the state." This is not to say that the separation of state and environment, the nature-environ
ment synonym, and the conceptualization of the state as a macro actor, cannot serve effective 
political action. On the contrary, the SWP was well underway before the emergence of an 
effective environmental movement, but once that movement emerged it immediately engaged 
with all the issues that concerned it as they related to water. The Sierra Club was no longer 
restricted to protecting majestic nature as in the preservationist era. For instance, in the early 
1970s the organization published a blistering critique of Californian water politics under the 
title The J/Vtzter Hustlers (Boyle et al. 1971). While the movement was too late to stop the SWP, 
it did play a major role in stopping the final part of the project, the plan for a "peripheral canal" 
to move water around the delta on its way to the San Joaquin Valley and southern California 
(though Governor Brown is currently pushing ahead with a plan for giant tunnels to do the 
same thing). The emergence of "environmental actors" subsequently leads to significant 
changes in the regime of governance in the Central Valley. For instance, the Endangered Species 
Act resulted in restrictions on the amount of water that can be pumped south, and nothing in 
the way of major earthworks can be undertaken without extensive environmental review. In 
this context we can see the emergence of a fully formed enviro-state, one in which state-envi
ronment relationality is not only deeply entangled, but in which environmental actors have 
shifted the regime of governance on the basis of ecological principles, and through the 
construction of the nature-environment synonym. 
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Bolivia 

In our final case study, that of Bolivia, water also figures centrally in the environing process of the 
enviro-state. It is not water as "natural resource" that we illustrate here. Rather, water figures into 
the arrangement of agents, actants, and forces constituting the possibilities for another type of 
resource: lithium. The case is intriguing because it addresses how lithium is contemporaneously 
becoming an object of technoscience and a new imagined state described as "pluri-national," and 
how the region of the Salar de Uyuni (Uyuni Salt Flat) is reconfigured through the arrangement of 
agents, actors, and forces in changing regimes of governance. The Irish case, by contrast, presented 
a broad view of the nature of the scientific revolution and its deployment in Ireland, highlighting 
the importance ofland as a boundary object between technoscience and government there. The 
California case also focused on the boundary object ofland, but showed how it became subsumed 
into the boundary object of water. It showed how, through the boundary object of water, massive 
infrastructure was engineered into the landscape, and new regimes of governance established. 

Lithium describes a heterogeneous set of discursive, organizational, and material relational
ities involved in the environing processes inm1anent in the composition of an enviro-state. Here 
we follow the force of"flooding" of the Salar de Uyutzi to illustrate the way that technoscience 
and government work jointly to reconfigure the region of the salt flat. This occurs through the 
interweaving of scientific and political understandings (agents), engineering products (actants), 
and the phenomenon of flooding (forces) in relation to "lithium" or a "lithium resource," which 
acts as a boundary object that ties them together. The entrance of lithium into the interplay of 
scientific understandings (gee-scientific studies), engineering products (i.e., infrastructure), and 
non-designed material processes (inundation) reconfigures the Salar into a relational entity that 
cannot be reduced to a state/ environment relation in the disentanglement/purification prac
tices of traditional boundary conventions. In comparison to the Irish and Californian cases, the 
Bolivian case illustrates a transformation of a governance regime currently under way. This 
transformation is articulated within the discourse of establishing the "pluri-national state" (see 
Alb6 and Barrios 2006 for a review of the pluri-national state idea/project). Most, if not all, of 
the treatment~ of the pluri-national state prioritize the juridical and legal/ constitutional dimen
sions, to the neglect of the material dimensions of this new type of state. The ways that it is 
being built into and out of the environment, in the sense of environing, is subsumed in an 
analysis of the appropriate discursive/legal/ economic constitution of the state (Radhuber 2012, 
Santos 2007, Tapia 2007). Constitutional principles are certainly important. However, environ
ing processes - as a matter of material constitution and one that is relatively neglected - is one 
of the principal sites of the politics of the pluri-national state (one only needs to contrast the 
transcontinental highway set to be built through the Indigenous Territory and National Park, 
Isiboro Secure and the lithium production plant in the Salar de Uyuni to see how these envi
roning processes produce distinct political effects). Instead of concentrating on the 
pluri-national state idea, here we focus our attention on one case of environing in the material 
constitution of the pluri-national state. This section illustrates the entanglements of agents, actants 
and forces brought about by lithium's role in the reconfiguration of the region of the Salar de 
Uyuni in the environing processes linked to the prior regime of governance, and those entailed 

in a transformation of that regime. 

Geology, geochemistry, and sedimentology 

The Andes mountains continue to fascinate geologists, particularly in terms of their origins. 
However, beginning in the mid-to-late-1960s and picking up in the early-to-mid-1970s, interest 
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in the Andes began to focus not on the origin of the mountain range, or its ability to support 
tectonic theories of the evolution of the Earth, but on phenomena within the Andes (such as 
drainage basins). As part of this shifting focus, the region of the Salar de Uyuni became interest
ing not only to geologists, but also sedimentologists, geochemists, chemists, and various 
engineering disciplines. As research amassed on the drainage basins of the Andes, the number of 
studies "directed at the nature and potential of evaporitic deposits and their actual state" began to 
grow (ArduzTomianovic 1988: 10).The list of agents involved in this research is long, and together 
they constitute part of a governance regime aimed at resource identification and concession. 
Private companies such as the Foote Mineral Company, foreign state agencies such as the United 
States Geological Service (USGS) and the U.S. National Aeronautics and Space Administration 
(NASA), as well as the Bolivan Geological Service were the major agents involved. 

In the early seventies Bolivian geologists worked with NASA to develop minerals explo
ration technology via satellite, a program called the Earth Resources Technology Satellite 
(ERTS). The research intended to provide "new information on the relationship and regional 
distribution of volcanic centers and effusive products in the Altiplano" (High Plains of the 
Andes). According to Brockmann "interest in such rocks is high because they appear to be the 
source of salt, borax, sodium sulfate and sodium carbonate, and other salts of potential 
economic value" (197 4: 564). Satellite images (graphing) became critical allies to teams of geol
ogists and their future sampling programs, given that they provided useful hydrologic 
information on this closed basin and specifically on "flood" patterns. 

In 1977 a team of geologists from the USGS had identified the evaporite basins of the Andes 
as not only interesting in their implications for geology, but also as sources of" salts of potential 
economic value." They arrived that year to "verify" the existence of lithium resources that had 
been mentioned in a conference in 1976 that proposed that these evaporite basins might be of 
particular interest. To aid them, a friend (the Bolivian geologist, Carlos Brockmann) employed 
in NASA's satellite imagery project generously "furnished ERTS data about flooding of the Salar 
de Uyuni" which was used in a field investigation in 1976 that included "reconnaissance of the 
regional geology and hydrology, the study of geomorphology and mineralogy of the salar crusts, 
and the sampling of salt crust and near-surface brines" (Ericksen et al. 1977: 8, 3). A report on 
the research concluded that Salar de Uyuni had formed under conditions favorable to the accu
mulation of lithium-rich brines. One of those conditions was annual flooding. "Lithium values 
in brines of Salar de Uyuni ... are due, at least in part ... to wind-generated currents in surface 
brines during periods of flooding ... " (Ericksen 1977: 34). Over a decade later another geologist 
interested in evaporite basins affirmed the lithium/flooding connection:" ... the (flood) water 
evaporates rapidly and only the dissolved components added by the river remain. This very 
restricted area can be considered, with regard to K, Li, Mg, and B [Potassium, Lithium, 
Magnesium and Boron] as a playa lake" (Risacher and Fritz 1991: 223). 

Contrast this description of the salar as a "playa lake," rich in mineral deposits, that developed 
in the arrangement of gee-scientific studies, satellite technology and core sampling, and the non
designed material force of flooding to another description of the salar by colonial officials: 

It is of the most unspeakable solitude, and abandonment that one could imagine . . . one 
doesn't encounter even the smallest village of people, and even less the possibility of one, 
given that one cannot see even a single plot where they could even plant any species of 
seeds, because it is thus, the sterility . . . that does not even permit a single shrub, nor a 
single straw, that instills fear in those who cross it, suspicious of perishing of hunger, and 
what is more, from thirst for the lack of coming onto any sources of water ... 

Priest of the Parish ofLlica in 1791, quoted in Andrade 2009: 75 
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While desolation figures prominently in these descriptions, they subsequently point to the most 
consequential (for colonial officials) characteristic of the salar: the dangerous condition 
produced by its flooding. This treacherous situation is recounted in tales (of colonial officials) 
of lives lost when flooding turns the ten-thousand square kilometer surface into a reflection of 
the sky and its crossing impossible: 

In the rainy season it cannot be crossed, not even by the indians, given that the whole of 
this area floods and appears as a sea, and it has been widely heard that a priest from Llpez, 
his church, and some mestizos, perished on that route. 

from correspondence in the Archbishop~ of Las Charcas archives, 1840, 
quoted in Andrade 2009: 7 6 

In the colonial context when the Salar floods, it is just that: a flood, as an act of nature, or for the 
Spanish colonizers, perhaps, an act of God. The region is understood primarily in terms of danger, 
in particular the potential loss of human life (that of colonial officials). In the colonial regime of 
governance, flooding is just one more part of the "sterility" of the salar. But, beginning in the 
1970s the arrangement of agents, actants, and this force reconfigure the salar. In the wake of 
geological studies, notably high concentrations oflithium values became linked to "flooding," and 
inundation is no longer a simple matter of the sterility of the "natural" environment of the salar. 
Inundation ceases to be a force (of nature) independent of human designs. Geologists (from both 
American and Bolivian state agencies and the two largest privately held lithium companies), and 
geological practices, as well as satellite technology and analytical chemistry techniques, had already 
begun to reconfigure the region through the practices of environing in terms of surrounding or 
encompassing. The new combination of agents (geo-scientists, prospectors of private firms, state 
agents), actants (ERTS satellite imagery, sampling techniques (gas powered drilling), new knowl
edge of the selective precipitation of components of the brine), and forces (radiation, winds, 
precipitation) began to obligate practitioners to enter a space of agreement on the significance of 
inundation as.a factor in the production of a lithium resource. "Flooding" is reconfigured by the 
activities carried out with respect to the boundary object "evaporite resources," namely, lithium. 
Still, the phenomenon of flooding was of interest to a particularly limited group, one that 
nonetheless constituted a regime of governance based on resource concessions and security of 
contracts tied to them. That is, until the distribution of agents, actants, and forces is reconfigured 
again in 2009 with the placement of extensive infrastructure on the surface of the salar under the 
National Direction of Evaporite Resources (GNRE). Here, the flooding of the salt flat becomes 
something other than the link between inundation and lithium values in the evaporite resource 
deposits of the safar. This infrastructure was the means through which the Safar de Uyuni was 
subjected to a more penetrating environing than before. 

Infrastructure 

In 2009, at the First International Forum on the Industrialization of Lithium and Other 
Evaporitic Resources, in the city of La Paz, Bolivia, representatives from the GNRE described 
to an international audience at the Central Bank ofBolivia infrastructure projects that had been 
completed and ones currently being built. These projects are centered in the safar region as it 
is linked to lithium mining, and after the nationalization of gas resources in Bolivia they consti
tute one of the economic pillars of the pluri-national state: a pillar based not on resource 
concessions (as in the regime of governance of the 1970s to the 1990s), but on government led 
technoscientific development of a pluri-national state. The articulations of the lithium project 
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by agents from the regional farmer's union (United Regional Federation of Laborers and 
Farmers of the SouthernAltiplano-FRUTCAS) and the Bolivian president, Evo Morales, signal 
a reconfiguration of the regime of governance in the environing of the Salar: both maintain 
that the project will take place under the direction and control ofBolivian (non-governmen
tal and state) agents. It is to be one hundred percent Bolivian (state) owned and controlled. The 
infrastructure constituting the project includes: asphalt highways from Uyuni to Huancarani 
and Potosi to Uyuni; supply of electricity to the region of more than 30 megawatts; gas duct 
to Uyuni and Rio Grande (most likely from Tarija); augmenting the current capacity of the gas 
~uct to Potosi; construction and extension of the railway to the lithium pilot plant; freshwater 
catchment and the treatment of water with high salinity; radio bases in two municipalities near 
the lithium project; and the construction and putting into orbit the telecommunications satel
lite "Tupak Katari" (Corporaci6n Minera de Bolivia 2009). In addition to this list, two projects 
that are central to our analysis here include a potassium chloride production plant and a lithium 
carbonate plant, both of which are built in the southeast corner of salar, which experiences the 
highest levels of inundation and had already been identified as the area with the highest lithium 
concentrations in the 1970s. 

The lithium concentrations/inundation link is no longer the most important one with 
respect to flooding. The value of lithium related infrastructure and the potential damage to it 
by periods of inundation are brought together as a potential concern in periods of flooding. 
"Uyuni, at 12,000 feet above sea level, is a region largely forgotten by previous governments. 
There are a few secondary roads and an old rail line, both of which wash out in periodic flood
ing. Virtually everything will have to be built from scratch and skilled personnel will need to 
be recruited from outside the area" (Mares 2010: 15). Many critics of the project question 
whether the massive infrastructure to be built would be functional due to regular inundation 
of the salar: "Seasonal flooding of the salt flats slows the evaporative process in the pools rela
tive to the evaporation rate at competing sites ( 40 percent of the rate at Atacama) and thus 
contributes to higher costs" (Mares 2010: 15).The inundation-lithium-infrastructue relation has 
become "a very serious problem not only for the aspirations of ... Potosi, but for all the expec
tations that lithium has created" (Proyecto de Litio 2011). In the particular arrangement of 
agents, actants and forces entailed in the environing processes in the region means that techno
scientists, government officials, and local inhabitants are forced to consider flooding in terms of 
the actual and potential infrastructure destroyed by it. Flooding has economic costs and impli
cation for economic competitiveness. 

By 2010, the nineteen million dollars invested by the GNRE, through a loan from the 
Central Bank of Bolivia, has been materialized and spatialized on the surface of the Safar de 
Uyuni in the form of two processing plants and some three hundred plus hectares of dikes built 
from compacted salt and lined with impermeable geotextile. This situates the force of inunda
tion in terms of the potential damage to the evaporation pools, roads, vehicles, processing plants, 
as well as the slowing of the evaporation process, dilution of the brines, etc. "Flooding" becomes 
effectively an arrangement of agents (engineers and officials from the GNRE), actants 
(sampling programs and built infrastructure), and the force of inundation. In turn, the landscape 
of the salar, its lithium, and its flooding become inseparable from human constructions and 
material infrastructures. 

Where~ the flood? 

It is the boundary object oflithium that begins to draw agents together in the interpretation of 
the "force" of inundation in the safar. First, it is geologists who, through the practices of measuring, 
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sampling, and monitoring the conditions of the evaporite processes of Uyuni, begin to situate 
inundation in terms of identifying the "causes" of concentrations of lithium in particular places 
(which began as a concern of sedimentologists, and geochemists). Second, and some three decades 
later, the event of the "flooding" of the salar comes under a different arrangement, one that 
includes a threat to the state's construction of a lithium project and the cost of the destroyed infra
structure tied to Bolivia's "natural resource." Inundation as a "force" of nature, is no longer just 
this raw fact, if indeed it ever was. That there is no mere "natural fact" that simply appears as the 
capriciousness of the forces of nature, or non-designed materialities, is a particularly potent illus
tration of the ontology of the enviro-state. All "real raw facts" come under a meaning given to 
them by their entrance into the complex relationality of environment and state, where their 
meaning is presented in a metric of their effects, and often in the register of costs, and caught in 
the interplay of particular arrangements of agents, actors and forces. The environing of the region 
is ongoing, resulting in greater and greater entanglement of "the environment" and "the state." 
The technoscientific dimensions, and the networking of technoscience and governance around a 
boundary object, are the same as in the cases oflreland and California. But in Boliva the techno
governmental aspects of the regime of governance are being articulated with the vision of a new 
pluri-national state, one that nlight differ substantially from modern, liberal states in terms of the 
conception and distribution of resources, rights, and territory. 

Conclusion 

We have argued against the idea that the state is an actor that stands apart from the environment. 
A state that acts relative to the environment makes sense if one views the state as a regime with 
a head in the sense of Hobbes' Leviathan. But with the development of the technoscientific state 
over the last three centuries we see the emergence of an array of relationalities that constitute 
regimes of governance, and which cut across what are considered state and society, state and 
economy, and state and environment. Various boundary objects such as land, infrastructure, 
people/bodies, water, forests, lithium, and others serve as nodes around which these relationali
ties are formed, relationalities that are discursive, organizational, and material. 

The image of the state one is left with after our analysis is a gathering, an assemblage, an 
actor-network, in short a "thing." It is a thing assembled from human and non-human, from 
the natural and artificial, though it confounds these very distinctions. To use Haraway's term, it 
is a cyborg (1985). The .point is not that it simply is a cyborg, but that its fundamental charac
teristic is a generative one. It is designed for relentless growth, hence the concept of an organic 
engine. This is the ontology - or one of them - of the technoscientific state. It is always in 
process - it is never fixed in the sense of a "matter of fact." It is always contested and agitated, 
always a "matter of concern" (Latour 2004, 2008). At the heart of that concern, and its process 
of contestation, is the effort of various agents to establish particular accounts of the state, of 
nature, of the environment, of water, of lithium (and so on) over and above others. That is, 
human agents attempt to establish these complex things as simple matters of fact, though the 
facts of the matter vary with the aims of such actors. In this sense everyone so engaged, includ
ing the authors of this paper, participates in ontological politics. 

Though the cases of Ireland, California, and Bolivia are in many respects very different, we 
argue that in every case one can discern a process of environing, of surrounding and penetrat
ing that which surrounds. The result is what we call the "enviro-state," a concept that moves 
beyond the regulatory state idea embodied in the notion of an "environmental state" (Mol and 
Buttel 2002). The latter conceptualization maintains the macro distinction between an actor
state and an external environment (often synonymous with "nature"). While this 
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conceptualization has, and can continue to facilitate actions to create new regimes of gover
nance aimed at protecting a conceived external environment, it fails to recognize how the very 
successes of such efforts result in even more complex relationalities and entanglements that 
evade its conceptual grasp. 

We believe our argument is generalizable because it is rooted in an understanding of the 
character of the new science that developed in the seventeenth century, and has been sinlllarly 
mobilized and networked within modern political regimes. The new science was characterized 
by powerful technologies of inquiry that permitted material engagements with a nature 

1 
conceived as external to culture: it was "engine science." But the new science was itself a new 
set of cultural values that aimed at creating an "empire of man over nature." As such, nature 
became more rather than less political. A new ontological politics was born that both separated 
nature from "man" and reconceived nature as something to be known and exploited. The 
invention of political economy, the development and use of political "instruments" to expand 
wealth and aggrandize "the state," was part and parcel of the new science. It was never simply 
about knowing nature. It was about controlling and exploiting "it." But in the process regimes 
of governance were created that undermine any simple distinction between the state on the 
one hand and the environment on the other. In an important sense, at least in the context of 
the modern technoscientific state, the state is the environment, and the environment the state. 

We would like to finish with a simple example of the apparent contradictions that follow 
from the formation of the enviro-state: the way environmental protection has been integrated 
into existing engineered systems. In the case of California, wildlife refuges have been created 
within the engineered flood plain. For instance, in the nliddle of the Sutter section of the 
Sacramento Valley flood bypass one finds an 11,000 acre "wildlife habitat refuge." The 
Sacramento National Wildlife Refuge Complex website explains that 90% of California's 
wetlands are gone, and that new wetlands "cannot be created naturally" (alongside a picture of 
a bulldozer in a "marsh"). At another point it states that the wetland in all five of the complex's 
refuges are "almost entirely manmade." Thus the scientists/officials of government are them
selves aware of the inconsistencies in the idea that a "wildlife" area is built into an engineered 
landscape that is held together by governing discourses and organizations. Eco-fenlinist Carolyn 
Merchant provocatively argued that the scientific revolution brought about the "death of 
nature."When discourse and theory reduce "the environment" to "nature," are we also forced 
to speak of the death of the environment? The alternative, which we are arguing for, is to recog
nize that "the environment" is hybrid, built, and governed. There is no outside of it, and it has 
no existence outside the complexes of human agents, actants, forces, and the regimes of gover
nance and environing processes from which it has been engineered. 
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Invisible Production and the 
Production of Invisibility 

Cleaning, maintenance, and 
mining in the nuclear sector1 
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Large-scale disasters have become privileged sites for STS analysis. Bhopal, Chernobyl, the 
Challenger, Katrina: such catastrophic events reveal the fissures of our technopolitical regimes, 
the fallacy of the nature-culture divide, and the power relations that shape and are enacted by 
our infrastructures. They offer particularly propitious places for exploring scalar shifts and slip
pages. Disasters transport us from 0-rings and reactor instrumentation panels to structural 
secrecy in sociotechnical systems, and from those systems to problems of planetary pollution 
and human security. Along the way, we trace the tendrils of sociotechnical systems in order to 
disrupt notions of center and periphery; we hop through geographic and temporal scales; we 
see social dynamics and technopolitical relationships that might otherwise remain invisible. In 
short, disasters allow us to observe "the world in a machine."2 

So too with the hydrogen explosions at the three Fukushima Daiichi nuclear power plants 
in March 2011, which launched one of the largest disasters in industrial history. Nearly two 
years after the explosions, radioactive fish with levels of contamination up to 2500 times the 
legal limit offered evidence of ongoing radioactive leaks. Conservative estimates judge that 
"cleaning up" the mess- to the. extent that this is even possible- will take four decades and 
cost more than $125 billion. Along the way, thousands of workers will be exposed annually to 
levels of radiation well in excess of 20 milliSieverts, the maximum limit recommended by the 
International Commission for Radiological Protection (ICRP) for normal working 
conditions. 

At one level, of course, working conditions in the three devastated reactors are anything but 
"normal.'' By definition, states of emergency entail a suspension of the ordinary, a breach of 
normal rules. In the nuclear sector, this eventuality has been codified: ICRP recommendations 
allow for higher exposures during post-accident recovery operations. At least half of 
Chernobyl's roughly 700,000 "liquidators" were exposed to 100 milliSieverts of radiation, and 
many received far higher doses. 3 Drawing legitimacy from such precedents, immediately after 
the accidents the Japanese government raised exposure limits for workers to 250 milliSieverts, 
and for the general public from 1 to 20 milliSieverts. Widespread outrage ensued: citizens and 
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experts loudly denounced the fact that infants were being permitted radiation exposures equiv

alent to the ICRP maximum for industry workers. 
Outrage rapidly focused on the dysfunctions that had enabled the reactors accidents. The 

Japanese public and its political representatives instinctively understood the observation that 
disaster experts have made time and again: states of emergency may be exceptional, but they 
also reveal the ordinary (mal)functioning of a society and its institutions. The 2012 Japanese 
parliamentary report on the reactor accidents, for example, locates their roots not in the earth
quake and tsunami, but rather in the social, political, and technological relationships that 

structured Japan's nuclear industry. 4 

This chapter takes the aftermath of the Fukushima accidents as the starting point for an 
exploration of work and workers commonly considered marginal to technoscientific enterprise, 
and proceeds through a series of spatial and temporal shifts. We begin with the contract work
ers hired to "clean up" the exceptional mess in Japan. We then move back in time and across 
oceans, to consider the subcontractors hired to conduct ordinary reactor maintenance and refu
eling in Japan, France, and elsewhere. Maintenance is the unseen, de~idedly unspectacular work 
essential to keep any technological assemblage working - work so invisible and unglamorous 
that most scholars avoid studying it, preferring instead to focus on acts of creation and construc
tion. Without these workers, sociotechnical systems could not function: they may be socially 
marginal, but they are technopolitically central to the production of nuclear power (and all 

other industries). 
In nuclear and other systems, subcontracting has consequences for occupational health, as 

well as for transnational knowledge production (about the effects oflow-level radiation expo
sure in the nuclear case). Contemplating these consequences, in turn, takes us to another 
apparently peripheral part of the global nuclear industry: uranium production. After a quick 
comparative consideration of knowledge production about the dangers of radon exposure in 
mines, we land in Gabon. The final empirical section of the chapter examines labor and occu
pational hazards there, including the efforts of Gabonese mineworkers to make themselves and 

their illnesses visible on the global technoscientific stage. 
(In)visibility is a central theme of this chapter. It seeks to make visible labor that - by virtue 

of its unexciting nature or (apparently) peripheral location - often remains hidden in our 
accounts of technoscientific work: ordinary maintenance, African mining. The chapter also 
considers how the hazards of this labor are rendered invisible. Although radiation lends itself 
particularly well to expioring this theme, social science work on occupational and environ
mental illness has shown that all contaminants require complex, technoscientific infrastructures 
to become visible and actionable. 5 Instruments, labor relations, scientific disciplines, expert 
controversy, and lay knowledge combine to create what Michelle Murphy has called regimes 
of perceptibility - assemblages of social and technical things that make certain hazards and 
health effects visible, and leave others invisible. 6 While this chapter confines itself to the nuclear 
industry, therefore, many of its themes - contract labor, the transnational distribution of danger, 
the regimes by which industrial hazards become (im)perceptible - resonate for other techno

scientific endeavors, and other sociotechnical systems. 

The Fukushima cleanup 

At this writing, more than 24,000 men have engaged in cleanup and decontamination work 
following the meltdowns of the three reactors at Fukushima Daiichi. The vast majority of these 
people sign up out of sheer economic necessity. They are subcontract employees, recruited 
through nationwide temp agencies, among local residents rendered unemployed by the disaster, 
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and among the thousands of day laborers who eke out an existence in the notorious slums of 
Japanese cities. As one contract worker observed, "If [day laborers] refuse, where will they get 
another job? ... I don't know anyone who is doing this for Japan. Most of them need the 
money."7 

Over the course of the three years following the accidents, media reports began to focus on 
the murky hiring practices that recruited workers for the cleanup. The longstanding relation
ships between yakuza (organized crime) groups and the nuclear industry received special 
attention. Suzuki Tomohiko, a journalist who went undercover as a cleanup worker, reported 
fhat the Tokyo Electric Power Company (TEPCO) had explicitly asked a yakuza-affiliated 
recruitment company for "men who [were] expendable."8 Yakuza leaders, in turn, saw the 
nuclear industry as safer and a more reliable source of revenue than drugs. In the words of one 
boss interviewed by Suzuki, 

Nukes are a cash cow for us. A steady source of income. Once they're up and running, 
they just keep on giving. We can get by on only the one line of work. Never have to dirty 
our hands with meth. Because I really hate drugs. I'd rather wear construction boots than 
get into the pharmacy business. From your perspective in the broader society, nukes come 
with a whole treasure chest of taboos, but that's exactly what makes them such a horn of 
plenty for us in the underworld.9 

In May 2012, the Fukushima prefecture police arrested a yakuza boss for dispatching gang 
members to the cleanup site. According to Suzuki's report, however, the role of yakuza in 
nuclear operations went much deeper than simple recruitment: they had been present at some 
plants from their inception, for example, by arranging power company payoffs to local fisheries 
in exchange for their support in reactor siting decisions. 

A survey of cleanup workers conducted by TEPCO in late 2012 found that almost half had 
been hired under circumstances that violated Japanese labor laws. Not all of these recruitments 
involved organized crime. But the murky hiring practices left workers vulnerable to abuse. 
Some never received written contracts. Others had their allowances - allocated for living 
expenses, or for dangerous work- siphoned off by their employers. One of the most common 
violations involved disguising a worker's actual employer: a man might be hired by one subcon
tractor, only to receive his instructions and pay from another. 

One effect of such practices was to dilute - or simply eliminate - responsibility for worker 
safety. Who ensured that workers did not receive excess radiation exposures: the company with 
which they signed a contract (assuming a contract even existed), or the company that issued their 
instructions? Who kept track of the total dose accumulated by any given worker? One quarter of 
the surveyed workers did not receive reports of their radiation exposures from their employers. 

Clearly, then, there was a huge gap between principle and practice. In principle, cleanup 
workers - regardless of their employer - were issued with protective clothing and dosimeters. 
These were checked at the end of each shift. When a temp worker reached his exposure limit, 
he was to be assigned to a different post. More commonly, however, temp workers simply lost 
their jobs when they reached the limit. No surprise, then, that some occasionally chose to leave 
their dosimeters in a corner in order to prolong their employment. Subcontracting companies, 
meanwhile, shifted the economic pressures that they experienced onto their employees. In one 
documented case, a supervisor ordered his team to make lead-lined cases for their radiation 
detectors, so that these would register lower doses. 

The physical environment onsite only aggravated such problems. In the two weeks follow
ing the accidents, some 40 percent of these cleanup workers did not wear radiation monitors, 

355 



Technoscience at work 

because most of the 5000 devices that could have been made available were washed away by 
the tsunami. Two years later, many parts of the reactors remained impenetrable. 

The devastation caused by the earthquake, tsunami, and hydrogen explosions continues to 
make the work environment unpredictable. Considerable engineering effort has gone into 
designing robots that can operate in highly radioactive environments. So far, however, even the 
best model can only be used for reconnaissance: if it falls, it needs human help to get up. 

It's tempting to dismiss these working conditions as the unfortunate but inevitable fallout of 
an extraordinary event. The working environment at Fukushima Daiichi certainly has many 
unique aspects. But as the small handful of scholars and activists who have studied labor in the 
nuclear industry have shown, the social and technological relationships that shape that envi
ronment have a long history. 1o This history must be apprehended on several scales 
simultaneously, from the apparently "global" scale at which radiation exposure limits are nego
tiated to the local practices that enact (or violate) those limits. 

A short history of a "global" number 

A few months after the reactor accidents, the Japanese government brought radiation exposure 
limits for nuclear industry workers back down to the "normal" level of 50 milliSieverts per year. 
The change was in part a response to public outrage, and in part a means of claiming that the 
radiation situation was "under control." Even this "normal" limit, however, was controversial. 

Let's take a quick look at its history. 
The International Commission for Radiological Protection is an international non-govern

mental organization that dates back to 1928, when it was founded by physicists and radiologists 
seeking to define limits for their own occupational exposures. After World War II, the ICRP's 
membership grew, its aims broadened, and it began issuing recommendations on permissible 
radiation doses in all manner of occupations. 11 Other institutions with interests in radiation 
protection included the International Labor Organization (ILO), the International Atomic 
Energy Agenc-y (IAEA), and the United Nations Scientific Committee on the Effects of Atomic 
Radiation (UNSCEAR), which was tasked with collating and analyzing all available data on the 
biological and environmental effects of ionizing radiation. In principle, the division oflabor had 
UNSCEAR collating scientific data, the ICRP articulating the "fundamental philosophy" of 
radiation protection in the form of quantitative and qualitative reconm1endations, and the IAEA 
and the ILO developing "codes of practice."12 As is the case with most institutions that claim 
"global" legitimacy, however, all these organizations lacked enforcement powers. They produced 
knowledge and prescriptions that claimed universal purview, but only national authorities were 
empowered to translate reconm1endations and codes into legal limits and regulatory structures. 

In the 1970s, the ICRP enunciated a principle meant to guide work practices in all nuclear 
facilities: ALARA, the recommendation that at all times doses be kept As Low As Reasonably 
Achievable. ALARA was conceived as a guideline for policymakers in the face of ongoing 
scientific controversy. By the 1970s, most international experts subscribed to the linear no
threshold hypothesis, which held that there was no such thing as a "safe" dose of radiation: all 
exposure had some harmful biological effect. But some still clung to the threshold hypothesis, 
which held that radiation exposures below a certain level had no discernible effect upon human 
organisms (and which nuclear operators found much more palatable). In light of mounting 
evidence, the ICRP adopted the linear no-threshold model as its working hypothesis. But it 
did not go so far as recommending that all nuclear operations cease. 

Instead, the ICRP sought a way to resolve the fundamental tension between the linear no
threshold model and industrial use of nuclear energy. Noting that no industry operated under 
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perfect safety conditions, the ICRP proposed ALARA as a means of keeping the hazards of 
nuclear work comparable "to those that are accepted in most other industrial or scientific occu
pations with a high standard of safety."13 Maximum limits ensured that no worker would receive 
radiation exposures known to have "deterministic effects" (in other words, exposure levels 
which demonstrably caused immediate health problems). The limits also sought to minimize 
the "stochastic effects" oflow-level exposure (in other words, radiation levels which sometimes, 
in some people, induced cancers decades after the exposures). Because radiation affects tissues 
differently - reproductive or blood-forming organs are more susceptible to radiation damage 
1han muscle, for example - different organs were assigned separate exposure limits. The cumu
lative, whole-body dose limit was set at 50 milliSieverts. 

Acknowledging that there was no safe threshold, the ICRP stressed that its recommended 
limits were "boundary conditions for the justification and optimization of procedures rather than 
. . . values that should be used for purposes of planning and design. " 14 In other words, employers 
shouldn't plan for workers to absorb maximum permissible doses. The existing limit should be 
the outer boundary, the limit of acceptability. The "as low as" part of the ALARA principle 
enjoined the industry to keep exposures well under the limit at all times. At the same time, the 
"reasonably achievable" part of ALARA offered a way to calculate the amount of money spent 
on radiological protection: the cost of preventing deaths from exposure should compare to that 
spent per life "saved" in other industries. 

In 1990, a review of new research on the biological effects oflow-dose exposures prompted 
the ICRP to lower its whole-body occupational limit from 50 milliSieverts to 20 milliSieverts. 
Previously, the ICRP had considered only fatal cancers and two generations of hereditary 
effects in its calculation. The new limit took non-fatal cancers into account. 

The ICRP has never had regulatory power, however. It can only produce recommendations. 
Nations set their own limits. These do not necessarily match ICRP guidelines (for reasons rang
ing from controversy over the science to industry pressure). Thus, more than two decades after 
the ICRP lowered its recommended limit to 20 milliSieverts, the annual threshold for U.S. and 
Japanese radiation workers remains at 50 milliSieverts. 

Ordinary maintenance 

Specific limits aside, most national nuclear regulatory agencies officially embrace the ALARA 
principle. "Reasonably achievable," however, is an elastic concept, one that inherently blends 
cost and risk mitigation. The ICRP itself calls for balancing the minimization of average expo
sures against total expense, and encourages power plant operators to apply "optimization" 
principles to radiation protection. Subcontracting reactor maintenance offers operators one 
route to such optimization. 

Electric utilities seek maximum technological control over their operations, to ensure that 
power plants run smoothly, customers get their electricity, and profits get made. But reactors are 
extremely complex installations. Even during normal operations, circumstances cannot be 
predicted and planned to the last detail. As Constance Perin and Pierre Fournier show in their 
ethnographies of work in U.S. and French nuclear reactors, small glitches can have big conse
quences. For example, an unlabeled circuit breaker can lead an exhausted technician to cause 
a reactor circuit to trip, costing the electric utility millions of dollars in lost production. When 
unexpected events occur, the culture of control that undergirds reactor design and operation 
can impede improvisation, undermining the human capacity to react in real time. Sometimes, 
this leads to the very accidents that control procedures are designed to prevent.15 Reactor main
tenance operations are designed, among other things, to minimize such unexpected events. 
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Ordinarily, reactors need to be shut down every twelve to twenty-four months for refuel
ing and maintenance. These shutdown periods are known as outages. During these times, spent 
fuel is removed from the core and new fuel is added. Outages also offer crucial opportunities 
to inspect, clean, and repair valves, pipes, steam generators, electrical systems, control panels, and 

other reactor components. 
Radiation affects inert materials as well as biological organish1s. The older the reactor, the 

more corroded and fragile its components, and the more radioactivity they emit. Maintenance 
thus gets more onerous, time-consuming, costly, and dangerous over time. In the "hottest" parts 
of a reactor, even wearing the most effective possible protection gear, an employee can poten
tially absorb a significant proportion ofhis yearly dose (whether that be 50 or 20 milliSieverts) 
in a few minutes of maintenance work. In addition, reactors go offiine when they are shut down 
for maintenance. Today, reactor outages cost well over $1 million a day. There are thus strong 

incentives to get through maintenance procedures quickly. 
The subcontracting system that currently governs clean up at the Fukushima plants was 

originally conceived in the early 1970s, as a means of managing the labor requirements and 
radiation exposures imposed by reactor outages. 16 Utilities hire subcontractors, who divide 
maintenance operations into smaller units, for which they in turn hire other subcontractors, 
who hire others ... and so on, for a total of eight levels of subcontracting. The hierarchy serves 
to spread radiation exposure over a large number of workers, and thereby comply with regula
tory limits on the maximum exposures of individuals. Operations begin with workers at the 
bottom of the hierarchy, who are sent to decontaminate work sites in the "hot zone." They 
scrub instruments, pipes, floors, walls: basically, any place or piece of equipment that will require 
repair or intervention. This decontamination work gives the skilled employees who perform 
the actual equipment maintenance more time to do their jobs. In principle, this "management 
by dose"17 ensures that no one individual receives more than the mandated annual maximum. 

Since the beginning of Japan's nuclear industry, the bottom levels of the subcontracting hier
archy have been populated by unskilled, temporary workers. In a brief study published in 1986, 
Yuki Tanaka Feported the early involvement of yakuza syndicates in labor recruitment: "In the 
worst cases, Yakuza members use[ d] intimidation to get workers to go to nuclear P?wer plants 
in order to make up the numbers required during regular inspections." Whether or not they 
had been recruited by gangs, those at the bottom of the hierarchy were all "unskilled and 
comparatively older workers." Tanaka described this population as follows: 

There are ex-miners who lost their jobs at coal mines because of the drastic change in the 
government energy policy, day laborers from Kamagasaki and Sanya, discriminated against 
buraku people (similar to untouchables), farmers away from their homes during the slack 

season, and local retired workers. 18 

Day laborers thus served as "radiation fodder." Subcontractors worked them to the limit of their 
allowable exposure, then let them go (until the next time). Employees in the upper echelons of 
the subcontracting hierarchy, by contrast, were generally technicians and skilled workers whose 
companies specialized in nuclear power plant maintenance. These were salaried employees, and 
over the years they built up considerable expertise in reactor maintenance. In some sense they 
too served as radiation fodder; subcontracting at all levels minimized the exposures of full-time 

utility workers. 
Efforts to make Japanese subcontractors' working conditions visible began in the late 1970s, 

with the publication of two memoirs written by men who had worked at different levels of the 
system. Both described the onerous physical constraints imposed by working in highly 
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radioactive environments. Both made clear that all too often, workers chose - or were pressured 
-to remove protective equipment or bypass safety procedures in order to speed up their jobs. 
As sociologist Paul Jobin recounts in his recent work on Japanese reactor maintenance, efforts 
to unionize these workers were spearheaded by photographer-activist Higuchi Ken'ichi, whose 
powerful photos captured the experience of those at the bottom of the hierarchy. 19 Those 
efforts met with no success. 

Jobin reports that since 1991, Japanese Labor Standards Offices (under the authority of the 
Ministry of Health and Labor) have granted compensation for radiation-induced cancers or 
~eukemias to no more than six workers, or, in posthumous cases, their families (eight others died 
of acute radiation after the accidents at Tokaimura in 1999, and Mihama in 2004). Some of 
these cases benefited from extensive publicity through court litigation and support from civil 
society organizations. In other cases, families insisted on keeping their names secret because 
they "feared opprobrium from the company or the community ... it's not well viewed to be the 
parent of an 'irradiated' [person] ."2° 

Although these compensation cases seem to offer hope, their number is tiny compared to 
the total number of Japanese nuclear power plant workers, which topped 80,000 in 2009 
according to the figures cited by Jobin. Nearly 90 percent of all labor in Japanese nuclear power 
plants since the late 1980s has been subcontracted. During any o11e job, subcontracted workers 
have received two to three times the annual radiation dose absorbed by utility employees. That's 
assuming that dosages were recorded honestly. Mr. Yokota - a decontamination worker who 
subsequently headed a small radiation protection company, which catered to subcontractors, 
and then fell prey to cancer- gave Jobin a step-by-step description of how he had contributed 
to falsifying records. In the course of one interview, Mr. Yokota produced the "no anomaly" 
stamp he'd used to fake medical reports in cases where the annual occupational health visit had 
revealed abnormal blood results signaling the possible beginning of cancer or leukemia. 

The use of temporary workers to manage reactor outages is by no means limited to Japan. 
In the U.S., workers who dive inside highly radioactive reactor steam generators during main
tenance outages are known as "jumpers," "glow boys," or "sponges." A single intervention can 
expose them to one-quarter of their yearly allowable dose: after four jobs, they are" cooked out 
of work" for the year. Some are temporary workers; others are employees of firms that special
ize in outage services. 

Similar approaches guide maintenance throughout the European nuclear industry. France -
which depends on nuclear power for at least three-quarters of its electricity every year- adopted 
the Japanese system in the late 1980s. In her vivid account of French "nuclear servitude" (a term 
used by the industry itselfj, sociologist Annie Thebaud-Mony found that subcontracted labor 
accounted for 80 percent of total radiation exposure in French nuclear plants. Invoking the rem 
(Roentgen equivalent man), an older unit of radiation exposure still used in everyday speech, 
French reactor maintenance workers drily refer to themselves as "rem beasts" or "rem meat." 
Many live a nomadic life, moving from reactor to reactor all around the country. They rarely 
make more than minimum wage, so although they receive (minimal) housing allowances, many 
prefer to maximize their revenues by living out of their vehicles. For years, their temporary status 
excluded them from the powerful labor unions to which most French utility workers belong. 

Invisibility and ignorance 

A major consequence of the subcontractor employment system is invisibility- of worker expo
sures, of occupational diseases, of the true collective dose generated by nuclear power plants, 
and of maintenance failures. Let's briefly address each of these elements in turn. 
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Greater, and unrecorded, exposures. As we saw for some of the Fukushima cleanup 
crew, workers sometimes see a short-term financial incentive in abandoning their dosime
ters for certain jobs, so that their radiation exposures are not officially recorded. This 
prolongs their employment, but it also increases their doses. While the practice is currently 
most prevalent among temporary workers, historically it has not been unique to this popu
lation. In the early decades of the French nuclear program, for example, abandoning one's 
dosimeter could be a sign of dedication and virility.21 

2 Illnesses don't become "occupational disease." Subcontract workers are often 
dubbed nuclear gypsies (in Japan) or nomads (in France) because they move around from 
workplace to workplace, living out of trailers. This intense mobility makes it very difficult 
to maintain accurate annual or lifetime exposure data. Many severe health problems thus 
never get recorded as "occupational disease." Workers rarely benefit from compensation, 
because their diseases cannot be linked to past exposures in ways that are scientifically or 
legally persuasive. Kept out of labor unions, they do not have access to structures that 
might help them change these conditions. 

3 Collective dose. Each year, nuclear plants report the sum total of doses absorbed by all 
their employees, a figure known as the "collective dose" of a plant. This figure is used as an 
indicator of the overall working conditions at the plant, and contributes to assessments of 
its overall safety record. But utilities don't include the exposures of subcontracted workers 
in their data.22 That, in turn, means that data for any given nuclear power plant vastly 
under-reports the true collective dose (i.e., the total exposure received by the sum ofboth 
utility and subcontract workers). 

4 Maintenance failures. Unlike full-time plant employees, even the most skilled contract 
workers do not have daily experience operating a reactor, or daily contact with its equip
ment and instrumentation. The low social status of contract workers, furthermore, makes 
it difficult for them to report irregularities they might notice. This situation has been linked 

to maintenance failures in both France and Japan.23 

These layers of invisibility compound each other, and contribute to the invisibility of the labor 
itself. This matters not simply for individual workers and their struggles, but also for "global" 
scientific knowledge production. For example, an international epidemiological study on the 
relation between radiation exposure and cancer conducted between 1990 and 2005, which 
surveyed 400,000 nuclear industry workers in 15 countries, didn't include subcontracted main
tenance workers. The majority ofpeople working in French and Japanese nuclear power plants, 
which provided two of the largest population samples, were therefore excluded from the 

study.24 

Local invisibilities thus scale up into global ones. Indeed, the absence of maintenance work
ers from the data feeding scientific knowledge production on radiation effects offers a textbook 
case of what historian Robert Proctor calls agnotology: the "conscious, unconscious, and struc
tural production of ignorance." Proctor and others have shown that ignorance about 
occupational and environmental toxins is not always a mere absence of knowledge; it can be 
actively produced, sometimes by the very same processes that produce knowledge. As sociolo
gist Scott Frickel argues in this volume and elsewhere, the resulting "institutionalized 
ignorance" produces structures of"non-knowledge," akin to Murphy's regimes of (im)percep
tibility. Taken together, structures of knowledge and "non-knowledge" operate dialectically to 
shape possibilities for social and political action. 25 
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Uranium production and the mechanisms of invisibility 

Reactors form the technopolitical core of today's nuclear industry, its economic raison d1etre. 
They are fueled by uranium, whose fission produces both electricity and radioactivity. While 
uranium lies at the material core of the nuclear power industry, its production is widely seen as 
lying on the industry's technopolitical periphery. Consider uranium mining in Africa. During 
the Cold War, six African countries- South Africa, Namibia, Gabon, Madagascar, Niger, and 
Congo- together provided between 20 and 50 percent of the capitalist world's uranium. Much 
like the maintenance employees who keep reactors running, the African workers who toiled in 

1 these mines have been largely absent from the scientific studies (and historical narratives) of the 
"nuclear age." 

It's tempting to explain these absences by invoking colonialism, global inequalities, and capi
talist exploitation: that, at least, is how the (small number ofj NGOs that have attended to 
African uranium have framed their explanations.26 There's no question that patterns of inequal
ity contribute in fundamental ways to the broad-scale invisibility of African uranium workers 
and their exposures. But invoking grand social forces does not actually explain very much, not 
the least because inequalities were configured differently in colonial and postcolonial Gabon, 
for example, than in apartheid South Africa. We must understand not just the invisibility, but 
also its ongoing consequences for the production of knowledge and ignorance, and for the lives 
and health of workers. Even a quick overview of the mechanisms of invisibility requires us to 
invoke multiple spatial, temporal, and analytic scales. 

Rendering radiation perceptible 

Consider one of the primary occupational hazards for uranium miners: radiation exposure. 
Uranium naturally decays into radon, a radioactive gas that in turn decays into a variety of other 
radioactive substances known as radon daughters. These decay processes release radioactive 
alpha particles, which miners inhale. The alpha particles remain lodged in their lungs, and some 
(but not all) miners develop lung cancer anywhere from ten to thirty years after exposure. 
High-grade mines can also present high levels of gamma radiation, exposure to which can lead 
to leukemia and other types of cancer, as well as produce genetic effects that carry forward to 
future generations. 

At one level this etiology might seem straightforward, especially considering that lung 
disease among workers in uranium-rich mines has been documented since the sixteenth 
century, when Paracelsus and Agricola attributed lung ailments among miners in the 
Schneeberg district of Saxony to the inhalation of metallic vapors. After the symptoms were 
linked to malignant tumors in the late nineteenth century, "Schneeberg lung cancer" was listed 
as an occupational disease. In the 1920s, researchers began to suspect inhaled radon as the trig
ger. One study published in a U.S.journal in 1937 reported that lung cancer had killed some 
30 percent of autopsied uranium miners. In 1940, the new Nazi administration in Karlsbad 
issued regulations governing radiation exposure in the uranium industry. 

After World War II, however, when superpower enthusiasm for atomic bombs sparked a 
uranium boom, the dangers of radon exposure quickly became invisible in the U.S. A small 
handful of scientists in the U.S. Atomic Energy Commission (AEC) and the Public Health 
Service (PHS) did express concern about radon levels in the uranium mines of the Colorado 
Plateau. But the AEC refused to monitor radon or radiation levels in the mines, despite being 
the sole legal buyer of the ores they produced. AEC administrators insisted that the mines were 
not special, nuclear workplaces, but rather ordinary worksites that could be regulated by state-
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level mining bureaus. State bureaus, however, had no radiation expertise. The mines were run 
privately - sometimes on a shoestring, by speculators. The PHS launched a massive study of 
radon exposure on the mines, but operators would only let project staff take readings if they 
kept their true purpose hidden from the miners. This meant that workers were not given 
portable dosimeters; instead, PHS scientists placed radiation detectors in mine shafts and calcu
lated average exposures from these instrument readings. These averages were then correlated 
with evidence from medical records and clinic visits. By 1963, the PHS study offered epidemi
ological evidence for excess lung cancer among miners, who still knew nothing of this 
occupational danger. The AEC refused to increase the price it paid for ore in order to fund radi
ological protection in the mines; the number of excess cancers reached into the hundreds. 
Nevertheless, for decades the mining industry- and the AEC- insisted that these cancers came 
from smoking, or from the negative synergistic effects of smoking and mining. Not until 1990, 
did the U.S. government officially recognize the health hazards of uranium mining on the 

Colorado Plateau. 27 

In France, regimes of perceptibility were constructed differently. Unlike the U.S., where 
uranium mines were privately run, in France most uranium mines were operated directly by 
the state via its Conmussariat a l'Energie Atomique (CEA). Whereas the U.S. AEC refused to 
monitor radiation in nunes, CEA radiation protection experts monitored radiation and radon 
levels in French uranium nunes from the 1950s onward. Workers were issued portable dosime
ters, whose readings were supplemented by ambient instruments. In principle, CEA radiation 
protection officers could order nune superintendents to remove workers with excess expo
sures.2~ All told, they developed extensive infrastructures to make radiation in French mines 
perceptible, and to generate employment records that included individual radiation exposures. 

Making radon perceptible, however, is not the same thing as making illness visible. The CEA's 
expertise lay in health physics and other aspects of radiation exposure and protection. Using 
animal experimentation, for example, CEA experts had proved to their own satisfaction that 
radon exposure caused cancer independently of negative synergistic effects with tobacco 
consumption.· Assunung that animal experimentation (and related research on how different 
organs responded to radiation) provided definitive guidelines for setting exposure thresholds, 
they worked to keep worker exposures under those thresholds and produced extensive data sets 
on radiation levels in French nunes, but for decades they failed to do any epidemiological 
follow-up. The question of whether exposure levels under the official threshold might have 
health consequences co~ld not be answered with French data. 

Americans constructed an epidenuological regime of perceptibility, while the French 
constructed a dosimetric one. Both produced knowledge, but both also produced ignorance. 
Although these experts read each others' work, debated in conferences, and deliberated 
together in ICRP and IAEA comnuttees, the knowledge generated in one country did not 
readily travel to the other.2'~ In fact, the knowledge-generation mechanisms put in place by the 
CEA in France even had trouble reaching its nunes in Africa. 

Knowledge, ignorance, and social action 

In order to supply France's growing nuclear power program, the CEA and its affiliates operated 
uranium nunes in southern Madagascar during the 1950s and 1960s, eastern Gabon from the 
1950s until the 1990s, and northern Niger from the 1970s to the present day. Although radon 
and radiation levels were measured in some of these nunes, the data were used for managerial 
purposes rather than for health monitoring. An exanunation of radiation monitoring at the 
uranium mine in Mounana, Gabon illustrates the significance of this distinction. It also 
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demonstrates how the dialectical- and transnational- production ofknowledge and ignorance 
shapes the possibilities for social action.30 

From 1961, Mounana's first year of operation, nuneworkers wore dosimetric film-badges 
that measured their exposure to gamma radiation. These were collected monthly, and sent to 
France for processing. Radon levels were measured using ambient dosimetry: instruments were 
scattered around the mine shafts, and monthly averages recorded for each shaft. Thus, every 
month managers could produce a report on overall radiation levels. When these reports showed 
that a worker had exceeded his yearly allowance of radiation - which, depending on the levels, 
Fould occur in just a few months- he would (in principle) be moved to another post. In 1970, 
a new site director- frustrated by the expense of maintaining shafts under France's maximum 
pernussible levels - realized that the International Labor Organization used a different formula 
for calculating allowable thresholds than the French authorities. Applying the ILO formula to 
Mounana's environment led to a three-fold increase in the site's maximum permissible expo
sure. Overnight, the number of"over-exposed" workers dropped to zero, without their actual 
exposures changing. 

Mounana nuners were never informed about their precise readings - neither before nor 
after this change. Nor were radiation levels transmitted to the site's medical service. Radiation 
exposure, in other words, never became part of a worker's medical file. Nor did the radiation 
readings become part of the data sets which French radiation protection experts took so much 
pride in. 

Such absences multiplied across spatiotemporal scales. Whether in the 1960s or the 1990s, 
no Gabonese (or Nigeriens, or Malagasies) attended the endless meetings where the ICRP or 
IAEA derived limits, set standards, and developed codes of practice. In the early 1990s, an 
international group of epidemiologists reanalyzed data from the eleven existing studies of 
radon and lung cancer risk that covered miners in Australia, Canada, China, Czechoslovakia, 
France, Sweden, and the U.S. African exposures were excluded from reanalysis because they'd 
never existed as data in the first place.31 These systemic invisibilities thus penetrated, in deep 
and lasting ways, the efforts to produce universally applicable prescriptions and place-less 
knowledge. 

Nevertheless, it would be a mistake to portray Gabonese uranium workers as helpless. After 
the Mounana mine shut down in 1999, workers andarea residents grew increasingly suspicious 
about their health. Inspired by reports of Aghirin'man, an NGO concerned with occupational 
and environmental illness in active Nigerien uranium mines, a group of Mounana residents 
formed the Collectif des anciens travailleurs miniers de Comuf (CATRAM) in 2005. CATRAM 
demanded a health and environmental monitoring program along with a fund to disburse 
medical compensation claims from Areva, the French nuclear fuel cycle corporation that inher
ited responsibility for the mine's legacy in 2001. One member noted that Gabonese workers 
"did not, during their entire careers at the Mounana uranium mine, benefit from the attentive 
medical surveillance reserved for their expatriate colleagues. During their leaves in France, the 
latter systematically underwent hematology exanunations and cancer screening."32 Sick 
Mounana residents, by contrast, frequently did not know whether they had cancer or a differ
ent disease. 

As the Gabonese soon learned, screening had not immunized French expatriates against 
disease. The same year CATRAM formed in Gabon, a former French resident of Mounana 
formed her own advocacy group to seek compensation for expatriate workers who had since 
contracted cancer. She, in turn, enlisted three other French NGOs- with legal, radiation, and 
medical expertise respectively - to investigate the health and environmental legacy of uranium 
nuning in Africa. French, Gabonese, and Nigerien organizations joined forces, and sent teams 
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to Gabon and Niger. The Mounana team took independent environmental readings and 
surveyed nearly 500 former COMUF employees about their health and work experience.33 

Survey responses echoed narratives I heard in the course of my own historical research. The 
vast majority of workers reported no formal training on radiation or radon-related risks. At 
best, they learned about risks by word of mouth from other workers. Employees were not 
required to wear protective gear, and all work clothing was washed at home. As one former 
employee reported, "we were so unaware of the risks that we smoked and ate at the workplace, 
and since we never wore protective gloves, we ate and inhaled whatever was on our hands and 
in the air, [including] after maintenance operation[s] that left yellowcake powder suspended in 
the air."34 Employees did not receive reports of their radiation exposures. Everyone agreed that 
the Gabonese state had done nothing to monitor working conditions or occupational health. 
One former medical doctor testified that company clinicians had no training in uranium
related occupational health, and that the company's radiation protection division consistently 
refused to provide dosimetric readings to the medical division. 

Absent the ability to conduct full medical examinations, the NGO team's assessment of 
health outcomes couldn't be conclusive. One dear pattern emerged, however. Half of the 
surveyed Gabonese workers reported pulmonary distress, which also appeared (at least anecdo
tally) to affect their families disproportionately. Workers did testify to satisfactory medical 
attention during employment - even though, the report added parenthetically, "the doctor 
didn't have nuclear expertise and the nature of the examinations wouldn't have detected inter
nal contamination." After the site closed, Gabonese "felt abandoned" at the very moment that 
their health problems had become more severe.35 Back in France, eleven of the seventeen expa

triates surveyed suffered from cancer. 
In Paris in April 2007, the NGOs released their reports on Mounana and on Areva's mining 

operations in Niger. Areva responded by promising to install "health observatories" in both 
places.36 "Observatories" were a far cry from remediation and compensation. Discussions 
between Areva and the NGOs dragged on. A pair of documentaries shown on French televi
sion in 2009 taised the stakes. The first documented radioactive contamination produced by 
uranium mining in France itself; the second presented a visual accounting of the problems that 

NGOs had identified in Gabon and Niger. 
In June 2009, the medical and legal French NGOs announced that they'd reached an 

"unprecedented" agreement with Areva to form a "pluralist group" of experts to oversee the 
health observatories set up by Areva in Gabon, Niger, and elsewhere. The committee's tasks 
included defining protocols for data collection, analyzing the results obtained by all the health 
observatories, and making proposals to improve occupational and environmental health at the 
sites. Expressing skepticism about the prospect of prompt, effective remediation, however, the 
radiation-focused NGO declined to participate in a process that could legitimate Areva as a 
responsible corporate actor without producing real change. While the agreement laid out 
procedures for ensuring balance between Areva and the NGOs in selecting committee 
members and charting goals, no one sought to include local representatives on the pluralist 
committee or the health observatories, oversights particularly striking given how little 
Gabonese (or Nigerien) mineworkers trusted their governments. 

In the two years following these arrangements, dozens of former mineworkers have 
presented themselves to the health observatory at Mounana. The doctor in charge of examin
ing them, however, has declared that she couldn't reach any conclusions because she didn't have 
national databases - most notably, cancer registries - against which to compare the health of 
former workers. The African health observatories have yet to produce a single instance of 
compensation. (In France, only two former expatriate employees have obtained compensation, 
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in both cases via court litigation.) In late 2012, the two French NGOs pulled out of the 
arrangements, declaring them a charade. 

In the forty years of Mounana's operation, radiation exposure data traveled no further than 
managerial reports. This absence produced ignorance across time and space: exposure records 
did not go to the workers, or to their doctors, or to scientists producing knowledge of the rela
tion between radon exposure and lung cancer, or to the international organizations producing 
radiation exposure standards. Workers understood that ignorance was being actively produced. 
Not until the mine shut down, however, could they find the transnational allies required to 

1 

mount a competing regime of perceptibility. Resources and timing, however, meant that this 
regime was more successful at identifying ignorance than at producing actionable knowledge. 

Conclusion: scales of invisibility 

Reactors are the most visible part of the nuclear power system, never more so than when they 
explode or meltdown. Catastrophes such as the one at Fukushima also reveal dimensions of the 
system that often remain invisible. Exploring one invisible dimension can lead to others. Thus 
this chapter has moved from cleanup at Fukushima to reactor maintenance more generally, and 
from vulnerable reactor cores to the often-invisible production of their constituent element, 
uranium. These geographical and temporal shifts have led us through shifting analytic scales: 
from workplace and monitoring practices, to the production of scientific papers and interna
tional regulations, and back again to workplaces. 

STS scholarship that attends to transnational dynamics often does so in order to examine 
how technoscience travels. To be sure, we've seen some of that in this chapter. But the shifts 
we've followed also show us that knowledge, technologies, and practices don't necessarily travel; 
they don't even necessarily follow the experts and institutions that produce them. The result is 
not just invisibility, but the active production of ignorance, via the absence of hundreds of thou
sands of maintenance workers and uranium miners from investigations on the relationship 
between radiation exposure and illness. 

Such patterns are by no means unique to the nuclear industry, as scholars who explore occu
pational and environmental hazards in other domains have demonstrated. Furthermore - as 
their work also shows, and as we've seen here- combating workplace hazard is not merely a 
matter of producing more knowledge, of filling the ignorance gap. Making hazards visible is 
only a first (and often contested) step: even if stakeholders achieve a rough working consensus 
that a substance is hazardous, controversies continue over the degree of toxicity, the establish
ment of working limits, the cost of adhering to limits, the means of enforcement, and the 
standards of proof required for compensating ill workers. These controversies, in turn, are also 
shaped by wider fields of power, which can include not just entities typically included in STS 
analyses (such as international organizations and multinational corporations), but also those that 
aren't (such as organized crime and corrupt governments). Knowledge, ignorance, and the 
dynamics between them play out in all fields, and at all these scales. 

Notes 

Portions of this essay previously appeared in Gabrielle Hecht, "Nuclear Janitors: Contract Workers at 
the Fukushima Reactors and Beyond," The Asia-Pac({tcjournal,Vol11, Issue 1, No. 2,January 14, 2012; 
other portions draw upon Gabrielle Hecht, Being Nuclear: Africans and the Global Uranium Trade (MIT 
Press and Wits University Press, 2012). Used with permission. Full source citations are in the originals. 

2 The phrase is from Edwards 2000. Disasters have given rise to scholarship in many different disciplines. 
For an overview of the origins of disaster expertise in the U.S., see Knowles 2011. A foundational text 
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on the ordinary problems of complex technological systems is Perrow 1999; two classic case studies 
are Vaughan 1997 and Fortun 2001. 

3 Figures for Chernobyl are endlessly controversial: the number of liquidators, their exposures, and the 
number of deaths and illnesses resulting from the accident have been subject to debate for years. For 
STS treatments of the Chernobyl accident, see Petryna 2002, Kuchinskaya 2011, and Schmid 2014. 

4 The National Diet of Japan, The Qfficial Report of Fukushima Nuclear Accident Indepmdent Investigation 
Commission (Executive Summary), 2012. 

5 Fricke! 2004, Markowitz and Rosner 2002, Mitman, Murphy, and Sellers 2004, Proctor 2012, Rosner 
and Markowitz 1991, Sellers 2004, Sellers and Melling 2011. 

6 Murphy 2006. 
7 Quoted in Cordula Meyer, "Fukushima Workers Risk Radiation to Feed Families," Spiegel Online 

International, Sept. 21, 2011. 
8 Suzuki Tomohiko, The Yakuza and Nuclear Power: An Undercover Report from Fukushima Daiiclzi (Tokyo: 

Bungeishunju Ltd. 2011), translation excerpt at wwu1. book~(ron!iapan:ip !publications litem I 117 6-the
yakuza-and-nuclear-power-an-undercover-report:from:frJkushima-daiichi, accessed 13 December 2011. 

9 Ibid. 
10 Caufield 1990, Fournier 2012, Hecht 2009, 2012, Jobin 2012, Perin 2005, Petryna 2002, Thebaud-

Mony 2011. 
11 For an insider history of radiological standards in the U.S., see Walker 2000. 
12 Boudia 2007, 2008. 
13 "ICRP Publication 22. Implications of Conunission Recommendations that Doses be kept as Low as 

Readily Achievable. A report of ICRP Conmrittee 4." Pergamon Press for the ICRP, 1973), 3. 
14 B. Lindell, "Basic Concepts and Assumptions behind the new ICRP recommendations;' in IAEA, 

Application of the Dose Limitation System for Radiation Protection: Practical Implications. Proceedings of a 
Topical Senrinar on the Practical Implications of the ICRP Reconm1endations (1977) and the 
Revised IAEA Basic Standards for Radiation Protection, Vienna, 5-9 March 1979,3. Emphasis nrine. 

15 Perin 2005, Fournier 2012. 
16 Jobin 2011. 
17 The term comes from Thebaud-Mony, 2011. 
18 Tanaka 1997. 
19 Higuchi and the workers he followed are featured in the 1995 BBC film "Nuclear Ginza," available 

for viewing at www.youtube.com/watclz?tJ=W_qbOuAc1dg, accessed 13 December 2012. 
20 Jobin 2012, p. 100. 
21 Fournier 2012, Hecht 2009. 
22 For France, see Thebaud-Mony 2011, for Japan, see Tanaka 1997. 
23 Including for Fukushima: The National Diet of Japan, The Qfficial Report q{ Fukushima Nuclear Accidmt 

Independent Investigation Commission (Executive Sunm1ary), 2012. 
24 Cardis, E. et al., "Risk of cancer after low doses of ionising radiation: Retrospective cohort study in 15 

countries;' British Mediml Journal, 331 (7508,July 9, 2005): 77, cited in Thebaud-Mony, op. cit., xxii
xxv. 

25 Fricke! 2008. 
26 For example, Greenpeace International 2010. Lr{fl in tlze Dust: Areva~' Radioacth;e Legacy ifz the Desert 

Towns q{ Niger. 
27 For details, see Hecht 2012, chapter 6. 
28 Robert Avril et al., "Measures adopted in French uranium nrines to ensure protection of personnel 

against the hazards of radioactivity," Proceedings q{ the Second United Nations International Con{ererzce orz 
the Peaa;_{tJl Uses q{ Atomic Enet;_!?Y, Held in Geneva, 1-13 September 1958. Vol. 21: Health a;,zd Sq{Cty: 
Dosimetry and Standards (Geneva: United Nations, 1985): 63. 

29 For details, see Hecht 2012, chapter 6. 
30 This section is taken from Hecht 2012, chapter 7. See the original for complete archival citations. 
31 Jay H. Lubin et. al., "Radon and Lung Cancer Risk: A Joint Analysis of 11 Underground Miners 

Studies;' NIH report 94-3644 (National Institutes of Health, 1994). I use "African" deliberately here 
this study also excluded South Africa, Nanribia, and Congo. 

32 Jules Mbombe Samaki, "Memorandum sur la necessite de la prise en compte de la Veille sanitaire et 
du dedonmugement des anciens travailleurs nriniers," Libreville, 25 avril 2005. Private, anonymous 
communication. 

33 Samira Daoud and Jean-Pierre Getti, "Areva au Gabon: Rapport d'enquete sur la situation des 
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travailleurs de la COMUF, filiale gabonaise du groupe Areva-Cogema." Sherpa, 4 avril2007. www.asso
slzerpa.otg. 

34 Samira Daoud and Jean-Pierre Getti, "Areva au Gabon: Rapport d'enquete sur la situation des 
travailleurs de la COMUF, filiale gabonaise du groupe Areva-Cogema." Sherpa, 4 avril 2007, p. 7. 

35 Ibid., 24. 
36 "L'observatoire de Mounana," L'tmion, 1 juin 2007. 
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Social Scientists and Humanists in 
the Health Research Field 

A clash of epistemic habitus1,2 

Mathieu Albert and Elise Paradis 
UNIVERSI1Y OF TORONTO AND UNIVERSI1Y OF CALIFORNIA SAN FRANCISCO 

Introduction 

Over the course of the late twentieth century, academic science has evolved from a logic of 
science for its own sake where the search for truth had intrinsic value (Friedland and Alford 
1991) to a logic where science has become increasingly evaluated on the basis of its economic 
value and societal usefulness (Gumpert 2000, Popp Berman 2012a, 2012b, Slaughter and Leslie 
1997). The view of science that underpins this vision is one where scientists tackle so-called 
"real-world problems" and find solutions that benefit society in varied ways, what Gibbons and 
his colleagues call "Mode 2" knowledge production (1994) and Ramirez (2006, 2010) has char
acterized as the shift toward the socially useful university: one that behaves like a rational actor 
and shows its importance for the broader society. 

Canada has followed these global trends. Since World War II, Canada's science policy agenda 
has emphasized collaborative research, in the hopes of increasing the utility and use of academic 
knowledge. A cluster of new policy and funding initiatives based on a market logic were imple
mented to facilitate interdisciplinary research, accelerate collaboration and commercialize 
academic research (Albert and McGuire 2014, Cameron 2004, Fisher et al. 2001, 2005, Polster 
2002, Snowdon 2005). 

The value and contribution of interdisciplinarity to the knowledge production exercise is 
now taken for granted, and only rarely contested (among the few critical perspectives on inter
disciplinarity see Cooper 2012, Moore 2011, Hoffinan 2011,Jacobs and Frickel2009, Laberge 
et al. 2009, Weingart 2000). Proponents believe it is a means to maximize innovation and 
economic growth and see it, in its ideal or idealized form, as a proven way to generate "better" 
research and better solutions3 (for example, see Committee on Facilitating Interdisciplinary 
Research 2004, Frodeman et al. 2010, Hadorn et al. 2008, Hall et al. 2012). Better research is 
thought to arise from interdisciplinarity when a plurality of approaches are brought to the study 
of a "problem" by a diverse set of researchers brought together in research teams, centres, 
departments or faculties. One of the assumptions made by this model is that researchers from 
all disciplines will equally contribute to the research design and participate in the study of the 
problem, but our research suggests that several structural barriers limit social scientists' and 
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humanists' ability to be full contributors in the health research field. Indeed, these barriers make 
it impossible for their excellence to be recognized, and their epistemes to enrich and transform 
health research. 

In the health research field, interdisciplinarity is also increasingly valued and can be seen in 
the transformation of both research funding and at the level of medical school faculty. Many 
funding agencies have developed programs specifically to intensify interdisciplinary research, 
and some were created for this specific purpose. For example, in 2000, the Canadian Institutes 
ofHealth Research (CIHR) was established with an express mandate to forge a health research 
agenda across disciplines (Government of Canada 2000). Seven years later, the U.S. National 
Institutes of Health created nine interdisciplinary research consortia "as a means of integrating 
aspects of different disciplines to address health challenges that have been resistant to traditional 
research approaches" (NIH 2007).Within medical schools in the United States and Canada, the 
number of faculty with PhDs has grown impressively (from 21,932 in 1997 to 30,363 in 2008, 
a 38% growth in 11 years), showing a growing commitment to research and a diversification of 
their staff. Within clinical departments in particular, the number of PhDs grew by 50%, from 
11,479 to 17,182 during the same period (AAMC 1998, 2009). 

In this chapter, we would like to trouble what we believe is the embellished story of inter
disciplinarity. It is not fully demonstrated, we argue, that interdisciplinary research finds holistic 
solutions to "real," complex "problems" through the equal contributions of scholars across a 
range of disciplines. We focus on the untold story of social scientists and humanists who work 
in medical schools to show how interdisciplinarity has mostly resulted in these scholars' adap
tation to the rules of the health research field dominated by the biomedical sciences, rather than 
in a transformation of the health research field to be inclusive of their different epistemic habi
tus. We use nee-institutional theory and Pierre Bourdieu's social theory to show how the 
discourse of interdisciplinarity is decoupled from - i.e., does not fit - its actual practice, and 
how the interdisciplinary health research field creates new power hierarchies or reproduces old 

ones among scientific disciplines. 
Using a broad range of data (institutional, financial and interview data), we question the 

feasibility and expected outcomes of interdisciplinarity by showing how the different disci
plines that discursively constitute the interdisciplinary health research field (biomedical sciences, 
health services, epidemiology/public health, the social sciences and humanities) actually hold 
different levels of legitimacy and thus different scientific authority to define and lead research 
agendas. In the Canadian context, this disparity manifests itself through a broad range of 
symbolic and organizational acts of domination. We organize these data using the different types 
of decoupling outlined by Bromley and Powell (2012), making visible the gaps among the 
policy, practices and purported outcomes of interdisciplinarity. First, we focus on the under
representation of social scientists and humanists on various decisional and advisory committees 
in the country's largest interdisciplinary health research funding agency. Second, we explore the 
financial decoupling faced by social scientists and humanists, which limits their ability to fully 
participate in the health research enterprise, disseminate their work and network with other 
health research colleagues. Third, we discuss the everyday professional experiences of social 
scientists and humanists working in medicine to show how the practice of interdisciplinarity 
sometimes gets in the way of doing better science. 

Two major aspects of our study distinguish it from previous research on interdisciplinarity. First, 
many studies have favored ethnographic and phenomenological approaches without considera
tion of the structural aspects of research environments and the power relations that result. Several 
of these studies have as an objective the improvement of the interdisciplinary collaborative process 
through the identification of the elements enabling or limiting collaboration (see, for example, 
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Dewulf et al. 2007,Jeffrey 2003, Lau and Pasquini 2004, Lele and Norgaard 2005, Maasen 2000). 
In contrast, our study is rooted in the principle that research environments are inherently struc
tured, such that the question of power must necessarily be taken into consideration if we are to 
understand relationships among disciplines, and the organization of scientific work. Our study 
thus moves away from interactionist approaches that focus solely on visible interactions among 
actors (as though they were living in a cultural and structural vacuum) and is inspired by Pierre 
Bourdieu's (1987) "constructivist structuralist" approach. According to this approach, actors are 
embedded in a social universe where social and symbolic structures, which predate their own 
fntry into this universe, influence actions and social relations. Actors contribute to the reproduc
tion of these structures or transform them based on their own practices and on the power they 
hold within this structure. 

A second distinctive aspect of this study is the environment it is concerned with: faculties 
of medicine. Several studies of interdisciplinarity have focused on emerging or temporary inter
disciplinary teams, for example the creation and functioning of new teams or interdisciplinary 
research centers (for example, Jeffrey 2003, Stokols et al. 2003). Because of their recent devel
opment, these environments are typically only partly institutionalized. The power relations 
among disciplines, while present (MacMynowski 2007, Williams et al. 2002), are not fully 
cemented into an established social order. In contrast, faculties of medicine are highly institu
tionalized and hierarchical organizations where various structural mechanisms (standardized 
evaluation criteria, policies governing the supervision of graduate students based on funding 
held by scientists, temporary and non-tenured faculty positions, etc.) maintain and reproduce 
the social order. Social science and humanities researchers who join a faculty of medicine thus 
enter a material and symbolic space that was stratified prior to their entry. Consequently, the 
challenges they face and their work experiences are likely to be different from those they would 
face in a context where norms are still emerging. 

Theoretical framework 

To make sense of this situation - the gap between the discourse on interdisciplinarity and its 
actual practice, and the perpetuation of the power hierarchy it creates in the academic context 
-we turn to nee-institutional theory, Bourdieu's concepts of doxa and to our own Bourdieu
inspired concept of epistemic habitus. 

Nee-institutionalist scholars study, among other things, the way new cultural ideas, such as 
human rights, education for all, science for development, emerge, diffuse, and become taken for 
granted (Emirbayer and Johnson 2008, Finnemore 1993, Powell and DiMaggio 1991, Meyer et 
al. 1997). Interdisciplinarity is one such cultural idea: it emerged after World War II and was 
crystallized in a 1972 OECD report titled Interdisciplifzarity: Problems if Teaching and Research in 
Universities (Klein 1990). Interdisciplinarity was adopted more broadly as a research ideal by 
science policy-makers during the following decades, and integrated with Innovation System 
policies (see Albert and Laberge 2007, Shariff 2006). While academics have built distinctions 
between inter-, multi-, and trans-disciplinary research (for example, Rosenfield 1992), interdis
ciplinarity is the most frequently used term in health research (Paradis and Reeves 2012), and 
is often used as an umbrella term that includes the other subtypes of research by both academ
ics and lay people. Thus, we use interdisciplinary here to denote the broader, more inclusive 
version of cross-disciplinary interaction. 

In their classic paper, Meyer and Rowan (1977) offer an explanation for the gap between 
formal policy and actual practices. They theorize modern organizations as the "dramatic enact
ments of the rationalized myths pervading modern societies, rather than as units involved in 
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exchange- no matter how complex- with their environments" (1977: 346). Societal beliefs 
are seen to have a concrete impact on both individual and organizational practices. For organ
izations such as universities, environmental or institutional pressures come from codified law, 
from soft laws such as standards, ratings, rankings, rights-based claims, general social or profes
sional norms, and from the need to secure legitimacy (Bromley and Powell 2012, Ramirez 
2006, 2010). Decoupling or loose coupling can occur when institutional discourses and 
demands suggest a course of action that is not closely aligned with organizational goals and 

everyday practices (Bromley and Powell 2012). 
Bromley and Powell (2012) distinguish between two different "types" of decoupling: 

policy/practice decoupling and means/ends decoupling (see Figure 21.1, adapted from 
Bromley and Powell). Policy/practice decoupling explains the gap between policies and their 
enactment. It can highlight whether and why policies are unimplemented or routinely violated, 
and the lacking fit between policies and their implementation. Means/ ends decoupling explains 
the gap between practices and their purported outcomes. It can highlight how changing prac
tices does not yield the expected outcomes, and how ultimately new policies may fail to 
achieve their goals. Means/ ends decoupling happens when formal structures have real organi
zational consequences, work activities are altered, and policies are implemented and evaluated, 
but scant evidence exists to show that these activities are linked to organizational effectiveness 

or outcomes (Bromley and Powell 2012: 14). 
In the case of interdisciplinarity, we see "policy" as the governmental initiatives to promote 

interdisciplinarity, as well as the content of these policies (i.e., discourse) that frame interdisci
plinarity as a privileged way of finding "real-world" solutions to "real-world" problems; 
"practices" as the daily enactment ofinterdisciplinarity (collaborative research/problem-solving, 
multi-disciplinary evaluation of research activities, etc.); and putative "outcomes" as increased 
knowledge production and "better," more innovative and economically-generative research (for 
example, increased number of patents, science-inspired technology, economic growth). 

Policy 

(a) Policy I Practice 

Practic~ J 
(b) Means I Ends 

Outcomes 

Figure 27.7 Two types of decoupling 
Source: Adapted from Bromley and Powell (2012). 
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While the concept of decoupling is useful in highlighting the discrepancy between the call 
for interdisciplinarity from policymakers and its actual practice, it does not help us understand 
how this gap may be generated and how it may unintentionally serve as a means for repro
ducing the hierarchy among disciplines. Pierre Bourdieu's concept of doxa (1987) and our 
concept of epistemic habitus, inspired by Bourdieu's concept of disciplinary habitus (2004), may 
help understanding these processes. Doxa is for Bourdieu "a set of fundamental beliefs which 
does not even need to be asserted in the form of an explicit, self-conscious dogma" (Bourdieu 
2000: 16). Doxa thus refers to the taken-for-granted assumptions or shared beliefS within a field. 
ln Raisons Pratiques (1994), Bourdieu adds a political dimension to this definition of doxa by 
specifYing that it is the particular worldview of the dominant group that is imposed onto all 
members of the group and perceived as universal. In this sense, doxa could be seen as an arbi
trary viewpoint made natural and according to which social actors model their actions. 

Building on Bourdieu's concept of disciplinary habitus, the concept of epistemic habitus 
(Albert et al. 2014) emphasizes that scientific practices are the result of a socialization process. 
The concept of epistemic habitus retains from Bourdieu's original concept the notion that scien
tists internalise a system of schemes of perceptions, judgments and practices through their 
academic training and professional experience. This internalization provides scientists with a 
practical sense that orients their actions in accordance with the field's doxa (Bourdieu 2004). 
Unlike Bourdieu, we focus on the epistem.ic schemes of thought acquired by scientists through 
their academic education, research activities, and career paths, regardless of their current disci
plinary and/ or departmental affiliations. Epistemic habitus varies within the interdisciplinary 
health research field and, we argue, contributes to the decoupling of goals and outcomes and 
of means and ends. 

Methods 

We used two methods of data collection: document and policy analysis and semi-structured 
interviews. The purpose of the document and policy analysis was to explore whether 
policy/practice decoupling occurs in the health research field. We used a wide array of docu
ments produced by the Canadian Institutes of Health Research (CIHR), including annual 
reports (2000-2011), international review panel reports (2006, 2011), responses from the 
CIHR to the international review panel reports (2006, 2011), discussion documents on fund
ing (2012) and other documents posted on the funding agency website. To explore the financial 
impediments faced by social scientists and humanities scholars working in faculties of medicine, 
we collected data about average annual granting amounts at the Social Sciences and Humanities 
Research Council of Canada (SSHRCC) and at CIHR, the costs related to various academic 
activities such as conferences registration, publication in clinical journals, and supervision of 
graduate medical students. We compared these costs with those incurred to engage in social 
scientific and humanities-based academic activities such as conferences. 

To investigate means/ ends decoupling, we conducted semi-structured interviews with 
twenty social scientists and humanists working in nine faculties of medicine across Canada. 
Inclusion criteria were: holding a doctoral degree from a social science or a humanities depart
ment (for example, anthropology, sociology, human geography, education, history) and having 
held a primary appointment in a faculty of medicine for at least two years. To increase the like
lihood that respondents' epistemic habitus was characteristic of"traditional" social scientists' and 
humanities scholars' schemes of thought and scholarly practices, we excluded faculty members 
who had received their training in departments or programs such as nursing, epidemiology, 
statistics, and health promotion. Faculty members who had MD degrees with additional 
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training in qualitative research or epidemiology were also excluded. This strategy was developed 
to target individuals who had internalized the logic of one of the social science (sociology, 
anthropology, etc.) or humanities (history, philosophy, literature, etc.) fields through their 
academic training and acquisition of epistemic habitus, rather than that of medical fields such 
as epidemiology or nursing. In more practical terms, we targeted participants whose epistemic 
habitus values scholarly practices such as theory-based research, critical social science and the 
publishing ofbooks, book chapters and extensive peer-reviewed articles (8000 words or more, 
which is standard in the social sciences and the humanities). Resume and publications of all 
potential participants were examined before their inclusion in our sample. In-person and 
phone-based interviews lasted between 60 and 90 minutes and were audio-recorded with the 
participants' consent. Follow-up interviews were conducted when further clarification was 
needed. The interview data were analyzed using thematic content analysis. 

Results 

The next section illustrates decoupling between discourses and practice in CIHR leadership 
conmlittees by illuminating the representation imbalance between social scientists and human

ists and biomedical scientists. 

Decoupling at the Canadian Institutes for Health Research 

In 2000, the Government of Canada decided to replace the Medical Research Council of 
Canada with the Canadian Institutes for Health Research (Government of Canada 2000) to 
promote interdisciplinary research on a wide range of deternlinants of health rather than 
research restricted to a more traditional biological focus. The Canadian Institutes of Health 

Research Act stated the goal of the agency as follows: 

The objective of the CIHR is to excel, according to internationally accepted standards of 
scientific excellence, in the creation of new knowledge and its translation into improved 
health for Canadians, more effective health services and products and a strengthened 
Canadian health care system, by ( ... ) encouraging interdisciplinary, integrative health 
research ( ... ) that include bio-medical research, clinical research, research respecting health 
systems, health services, the health of populations, societal arzd cultural dimensions of health and 

environmental influences on health, and-other research as required. 
CIHRAct 2000: 3-4; our emphasis 

While the CIHR Act does not explicitly mention "social sciences" and "humanities," it has 
been widely, if not unanimously, understood by social scientists and humanities scholars (and 
by the broader Canadian scientific conmmnity) that the inclusion of the "societal and cultural 
dimensions of health" in CHIR's sphere meant the inclusion of traditional disciplinary-trained 
social scientists and humanities scholars into the realm of health research (see Graham et al. 
2011, Plamondon 2002). This is also the Social Science and Humanities Research Council's 
(SSHRCC's) interpretation of CIHR's mandate, set in SSHRCC's 2009 decision to stop fund
ing health-related social science and humanities research projects and redirect them to CIHR. 

This decision has had structural consequences, which we discuss later. 
With a budget close to one billion dollars for 2012-2013, CIHR is the largest funding 

agency for health research in Canada. Therefore, decisions made by leadership committees 
regarding issues such as research priorities, strategic development and budget allocation have a 
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significant impact. In light of the interdisciplinary mandate given to CIHR by the federal 
government, one would assume governance comnlittees would include representation from all 
disciplines and research sectors, including members of the social sciences and humanities 
community. To assess academic representation, two of CIHR's executive committees, the 
Governing Council and the Science Council, and two International Review Panels instigated 
by CIHR were evaluated. As Figure 21.2 shows, the leadership space is almost entirely popu
lated by scholars with biomedical backgrounds. 

I According to the CIHR Act (2000, updated version, March 18, 2013), CIHR's Governing 

1 

Council consists of no more than eighteen Canadians who are appointed by the Governor in 
Council to renewable three-year terms (CIHR Act 2000). The Governing Council is an advi
sory body to the President of the CIHR. Its role is to oversee the direction and management 
of CIHR, to develop strategic directions, goals and policies; evaluate the agency's overall 
performance; and approve the budget (CIHR 2012). As a formal matter, "Council members 
[are supposed to] represent a wide range of backgrounds and disciplines, reflecting CIHR's 
broad mandate and vision" (CIHR 2011a: 72). From 2002 to September 2012, this "wide 
range" of members included: 31 biomedical scientists, 14 individuals with no academic 
appointments\ 2 epidemiologists/population health scientists, 1 health services researcher and 
2 social sciences or humanities scholars (see Figure 21.2). In total, since the creation of the 
CIHR in 2000, 50 individuals have served on the Governing Council; only 2 of those were 
from the social science and humanities community. 

The second executive committee we examined is the Science Council. This comnlittee 
consists of the CIHR President, the Chief Scientific Officer, the Vice-President Knowledge 
Translation & Public Outreach, the Executive Vice-President, the Director of Ethics, the Chief 
Financial Officer and thirteen Scientific Directors of the CIHR Institutes. 5 The mandate of the 
Science Council is to provide "scientific leadership and advice to Governing Council on health 
research and knowledge translation priorities and strategies," and to recommend "investment 
strategies in accordance with CIHR's 5-year Strategic Plan" (CIHR 2011b). 
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• Biomedical sciences" Epidemiology 1 Population health research 
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ii Descriptive, non-theory based social research** No academic appointment 

Figure 27.2 Number of members with specific background, by committee 
Notes: * Includes basic and clinical research. 

** Includes scholars using qualitative or quantitative methodological tools such as interviews, focus groups, 
observation, survey, without engaging in any scientific or conceptual social analysis. Typically, this type of 
research is conducted by researchers who have no formal training in any of the social science disciplines. 
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It also approves funding decisions for "all funding opportunities and initiatives," recom
mends "effective and efficient allocation of research funds" to the Governing Council and 
oversees "policies, programs and processes which enable delivery of CIHR's strategic plan." In 
November 2011, members of the Science Council included: 13 biomedical scientists, 2 indi
viduals with no academic appointments6, 2 health services researchers, 1 epidemiologist/ 
population health scientist, 3 researchers involved with descriptive, non-theory based social 
research (excluded as per our definition in the Methods section earlier; also see Figure 21.2 for 
inclusion criteria), and zero social sciences or humanities scholars (see Figure 21.2). 

Finally, we examined two external committees mandated by the CIHR's Governing 
Council in 2006 and 2011 to undertake a review of CIHR. The specific role of these 
International Review Committees was to evaluate the internal structures and performance of 
CIHR (CIHR June 2006), to assess CIHR's effectiveness in fulfilling its mandate as outlined 
in the CIHR Act, and to suggest how CIHR might more effectively achieve its mandate 
(CIHR June 2011). Again, scientific representation on those two committees was not evenly 
distributed across disciplines: altogether members of the two review panels included 22 
biomedical scientists, 10 epidemiologist/population health scientists, 3 health services 
researchers, 2 social sciences or humanists and 1 committee member with no academic 
appointment (see Figure 21.2). 

In sum, across the four committees we assessed, biomedical scientists dominated representa
tion with about 60% of votes; epidemiologists had between 4% and 26% of votes; health 
services research between 2% and 1 0%; and social scientists and humanities researchers 
controlled between 0% and 5% of votes. Meanwhile, individuals without any academic 
appointments possessed between 3% and 29% of votes. 

While CIHR was created with the mandate to foster interdisciplinary research and support 
the entire spectrum of health-related research (Government of Canada 2000), our data show 
that this call for inclusiveness has not materialized in CIHR's leadership committees. We inter
pret this gap as an occurrence of decoupling between the rhetorical push for interdisciplinarity 
and its practiee at CIHR governance level. _ 

Building on the large body of work on symbolic boundaries (Bourdieu 1984, 2004, Gieryn 
1999, Lamont and Molnar 2002) and work on the cultural dimension of disciplines and scien
tific practices (Albert et al. 2008, 2009, Becher and Trawler 2001, Knorr-Cetina 1999), we 
argue that the social scientists and humanities scholars representation deficit on CIHR commit
tees is likely to induce decisions - skewed by biomedical scientists epistemic habitus - that will 
maintain the current social and doxic order of the health research field. An example of this can 
be seen in the recommendations made by the 2011 International Review Panel. While many 
of the recommendations were intended to bolster the biomedical research community, no one 
addressed issues related to social science and humanities research. The Review Panel recom
mended that CIHR "provide sufficient funding for randomized controlled trials," to pay 
"particular attention to clinical investigators who must balance clinical service obligations with 
research," "to establish Centres of Excellence of Clinical and Translational Research," and to 
"catalyze new areas of research ... , including the domains of mathematics, physics, computer 
and materials sciences, bioinformatics and certain engineering disciplines such as bioengineer
ing." Recommendations were also made "to facilitate the development of a national 
bioinformatics strategy" and to explore "areas such as ecology, operations research or the study 
of complexity" (CIHR 2011c). The CIHR Governing Council accepted these recommenda
tions (CIHR 2011c). 

We believe it is unlikely that this striking oversight of the social sciences and humanities is 
the result of intentional acts of discrimination or the conscious performance ofboundary-work. 
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Given the scholarship on professional socialization, it seems more likely to reflect biomedical 
scientists' taken-for-granted assumptions about how interdisciplinary research in health should 
develop. As members of a socio-cultural community (i.e., epistemic community), biomedical 
scientists envision the world and act accordingly through the cognitive categories they have 
internalized, i.e., through their episternic habitus (Albert et al.2014).The enactment ofbiomed
ical scientists' taken-for-granted assumptions through the Review Panel recommendations and 
CIHR Governing Council concurring response is likely to further legitimize the current 
power hierarchies among disciplines in health research and reinforce the institutional arrange
ljllents privileging biomedical science. 

Financial decoupling: access, inclusion, and exclusion 

Another manifestation of the decoupling between policy and practice can be seen in the gap 
between the pro-interdisciplinary inclusiveness discourse and the financial barriers social scien
tists and humanists confront in their efforts to fully participate in the health research enterprise. 
Financial decoupling, we argue, is a consequence of the discordance between the field's logic 
(its dominant doxa) and the episternic habitus of researchers who joined the health research 
field after prolonged disciplinary socialization in the social sciences or humanities. In the 
current organizational and symbolic order of academia, the financial resources necessary to 
function in the health research field surpass the resources social scientists and humanities schol
ars are accustomed to having and actually need to carry out their research projects. 

Social scientists and humanities scholars in medicine in Canada have until 2009 applied to 
and obtained grants from the Social Sciences and Humanities Research Council of Canada 
(SSHRCC). SSHRCC grants are awarded based on the accepted rules of the games in the 
social sciences and humanities, where research requires few or no instruments or laboratories, 
and is simultaneously less intensive in human capital. Indeed, in the social sciences or human
ities, a faculty member typically hires a few modestly paid graduate students to help do the 
work; in contrast, biomedical science projects often include project managers, lab managers, 
several research assistants and graduate students. Consequently, the sums awarded by SSHRCC 
are typically much smaller than those awarded by CIHR, its equivalent funding body in medi
cine, such that the funds allocated to social scientists and humanities scholars in health research 
are typically much smaller than those of their clinical or biomedical colleagues. 

Looking at data from each body's recent annual reports, we get insight into the size of this 
funding gap. In fiscal year 2010-2011, SSHRCC awarded $19M in funding across 370 health 
and related life sciences and technologies grants7, for an average of $51,351 per grant 
(SSHRCC 2011). In contrast, in fiscal year 2010-2011, CIHR funded 14,139 researchers with 
$753M (CIHR 2011a). First-year awarded amounts averaged $134,000, but these grants are 
often multi-year grants, which potentially close to doubles or triples the amount per grant; 
furthermore, on average, CIHR awardees hold $162,000 of funding annually. Unfortunately, 
the data are not perfectly comparable, but the lowest possible ratio of the (underestimated) 
CIHR funding to SSHRCC funding in health is 2.6:1, and could be as high as 5:1. Success in 
the interdisciplinary health research domain defined by CIHR thus implies at least 2.6 times 
more grant support for researchers than provided by SSHRCC on average in health and related 
life sciences and technologies. While we don't dispute the fact that biomedical and clinical 
research currently costs more than social science and humanities research, we argue that this 
higher cost is the result of a symbolic struggle over which research is important and which is 
not, or less, and thus should not be taken for granted. There could be another symbolic order 
- another doxa - where the value, legitimacy and primacy ofbiomedical science are lower than 
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those of the social sciences and humanities (Frank and Gabler 2006). For this to happen, the 
balance of power in the health research domain would need to change dramatically. As noted 
by Bourdieu (1988, see also Wacquant 1993), however, this change would be dependent on 
similarly dramatic changes in the field of power. 

The distribution of money across the discursively constructed "themes" of the interdiscipli
nary medical research domain funded by CIHR also provides revealing information about 
interdisciplinary power dynamics. In its 2010-2011 annual report, CIHR indicates the follow
ing spending: $475M for biomedical research; $58M for health systems/services research; 
$129M for clinical research; and $91M for social, cultural, environmental and population health 
(including epidemiology). A further $213M was awarded to research projects that did not spec
ify a theme. In proportion to the full budget, then, biomedical and clinical researchers reap 63% 
of all funding; among theme-assigned projects, 80%, in contrast with 9% and 12% respectively 
for social, cultural, environmental and population health research. Although we do not have 
data on what percentage of applications were successful across areas of research, it is clear that 
the interdisciplinary field of medicine is dominated by biomedical and clinical science. 

Indirect support for this claim can be seen in the recommendations made by the CIHR 
International Review Panels, as we have seen earlier, to increase the level of resources allocated 
to clinical and biomedical sciences, despite the fact that they already receive the greatest share of 
CIHR funding (CIHR 2011c). Further support can also be found in the fact that only 18% of 
the interdisciplinary peer-review committees at the CIHR (10 of 54) include panelists with some 
expertise in social science and/ or humanities (Albert et al. 2009). Those committees include, for 
example, the Health Policy & Systems Management Research committee, the Humanities, Law, 
Ethics & Society in Health conmlittee, and the Health Services Evaluation & Interventions 
Research conmlittee. Biomedical research conmlittees (such as Randonlized Controlled Trials 
and Microbiology and Infectious Diseases) constitute the majority of committees at CIHR and 
do not count panelists with expertise in the social sciences and humanities. 

Not Specified, 213 

Socio-Cultural 
Epidemiology, 91 

Clinical, 129 

Bio-Medical, 475 

Figure 21.3 CIHR funding allocation per research domain for fiscal year 2010-2011 
($millions) 
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One could argue that the recent Canadian reforms that have forced social scientists and 
humanities researchers to apply to CIHR instead of SSHRCC may benefit them. Indeed, they 
can now theoretically obtain 2.6 times more money for the same research. The reality of profes
sional/ epistemic habitus suggests a different outcome, however. Researchers internalize the 
requirements, or doxa, of their field through exposure, and by the time they graduate from their 
PhD program, they have been socialized into one set of expectations defined importantly by 
their own advisors' habitus and understanding of field norms. As such, even if it is possible for 
any researchers to do as we did - compare average grant amounts across granting agencies -
rnd infer that future grants should be revised and matched to the new agency's funding levels 
(i.e., at least 2.6 times higher), the likelihood that a researcher would do so is absurdly small, 
especially in the first few years after the sea change for two main reasons. First, unless one has 
been exposed to granting practices in biomedical research (probably not the case for most social 
science and humanities scholars), he or she may not envision a potential systemic funding 
discrepancy. Second, the research problems he or she chooses to investigate and how he or she 
will actually study them (for example, as an individual researcher or as a team leader with multi
ple graduate students and research assistants) are dictated by his or her field of inquiry and 
epistemic habitus. Externally dictated changes in funding availability are unlikely to transform 
the grant-writing and research practices of social scientists and humanities researchers in the 
face of such a newfound largesse. 

The size of grants in the social sciences and humanities has serious consequences for those 
who try to compete in the field of the biomedical sciences. For example, if they want to be seen 
as productive by colleagues from an altogether different background, social scientists and human
ities scholars need to publish in clinical journals and attend clinical conferences. The Canadian 
Medical Association Journal, the leading clinical journal in Canada and fifth international in terms 
of impact factor, recently announced changes to its publishing policy: beginning in January 2013, 
it will charge fees of $2,750 per article (CMAJ email to EP). CMAJ cites the need to provide 
free access to research: an "author pays" model, instead of a "reader pays" model (Fletcher 2012). 
We know of no social science or humanities journal that asks fees for publication. 

Sinlilarly, the registration fees for clinical and clinical-type conferences such as medical 
education conferences also contrast starkly with those of social sciences and humanities confer
ences. For example, the early registration fee for the Association of American Medical Colleges' 
2012 annual conference was US$600; early registration fee for members of the Association for 
Medical Education conference in Europe was €498 (US$652); early registration fee for the 
2012 Canadian Conference on Medical Education was CND$695 (US$702); and a British 
Medical Journal conference (2013) on evidence-based medicine cost £495 (US$797). In 
contrast, the American Sociological Association 2013 conference non-member early registra
tion fee is US$360, the Modern Language Association 2013 conference early registration 
non-member fee is US$270, the American Historical Association non-member early registra
tion fee is US$212, and the American Anthropology Association non-member early registration 
fee for the 2012 conference is US$383. The significantly higher registration fees for clinical and 
clinical-type conferences may operate as a structural obstacle for social scientists and humanists 
who attempt to share their work with the medical world and gain visibility (and eventually 
status) within this conmmnity, or require a conscious effort to write conference and publishing 
fees as line items in grants. 

Another contributor to academic success is a scholar's ability to recruit and retain talented 
graduate students. In a Canadian Faculty of Medicine (Institute of Medical Science 2008), 
faculty members need to secure a minimum of $25,000 per year for two years for a Master 
student (total = $50,000) and $27,000 per year for five years for a PhD student (total = 
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$135,000).When students are unable to capture external funding, it is the supervisor's respon
sibility to provide financial support out of his or her grant. The barrier is then two-dimensional 
- financial and symbolic - and hinders social scientists' and humanists' ability to build their 
reputations as graduate student supervisors. As noted earlier, the 2.6:1 ratio of CIHR to 
SSHRCC means that, as a proportion, students are more expensive to social scientists and 
humanists than they are to biomedical researchers. The same master's student annual salary 
constitutes 49% of the average SSHRCC health-related grant, but only 19% of the average 
first-year CIHR grant. To make matters worse, many medical students and other health research 
graduate students are told that the social sciences and humanities are a distraction from their 
other professional goals. 

The gap between the financial resources that social scientists and humanists typically can 
access and the cost associated with academic life in the health research field may constitute a 
serious obstacle to the acquisition of scientific legitimacy within this field. Decoupling here 
plays out as discordance between the inclusive interdisciplinary discourse and the resources 
needed to actually achieve the inclusiveness of social scientists and humanists in medical 
schools. This financial decoupling is an example of policy/practice decoupling: while in theory, 
interdisciplinary policies foster the diversification of research, the absence of mechanisms to 
achieve financial inclusiveness has the effect to further reinforce pre-existing epistemic hierar
chies. 

We will now turn to the social scientists and humanists themselves and explore whether or 
not they experience discordance between faculties of medicine's expectation with regard to 
productivity and their own disciplinary-learned expectations, i.e., with their own epistemic 
habitus. We will focus on evaluation criteria; a central element of academic life. 

Decoupled academic experience of social scientists and humanists in 
faculties of medicine 

Interview data- suggest that most social scientists and humanists see themselves as misfits or 
outsiders in their work environment. Researchers mention evaluation criteria to assess produc
tivity as one of the key reasons for that alienation. These criteria are perceived as incongruous 
with those they have been accustomed to in their domain for several reasons. For some, the 
concrete ways to measure productivity in their clinical department comes as a cultural shock. 
The two following quotes represent well the overall description made by participants: 

The metrics I'm measured on are very simplistic, and it can be boiled down to one word: 
volume. The key thing that people here value is lots of stuff, so lots of publications, lots of 
grants, lots of presentations, lots of students, so it's about a volume game. 

SSH20 

The dominant definition of excellence equates productivity with quality, to some extent. 
Well, I'm not sure that there's any consistent understanding of quality other than the 
impact factor of the journal that you might publish in, or receiving peer-reviewed grants. 
So I think predominantly it becomes a quantitative assessment ofhow many grants you're 
pulling in and how many papers you're publishing. 

SSH07 

As these quotes suggest, the social scientists and humanists we interviewed feel that the 
predominant criteria according to which they are assessed is the number of papers they write 
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and grants they receive. Do they have the perception that the content and quality of their work 
is taken into account by their assessors? Again, here are some representative quotes: 

One of the things that bothers me immensely about the particular environment that I 
work in is that one's academic excellence is very much dictated by number of publications 
regardless of the quality of the publications. 

SSH03 

I had a paper published in the American Journal of Sociology two years ago. This journal is 
one of the top journals in North American sociology, but here it's irrelevant. Irrelevant. My 
colleagues, biostatisticians and epidemiologists, they just don't have a clue, not a clue. 

SSH15 

For most of our participants, being in medicine implies something similar to moving to another 
country, a country with its own rules, expectations, value system, and legitimate strategies to 
establish reputation. For all participants in our study, adaptation was necessary. For some, adap
tation was successful, for others it failed. Let's look first at a quote illustrating success. The first 
quote is from a full professor who has been in a faculty of medicine for thirty years: 

To be fair, for all my criticisms and so on, I have become a full professor, and I have been 
respected, and I am sought after. I've succeeded, right? So they can't have been that hard 
on my social science, because I did write social science. I didn't really compromise. 

SSH05 

However, when this participant provided contextual details, the flavor of his experience 
changed: 

Because my career took place at a time when I could survive - and I did survive, and I did 
thrive- I have never felt as though I couldn't end up saying what I wanted to say, but that's 
largely to do with the time I've been here. I don't think it's the same anymore, I think it's 
increasingly getting harder to do social science research .... You can't go anywhere with 
sociological imagination anymore, and if as a student you're going to get out of here in a 
decent amount of time, if you're going to get funding, if you're going to get off to a decent 
start, you have to better just align yourself with where things are at now. There are very 
few people that are willing to take a risk and do a really social science-y kind of thing. 

SSH05 

The second quote from this participant suggests that despite the rise of the interdisciplinary 
discourse in Canada, it has become harder for social scientists and humanists to have a satisfy
ing career in medicine over time. This increased difficulty illuminates Bromley and Powell 
(20 12) means/ ends type of decoupling: the discourse of interdisciplinarity has led to the grow
ing presence of social scientists and humanists in the health research field as well as to the 
transformation of the governmental funding mechanisms, but has not delivered on the 
purported benefits of interdisciplinarity. Indeed, the push for interdisciplinarity has made it 
harder for social scientists and humanists to be evaluated by their peers and to be successful 
according to the norms they were socialized into: their epistemic habitus. While engaging in 
interdisciplinary research, social scientists' and humanists' inputs are often devalued, and the 
space for true multi-disciplinary research has shrunk with the growing cross-disciplinary 
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competition for funds at CIHR. Social scientists and humanists are separate, and unequal. 
Consequently, several have had to compromise or dilute their work to fit the dominant publi
cation model in medicine, that is articles in the range of 3,000-4,000 words, characteristically 
without theoretical grounding or substantive literature review and discussion. 

The following two junior social scientists are currently experiencing these constraints and 
therefore do not seem to have the same positive experience that their senior colleague had. 
These two quotes are representative of many participants' dissatisfaction with their work envi
ronment and own career as it developed within this environment: 

I plateaued and now what happened to me is, I don't give a shit, so I'm kind of coasting 
downward in terms of trajectory. I'm not in an upward swing, because in a way I've kind 
of just given up. I find myself in a game that I can't stand. I can't stand the basic struggle 
for legitimation, I'm really repulsed by what these criteria to be legitimate in this context 
are. I can hardly wait to retire. I just want out. 

SSH15 

I need to think about where I'm going from here. Obviously I need to look into other 
work. I'm demoralized. I sat down with my supervisor a couple months ago and said, 'I'm 
really demoralized.' 

SSH02 

We can draw a provisional conclusion from our interview data: although interdisciplinarity is 
high on the agenda of the Canadian health research funding agencies and faculties of medicine, 
it is not clear to what extent social scientists and humanists can contribute to interdisciplinary 
dialogues given how much standards of excellence vary between disciplines and the continued 
asymmetry in financial means, access to graduate students, and so forth. Their legitimacy and 
scientific authority are not recognized by the dominant epistemic habitus in the health research 
field. As a result, many such scholars have had to learn to play the scientific game according to 
rules decided by biomedical scientists for biomedical scientists in order to be successful. This 
move has diluted their own standards of excellence and led them to become a different type of 
scholar (i.e., to acquire a new epistemic habitus). The experience of biomedical scientists has 
not been so tainted by the standards of the social sciences and humanities. Adaptation has been 
mostly unidirectional (on the issue of unidirectional adaptation see medical anthropologists' 
account of their experience working in interdisciplinary health research teams, Barrett 1997, 
Foster 1987, Lambert and McKevitt 2002, Napolitano and Jones 2006, Williams et al. 2002). 

Conclusion 

Decoupling and power relationships in medical schools and in the broader health research field 
can take multiples forms and manifest themselves in various sites. In this chapter we have focused 
on a limited set of manifestations of decoupling, concentrating on the variety of epistemic habi
tus represented on CIHR leadership committees and on financial decoupling because they make 
visible the discrepancy between the calls for interdisciplinarity and the structural constraints 
social scientists and humanists face in faculties of medicine and health research more broadly. 
Furthermore, as we have shown with our interview data, these structural constraints are discor
dant with the lavishness of the discourse about the collaborative and the spirit of openness 
inherent to interdisciplinarity. To be successful and build the scientific legitimacy and authority 
recognized by the dominant biomedical epistemic habitus, many social scientists and humanists 
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have had to adapt to a new social structure. Several among those who were unable to engage in 
such adaptation faced discouragement and disillusion with the game of science. 

Nee-institutional theory has typically focused on the mechanisms of compliance and 
harmonization within organizations - through normative, mimetic and coercive forces 
(DiMaggio and Powell 1983). While we recognize the importance of these forces, the story 
we are telling here highlights the importance ofhabitus in slowing down or thwarting change 
and adaptation among individuals. Indeed, habitus is developed through a socialization process 
that is field-specific, and is therefore embodied, durable, unconscious, and idiosyncratic. Social 

1 

scientists and humanists in medicine have entered a field that has been structured without 
them, whose rules and power structures are unknown to them. Through our documented and 
policy analysis, we have shown the structural forces at play in the interdisciplinary health 
research field, and the power relations they re/produce. With our interviews, we documented 
social scientists' and humanists' experience of dissonance as it specifically relates to their epis
temic habitus: their attempts to adapt to the doxa of their new field, and their frustrations with 
rules of the game that according to several, disadvantages them. In their chapter on gender in 
the knowledge economy, our colleagues Vardi and Smith-Doerr (Chapter 22, this book) have 
highlighted similar processes: how "gendered organizations" and the gendered structure of 
competition negatively impact women. The potential of the knowledge economy to reshape 
work practices and institutionalized hierarchies has not materialized into equal opportunities 
for women. 

In their case, as in ours, decoupling does not necessarily result from an intentional or 
conscious act of discrimination against or belittling of a group: women or social scientists and 
humanists. Instead, we argue that in many cases it is an unforeseen and undocumented conse
quence of the doxa of the health research field, that is the field-specific taken-for-granted and 
unformulated assumptions about the natural order of things within the biomedical and clini
cally dominated research field. Taken-for-granted assumptions get materialized in structural 
arrangements that legitimize and facilitate some practices while delegitimizing and discourag
ing others. In this sense, structural arrangements are also structuring forces shaping actors' 
practices. Whether it is intentional or not, the decoupling of pro-interdisciplinarity discourse 
and current social structures puts social scientists and humanists in the uneasy position of 
"misfits." The institutional setting within which they find themselves (the reward system, the 
standard knowledge production practices, the lab structure of their working environment, the 
pressure to capture large grants, work in teams, and publish in high impact factor journals, etc.) 
is often in dissonance with their epistemic habitus. Trying to advance their career within this 
system structurally confines social scientists and humanists to a position of inferiority before the 
biomedical and clinical scientists, as the system has not been created to espouse their own 
academic practices, but rather those of the more powerful group. 

Another potential impact of the dissonance between the health research field logic and 
social scientists' and humanists' epistemic habitus is what David Hess has called "undone 
science" (2007). In the context of this chapter, "undone science" is the health-related social 
science or humanities research that could be done but is not because of the structural 
constraints exerted by this logic upon social scientists and humanities scholars. Social scientists' 
and humanists' embeddedness in the health research field orients and constrains their research. 
It allows them to ask certain types of questions (How can we change people's behavior to make 
them eat better?), but makes it less likely they will ask others (How would a better redistribu
tion of resources across society benefit population health?). The fact that SSHRCC stopped 
funding health-related research in 2009 has meant that social scientists and humanists' work is 
not evaluated by their peers, but rather by scientists whose epistemic habitus may clash with 
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theirs. The consequent dilution, transformation, or partial disappearance of health research 
inspired by the social science and humanities epistemes is thus practically unavoidable in the 
current Canadian context. As made clear by Bak (Chapter 23, this book), the focus on a specific 
set of research questions - be they inspired by utilitarian and nationalistic goals or by a specific 
scientific episteme - has important impacts not only on the type of research that gets funded, 
but also on the work lives of scientists and their satisfaction with their jobs. 

If health research funding agencies and faculties of medicine are serious about fostering 
interdisciplinary or multi-disciplinary departments and institutes in which social scientists and 
humanists will thrive, they need to make room for different research practices. Otherwise, inter
disciplinarity in health research may result in being an empty mantra with the real effect of 
subordinating non-clinicians and non-basic scientists to the rules of the powerful. 

To our knowledge, our research is the first to look at interdisciplinarity within an institu
tional context and to take into consideration institutionalized power relationships. Existing 
work has been mostly preoccupied with scientists' interactions within research teams and 
research centers rather than with cross-disciplinary long-term relationships within a structured 
organizational field. To strengthen and nuance our preliminary findings and conclusions, further 
research should adopt a longitudinal approach to see if social scientists and humanists adapt or 
can change the structure of the field and create conditions where they can join interdiscipli
nary endeavors without having to leave their epistemic habitus in the cloakroom. Similarly, 
further research could compare the experiences of social sciences and humanities scholars 
across countries, but also across departments. 

Notes 

Authors listed in alphabetical order. 
2 This research was supported by the Canadian Institutes of Health Research, grant# KTE-72140 and 

the Social Science Research Council of Canada. The authors wish to thank Kelly Moore and Daniel 
Kleinman for their insightful feedback on several versions of this chapter. 

3 Epistemologically, one may argue that this position is rooted in niive empiricism. Such arguments 
assume that the nature of reality is such that its intrinsic features can only be grasped by interdiscipli
nary approaches. This realist epistemological position implies an objective reality that can be revealed 
with the proper tool (see Weingart 2000), rather than a reality that is constructed and thus always 
elusive and an1enable to various scientific (re)constructions. 

4 Individuals with no academic appointments include representatives from the ministry of health, the 
business and pharmaceutical sectors and the health management system sector. 

5 CIHR is structured around thirteen virtual geographically distributed institutes that each supports 
health research in biomedical, clinical, health systems and services and population health. Scientists 
funded by CIHR become members of one or more institutes. Directors of those institutes are consid
ered scientific leaders in their respective domain. 

6 Individuals with no academic appointments include members of the CIHR management team. 
7 Although SSHRCC has stopped funding health-related projects in 2009, these data represent amounts 

received by ongoing projects funded before or in 2009, as well as projects focused on health-related 
technologies, broadly understood. 
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22 
Women in the 

Knowledge Economy 
Understanding gender inequality 
through the lens of collaboration 

Jtai Vardi and Laurel Smith-Doerr7 

BOSTON UNIVERSilY AND UNIVERSilY OF MASSACHUSETTS AT AMHERST 

This chapter explores issues of gender inequality in the knowledge economy. Though the defi
nition of"knowledge economy" may vary significantly and is itself gendered (Walby 2011), the 
increasingly blurred lines separating private firms and universities (Kleinman and Vallas 2001) 
call for expanding the analytical perspective. In our analysis we thus adopt a broad definition 
of"knowledge economy" that includes science-intensive industries, such as information tech
nology, biotechnology, and nanotechnology (Moore et al. 2011: 51 0), as well as traditional 
knowledge producing organizations in the academic and non-profit research sectors. Because 
U.S. for-profit firms employ 59% of workers whose highest degree is in science and engineer
ing (NSF 2012), we feel it is critical to examine gender inequality in for-profit settings as well 
as in academia where it. is most often studied. The knowledge economy is increasingly central 
to comprehending broad social processes underway in science and technology, and it thus also 
holds an important key to understanding gender dynamics. 

Within science, new general patterns of work would seem to favor the entrance of women 
into the knowledge economy. These include changes that have expanded opportunities and 
increased the number oflocations for work in science: industry jobs are valued by young scien
tists over academic ones (Smith-Doerr 2005,Vallas and Kleinman 2007), new scientific posts are 
created, like the proliferation of postdoctoral positions (for example, Frehill and Lee 2013), and 
new forms of organization, such as flatter network forms (for example, Powell 1990, DiMaggio 
2001), flourish. One might expect that women would do well in this new knowledge econ
omy. In the uncertain global economy, traditionally masculine blue-collar manufacturing jobs 
have shifted from affiuent countries to poor countries. Thus, many men are doing worse than 
their fathers, especially men without advanced education to enter the knowledge economy in 
the first world. At the same time, women in the U.S. are earning degrees at higher rates than 
men at all levels and in many fields. An expanding knowledge economy would suggest that we 
are well placed for entering a new, more equal era for women in science. Indeed, while women 
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in the natural sciences and engineering still face formidable barriers, evidence amassed in the 
past three decades in the U.S. seems to point to several positive and dramatic changes. The rise 
in women's overall education and labor market participation (for example, Coontz 2011), the 
closing of degree attainment gaps by gender in most scientific fields (for example, NSF 2011), 
and the introduction of new flexible work patterns (for example, Smith 2001) all suggest that 
the knowledge economy has created new possibilities for women and men to create and work 
in more equitable and open contexts. 

In this chapter, we seek to evaluate the processes of gender (in)equality in the knowledge 

h
economy. In what ways have women benefited from the rise of the new industrial sector? How 

ave efforts for challenging gender inequality in science and technology been stymied or 
reversed? While growing research on the intersection of gender and other social identities (race, 
ethnicity, and nationality) informs our understanding of women in the knowledge economy, 
here we take a new approach by focusing on collaboration. Not only is collaboration. burgeon
ing in the academy (as evidenced by increasing co-authorship patterns, for example, Wuchty et 
al. 2007), it also provides the foundation for new knowledge industries (Powell et al. 1996, 
Powell and Snellman 2004). Collaboration, as a work pattern characteristic of the knowledge 
economy, provides a potentially interesting social location and process in which to observe 
gender relations at the intersection of individual efforts and organizational contexts. If collab
oration is a key form of work, how is collaboration related to longstanding problems like 
gender inequality in science? The collaborative model of science contrasts with the traditional 
model of a single principal investigator (PI) who focuses on gaining fame for being the first to 
discover or invent something (Merton 1973). 

In this chapter we explore both the benefits and disadvantages of collaboration for women. 
Can collaboration provide for new equitable settings, or are the lucrative incentives for collab
oration squeezing out opportunities for women? Do collaborative efforts shape women's access 
to resources? How may collaboration disrupt or re-institutionalize old gender orders? Are the 
career risks of collaboration distributed equally between men and women? Is collaboration 
itself gendered, so that some collaborators are more valued than others? 

Overall, we argue that the interrelationship between the two phenomena - gender 
(in)equality and collaboration - is less than straightforward. Collaboration may disrupt gender 
inequality in some contexts, and institutionalize it in others. While the larger structural contexts 
of flexibility and collaboration in the new knowledge economy may open up new opportuni
ties for women in science, the interactional contexts of collaboration on the micro level may 
yet reinforce gender inequalities. In this chapter, we use preliminary interview data from our 
ongoing research on collaboration in the chemical sciences to illustrate our points about the 
ways collaboration may serve to expand or contract gender inequality in knowledge-intensive 
work settings. Before presenting our argument, however, we briefly review several broader 
trends of gender (in) equality in the knowledge economy, focusing on approaches that privilege 
individual rights, whether through formal legislation or changing norms about women's roles 
in paid work. 

Shifts in the institutionalization and disruption of gender inequality in 
the knowledge economy 

The first wave of the women's movement at the turn of the last century opened higher educa
tion to women, who entered college in significant numbers by the 1970s. The overall shift has 
been dramatic: today women have overtaken men in enrollment and passing exams in schools 
and universities throughout the global North (Walby 2011). Women's share of the advanced 
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degrees in science and engineering fields rose during the end of the last century as well. By 
2009, the U.S. reached gender parity in granting PhDs across all fields (NSF 2012). In some 
fields, most notably the biological sciences, there is gender parity in doctoral recipients. But 
other fields that feed into the knowledge economy have seen very slow gender integration. In 
engineering, which is an important training ground for the for-profit sector of knowledge 
workers, women are still only 25% of the new PhDs (NSF 2012). 

Table 22.1 outlines some important general trends in the institutionalization and disruption 
of gender (in) equality that have affected women in the knowledge economy. We define insti
tutionalization as the formalization of social relationships into similar looking structures or 
patterns and the routinization of practices into norms or laws. In contrast, we see disruption as 
a process of social change that involves overt or tacit interruptions of established patterns and 
structures. We also recognize that the relationship between the two processes - .institutionaliza
tion and disruption- is often dialectic: the disturbance of established patterns may result in new 
relationships and structures, or ultimately reinforce the existing social forms. In mapping the 
literature, we distinguish between scholarly approaches to studying institutions that examine the 
more readily apparent individual level of women's rights (for example, Rossiter 2012) and those 
institutional approaches that examine the less visible organizational level of gendered structures 
and practices in the knowledge economy (for example, Huber 1974, Smith-Doerr 2011). At 
both the level of individual women's rights and the level of organizational and institutional 
change our focus is on the industrialized world, where knowledge economies have been estab
lished. At the individual level we note scholarship on both formal legal and informal cultural 
shifts in the history of gender relations. At times, institutionalization of inequality is disrupted 
by social change that shifts the direction of social structures or practices. Rules or norms that 
excluded women from higher education or the best jobs in science and engineering through 
the first half of the twentieth century were increasingly disrupted by the second wave of the 
women's movement that gathered momentum in the 1970s. Women scientists challenged 
advertisements for scientific positions that openly posted different starting salaries for male and 
female job candidates and pursued equal pay in legal forums as well, primarily through work
ing to pass the Equal Pay Act and pressuring government officials to implement Equal 
Employment Opportunity (EEO) rules for gender after 1972 (Rossiter 1998). 

Table 22.1 Institutionalization and disruption cycle in gender inequality (particularly in the U.S.): 
Historical and analytic trends 

Institutionalization Disruption 

Individual/eve/ Explicit formal rules. Policies excluding Women's movements 
(more apparent) females from education, challenge and change rules/ 

employment. EEO laws. 

Explicit informal Gender/family roles, Normative shifts and 
norms. intersected by race. political economy's 

structural changes increase 
paid labor. 

Organizational/eve/ Subtle practices. Gendered organizations/ New forms of organization 
(less visible) hierarchies. may disrupt. 

Career incentives. Competition. Collaborative practices may 
create opportunities. 
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We know from sociological studies of EEO implementation, however, that legislation to 
extend rights does not necessarily mean equitable outcomes (Edelman 1992, Dobbin 2009). 
EEO compliance often takes the form of window dressing, like the pro forma "diversity train
ing" requirements that do not change daily behavior in organizations. Psychological level 
studies of implicit bias suggest that the institutionalization of equal pay in laws may be under
mined by our shared preferences for men and masculinity (Valian 1999, Moss-Racusin et al. 
2012). What the historical data on formal legal recourse show is that there is a tendency for 
equality gains and attempts to institutionalize them to be disrupted by a return to the status 
fiUO of masculine bias. Given that legislative and other rule changes have mixed effects, we turn 
to an investigation of the effects of more informal, normative changes in gender relations that 
affect the workplace and their contributions to gender (in)equality. 

Normative changes, particularly the shift away from expecting women to remain in the 
private sphere of the home, have accompanied women's entrance into the paid workforce. 
Women now make up nearly half of all of the workers in the U.S. labor market and are 
expected to work outside the home, but the expectations for unpaid domestic labor among 
women remain formidable (Padavic and Reskin 2002). Women scientists and engineers do 
more than their share of the unpaid labor at home (Misra et al. 2012). A handful of studies of 
scientists and engineers in knowledge economy industries show that women express greater 
concern about work-family balance than men do (Herman et al. 2012, Eaton 2003). From the 
literature, we see evidence of two conflicting normative expectations for women in the knowl
edge economy: to work (all hours) in the lab, and to do (most) of the work at home. Perhaps 
the first expectation is not surprising: since the 1960s, the liberal feminist idea that women 
should engage in paid work is widely accepted as normative. Highly educated women are often 
drawn to jobs in which they can produce knowledge, and individual women in professional 
jobs express high levels of satisfaction with their work (Bielby and Bielby 1989). Despite the 
extensive movement of women into demanding professional jobs, powerful norms continue to 
dictate that women do a disproportionate amount oflabor in the home (Hochschild 2012). 
, The gendering of work is further compounded by considering the various ascribed social 

identities that women must negotiate in the work environment. These social identities include 
citizenship, and race and ethnicity. White women and native citizens of industrialized countries 
are advantaged compared to women of color and immigrants. Paid work often requires proof 
of citizenship or special visas, especially in the United States, so there are extra barriers to enter
ing the knowledge economy for women who come from countries where few opportunities 
to work in scientific fields exist (Zippel and Frehill 2011). Even when women are citizens of 
an industrialized country, the biases against women of color create durable inequalities. Glenn's 
(2002) scholarship on the historical intersection of race and gender in U.S. citizenship demon
strates how particular stereotypes were attached to African American women, Asian American 
women, and Latinas, restricting their work opportunities and calling the "legitimacy" of their 
citizenship into question. While the study of the intersection of race and gender is growing, 
fewer studies of the intersectionality of race and gender in science have been conducted. But 
consider a couple of these exceptional studies, which begin to advance our understanding of 
intersectional perspectives on gender inequality. In Ong's investigation of academic settings, 
women faculty of color often report experiencing greater marginalization than do white 
women or men of color (Ong 2005). In Branch's (2011) study of computer science, African 
American women entering computing found themselves marginalized and limited to occupa
tional ghettos such as data entry. 

Computing and information technology presents an interesting case for contemplating the 
relation between women's roles and changing cultural and structural patterns in the knowledge 
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economy. Donato (1990) characterizes computer programming as a case of an occupation that 
was feminized at first when it was seen as "clerical work." In the U.S., the first computer 
programmers were white women who ran ballistics trajectories on the ENIAC computer during 
World War II. Later, when men discovered the power and value of computing, women were 
replaced and computing became a male domain. But women entered again: Wright and Jacobs 
(1994) chart the gender integration of computing during the 1980s. When occupations, like 
computer systems analyst, were growing rapidly, women (especially white and Asian women) did 
move into the field. But unlike other gender integrating fields, computing did not become deval
ued and neither did women move into occupational ghettos; pay remained high even as women's 
proportion of some computing jobs meant that the field seemed to be re-feminizing. 

By the late 1990s, there was a precipitous decline in women's participation in computing. 
Despite the high growth in internet-related information technology (IT) occupations, women 
were disappearing from computing. The evidence for women's share of computer science bach
elor's degrees is telling: women went from 37% of the computer science majors in 1985 to only 
18% by 2009. A study of computer science majors at Carnegie Mellon University, where 
women drop out of computer science (CS) at twice the rate that men do, sheds some light on 
how women became discouraged from completing computer science majors (Margolis and 
Fisher 2001). As CS majors became increasingly associated with the stereotype that "someone 
who is myopically obsessed with computers is a perfect fit" for computer science (Margolis and 
Fisher 2001: 65), together with unengaged teaching styles and large classes, women were dispro
portionately driven away from the major.While some men were also driven away from CS by 
the single-mindedness of programming culture and large introductory "weed-out" classes, 
women were disproportionately likely to leave the major at Carnegie Mellon and to report 
dissatisfaction with these aspects of the CS major in the study. Moreover, contrary to the stereo
type that the male "geeks" are better suited for CS, the evidence from Margolis and Fisher's 
(2001) study demonstrated that obsession and unlimited programming hours does not translate 
into better performance in the major. 

In response to results from this study and others on CS majors, Harvey Mudd College 
(another engineering-focused school in the U.S.) has made CS introductory courses smaller and 
trained faculty to change the culture of competitive "one-up-manship" in the classes (Alvarado 
et al. 2012). Since these programmatic changes were introduced, the percentage ofCS majors at 
Harvey Mudd who are women has risen from 10% to 40% in less than a decade (Klawe 2011). 
The case of women in computing speaks to the importance of both structural opportunities and 
cultural biases to gender equality in the knowledge economy. When new occupations open up 
in high-tech fields, women do enter. Policies and interventions can change the interaction 
contexts in the classroom and thus disrupt the gendered sorting mechanisms. 

Institutionalization and disruption at the meso- and macro-levels 

While thus far we have focused on the more visible historical-legal changes and shifts in 
cultural attitudes, it is also clear that there remains wide gender inequality in the knowledge 
economy that does not seem to be fully explained by how individuals encounter laws or norms. 
Beyond laws and norms, a focus on the less visible organizational contexts of inequality (partic
ularly how collaboration unfolds) in the knowledge economy is key to understanding the 
institutionalization and disruption of inequality in these science-intensive industries. These less 
apparent organizational contexts of inequality are represented in the lower half ofTable 22.1. 

At the macro-level of economic life, the coming of the knowledge economy disrupted the 
gender order characteristic of the traditional economy. Fueled by global processes of capital 
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movements and de-industrialization (Bell 1973), the knowledge economy enhances the impor
tance of human capital (Becker 1964, Kleinman and Vallas 2001) while promoting new 
organizational forms of work (Castells 1996, Leadbetter 2000, Powell 1990). Whereas older 
industrial forms of production and consumption rested on fixed or "harder" forms of capital -
typically dominated by managerial cultures of pyramidal hierarchy, accumulation through 
competition, and technological mastery - the new economy's reliance on human, "fluid" or 
"flexible" for~s of capital offered women an opportunity to reduce gender inequality. 

Women in several knowledge-intensive fields are more likely to be in positions of greater 

1
authority than in manufacturing or service industries (Smith-Doerr 2004, Walby et al. 2007). 
Despite these gains, salient forms of gender inequality persist, as older forms of power and 
differentiation become reinstated in the economic sphere. As the segregation of women in 
education and the workforce endures, women's increasing overall levels of human capital do 
not necessarily translate into the kinds of capital required to succeed in knowledge-intensive 
fields (Tam 1997, Tomaskovic-Devey and Skaggs 2002). 

Most labor practices in the knowledge economy occur within organizations. The concept 
of"gendered organization" provides a useful framework for understanding both the durability 
and instability of gender orders in knowledge economy workplaces. According to this theory, 
most contemporary work organizations are structurally gendered (Acker 1990, Ridgeway 2001, 
Britton 2000). By patterning divisions oflabor, symbols, interactions, professional identities, and 
structural logics in terms of a distinction between male and female, masculine and feminine, 
work organizations systematically disadvantage women, their bodies, and their sexuality (Acker 
1990). Echoing the two dimensions of the gendered organization concept, it is useful to discuss 
the specific effects of gendered organizations in the knowledge economy in terms of organiza
tional cultures, and organizational forms. 

In terms of organizational cultures, processes of gendering operate in the knowledge econ
omy by imbuing organizations with values, dispositions, identities, and social expectations that 
have real consequences for men and women. The deep historical association of science and 
technology with dominant forms of masculinity is well documented (Cockburn 1985, 
Oldenziel 1999, Wajcman 1991), as is its ideological links to broader systems of masculine 
power and control (Schwartz-Cowan 1979, Fox Keller 1983, Faulkner 2000, 2001). The persist
ence of a masculine culture in science and engineering has been described as "tenacious" 
(Sappleton and Takruri-Rizk 2008: 298). The central norms of science - rationality, efficiency, 
and the rigid adherence to rules and order - define the typical ideals for success in the field, 
including decisions about hiring and promotion. Traditionally masculine behaviors such as 
competitiveness, individualism, and self-promotion are tied here to the concept of the "ideal 
worker" (Miller 2004). Importantly, women experience the consequences of this culture differ
ently than men, as their respective role conflicts and structural constraints diverge (Evetts 1998). 
The inherent instability of the "new economy," with its increased job insecurity, demands for 
"flexibility," fragmented careers, and ever-shifting skill sets (Bauman 2000, Sennett 1998), exac
erbate these difficulties for women. Among other things, women are more likely to be the 
"trailing spouse" in heterosexual marriages, and if moving ahead in the knowledge economy 
means moving geographically across long distances, women are disadvantaged relative to men. 
Such gender differentiation, however, often occurs through highly subtle dynamics that may be 
difficult to detect. Benschop and Doorewaard (1998) call these dynamics the "gendered subtext 
of organizations." Dana Britton's (2010: 9-10) research on gender inequality in promotions to 
full professor in academic settings captures the operation of the gendered subtext of organiza
tions. One of her interviewees notes that it is not formal constraints that hold women back. 
Instead, women are "just not one of the guys, so they're not going to be promoted." 
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Organizational forms also play a pivotal role in determining the degree of gendering within 
the workplace. While bureaucratic-hierarchical logics that reduce subjectivity in personnel 
decisions may prove beneficial for some women in science and technology (Bielby 2000, Baron 
et al. 2007, Guthrie and Roth 1998, Fox 2001), the newer networked, horizontal structures 
typical of the knowledge economy have been shown to reconfigure gendered organizations 
into more equitable environments (Smith-Doerr 2004, Kalev 2009, Leadbetter 2008).This flat
ter, network form of organization is, as we have pointed out above, characterized by 
collaborative relationships. When characterized by pooling and exchanging resources, collabo
ration requires malleable structures that ease the connections between workers of differential 
status. It is these flexible forms that afford women new opportunities to reconfigure power rela
tions in science. Collaboration is thus associated with the network form of organization more 
than with hierarchical forms of organization. 

But such flattening and its consequences are not a universal trend in knowledge-intensive 
settings: in academia, increasing marketization and bureaucratization means that knowledge 
production is carried out under the reemergence of rigidly hierarchal, rule-based forms of organ
ization (Moore et al. 2011, Kleinman and Vallas 2001). Longer working hours and multiplying task 
demands in the past two decades (research, teaching, mentoring, service, and now entrepreneur
ship) have had adverse effects on women faculty members (Acker and Feuerverger 1996, Jacobs 
and Winslow 2004, Fox and Xiao 2013), who unlike men often negotiate the tensions between 
academic careers and parenthood by sacrificing research, the strongest determinant of promotion 
(Misra et al. 2012). The pressures of domestic responsibilities, disproportionately experienced by 
women, often contravene the prevalent norm of working extremely long hours (Sappleton and 
Takruri-Rizk 2008). For example, in a study of the University of California (UC) faculty, women 
with children reported spending the least amount of time on professional work like research and 
the most on caregiving, when compared to men in any family status and to women without chil
dren (Mason and Goulden 2004). Even though the mothers in the UC study did professional 
work 51 hours per week on average, their average fell short by a full day's work - 8-9 hours per 
week- compared to their childless colleagues (Mason and Goulden 2004: 99). 

Social capital accumulation is also gendered. In industrial contexts, women often find it 
difficult to enter key corporate and social networks because of the long working hours many 
firms expect (Roberts and Ayre 2002). Further, professional networks may create webs of 
restricted access (Bourdieu and Wacquant 1 992), as certain forms of informal interaction in 
science and technology fields actually enhance cultures of exclusivity such as "old boy clubs." 
If exclusionary practices in the old economy rested largely on gendered socialization into 
dominant sex roles (Kanter 1 977), newer forms of segregation are predicated on gendered 
knowledge and practices in ways that leave women outside of power circles. For example, in 
her study of men and women in various medical roles in healthcare, Lindsay (2008) found that 
women were excluded from crucial professional networks by the frequent cultural association 
between complex technical competence and masculinity. Women performing such tasks as 
anesthesia or suturing were often met with surprise or resistance, unlike their male counter
parts. Similarly, Kellogg (2011) found that surgical residents who enjoy high status cultivate a 
culture of"machismo" (what she calls "Iron Men") that defines strong professional ability by 
linking mastery of surgery with radical individualism and competition. 

The case of collaboration 

As discussed above, the knowledge economy has accentuated the importance of alternative 
modes of work, not only in terms of how organizations are structured, but also in how workers 
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interact with each other. How are these different forms of labor associated with gender rela
tions and structures? To explore this question, we take a closer look at one such instance: 
collaboration. While collaboration is by no means a new phenomenon in scientific research 
(Beaver and Rosen 1978, 1979a, 1979b), the centrality of collaborative work has increased 
significantly in recent decades (Wray 2006). What this means is that although the relationship 
between looser and less hierarchical work structures and collaboration is strong, it is not histor
ically necessary. Scholarship has noted that as problems become more complex, detail-specific, 
and global in scope, they cannot be properly grasped by any single scientist, field, or institution; 
this complexity has been associated with an increase in collaboration (Shrum et al. 2007). 

Although seemingly simple, "collaboration" itself can prove to be quite an elusive concept. 
As Katz and Martin (1997) have shown, problems in pinpointing the meaning of collaboration 
include proper measurement, discerning the various levels of cooperation, and evaluating 
collaborative costs. While most working definitions in the literature describe collaboration as 
involving a team consisting of two or more individuals working together to advance a common 
goal (for example, Amabile 2001, Melin and Persson 1996), we prefer a broader sociological 
conceptualization. We understand collaboration as a form cif social interaction in professional contexts 
that involves both the sharing and withholding cif knowledge, resources, and technologies. We recognize 
that research collaboration describes relationships between individuals and between organiza
tions (for example, Bozemen et al. 2012). 

Ostensibly, collaboration in knowledge-intensive fields possesses the capacity to benefit 
women by undermining gendered organization logics and traditional divisions of labor. In a 
famous case, Marie Curie's success can be attributed to the kind of collaboration she developed 
with her husband and his scientific team, which stressed both group efforts and individual 
achievements (Pycior 1993). Collaboration does not mean that individual scientists produce 
less; in fact, scientific collaboration is linked to greater productivity for individual scientists 
(Zuckerman 1967, Melin 2000). There is productivity at the organizational level as well: for 
instance, companies with higher levels of collaborative R & D are more likely to go public 
(Powell et al. 1996). Collaboration is also associated with "preferential attachment" (Merton 
1968) that can lead to high status, promotions, and increased funding (Drori et al. 2003, Sonnert 
and Holton 1 996). One advantage in collaborative environments is the opportunity to choose 
and shift between partners (Smith-Doerr 2004).Through collaboration's close affinity to inter
disciplinary research, cooperative work increases women's social capital by exposure to 
associated disciplines, circles of expertise, and support networks (Pfirman and Balsam 2004). 
Women in initial stages of acculturation into the IT profession, for example, have pointed to 
collaboration as an important feature that attracts their commitment to the professional culture 
(Guzman and Stanton 2008). 

Still, the overall picture is complex. While collaboration has been associated with increased 
output and promotions, not all collaboration has been found to enhance productivity (Lee and 
Bozeman 2005, Katz and Martin 1997). Problems with the assignment of authorship credit are 
not unconm1on (Wray 2006), and conflict can dampen productivity. Collaborative outcomes 
and impacts are far from universal. 

As the motivations for collaborating are divergent and numerous, the reasons for shared 
work affect the dynamics and outcomes of collaborative projects. Collaborative activities often 
are focused on technology development, software, or patents rather than publications. Thus, 
Bozeman and colleagues (2012) distinguish between collaboration that produces increments in 
knowledge and that which produces increments in wealth. In each collaborative relationship, 
different stakeholders place divergent values on various outputs, affecting the process of collab
oration and its perceived effectiveness (Siegel et al. 2003). D'Este and Perkmann's (2011) diverse 
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list of academic scientists' motivations to enter into collaboration with industry highlights these 
tensions, ranging from commercializing to learning. Complicating matters, these diverse moti
vations are hard to disentangle from one another. At the organizational level, Kleinman and 
Vallas (2001) also note the converging and overlapping motivations for science as universities 
increasingly focus on profit and industrial firms' focus on collaborative science. 

In our own research, we are finding that chemical scientists employ narratives about motiva
tions for collaboration that acknowledge the tensions in collaborative work, including the time 
and funding pressures that often shape collaboration and even organizations in the knowledge 
economy. One male scientist whom we interviewed discussed how his experience with the 
"flexibility" of the biotechnology industry during his postdoc led him straight into the academy: 

At the time [I interviewed as a postdoc], two of the big departments [in the firm] were 
receiving the bulk of their research funds, one was [A], one was [B]. I was there at the 
time. . . [Dept. A was] ... developing this drug called [X], which turned out to be a really 
big thing, if you have this specific type of cancer. The [B] department was not putting what 
they call "candidates" into the pipeline, so they were spending a lot of money, but they 
weren't coming up with good drug targets. So, when I got there [to the company] a week 
later, they decided to terminate the entire [B] department, so it was about a hundred 
people that got fired. Urn, probably about 15 or 20 of them were actually running labs. 
We're talking about people with PhDs, you know, running labs. 

In this case, the flexibility of the firm led to shutting down a large portion of the organization 
and to layoffi. Perhaps this scientist's reaction would have been different if he had been work
ing in the successful department with the "really big" drug coming out. But his observation of 
others who lost their jobs in the for-profit world led him to believe that financial motivations 
for scientific collaboration would not permit him the autonomy he wanted: 

I recognized at the time that it's a financial decision.You can't spend 250 million dollars 
on a department that's not going to make targets. But at the same time I decided ... I really 
enjoy the liberty of you know, really being able to explore. 

Not only do motivations for scientific collaboration differ, but collaboration is also not always 
beneficial for participants. Conflicting interests and the different positions of researchers in 
social structures mean that teamwork, even among colleagues, is not inherently equitable. While 
research on the "dark side of collaboration" (Bozeman et al. 2012) has focused mainly on the 
dilemmas of authorship (for example, Wainwright et al. 2006), ethics and socio-political dynam
ics (Shrum et al. 2001, 2007), student exploitation (Slaughter et al. 2002, Baldini 2008), and 
conflict of interests (for example, McCrary et al. 2000), much less in-depth work has been done 
on gender problems in collaboration. Is there, then, a way to reach some general conclusions 
about the various gendered effects of collaboration in the knowledge economy? We suggest that 
several key dimensions for understanding collaboration can serve as a basis for a systematic 
analysis of its potential for disruption or institutionalization of gender patterns. These include 
teamwork dynamics, social and human capital imbalances, and collaboration outside if one's field. 

First, network organizations are characterized by both inter-organizational collaboration and 
teamwork within firms (Smith-Doerr and Powell 2005). Working in more horizontally organ
ized collaborative relationships with other colleagues provides a way of overcoming or 
mitigating the traditional disadvantages women scientists face when working as individuals, 
namely the marginalization of their research areas, smaller and less-well-equipped labs, and a 
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general exclusion from institutional power circles (MIT 2002, Roos and Gatta 2006). Pooling, 
sharing, and exchanging resources thus become not only a means of increasing productivity but 
a group strategy for circumventing social obstacles. Collaboration, however, may pose different 
kinds of dilenm1as for women employed in network organizations. Working in teams frequently 
requires one to convince colleagues by emphatically arguing a case. As research on industrial 
corporations and engineering firms has shown, being perceived as too forceful may be detri
mental to women's promotion while passivity could be seen as a weakness and confirm men's 
preexisting conceptions of women's diminished abilities (Kanter 1977, Evetts 1998). 

1 
In our research, we are finding a similar Catch 22 in collaboration, particularly for women 

scientists. Women's careers are unlikely to advance if they do not collaborate, but collaboration 
can be a tricky kind of relationship in negotiating credit, division of labor, and responsibility -
all of which are processes that may be subtly gendered. The comments of a very senior woman 
industry scientist (who had academic experience) on how to negotiate collaboration in one's 
career imply this "damned if you do, damned if you don't" problem. If you collaborate too 
much, you may be suspect and exposed to non-beneficial collaboration, but if you do not 
collaborate, you have no career. In the interview, she noted the potential problems with collab
oration, such as women not getting enough credit, but then went on to talk about the need for 
collaboration, if done carefully, in the following excerpt: 

It is important for everyone to find someone in order to be sharing information about 
your cohort - whatever stage of career you are in. You have to be careful about who you 
talk to and think about: is the information good for people to know or not? You don't 
want to discourage young women, for example. So you have to think about what kind of 
discussion you can have with a particular group. The other question is, do you have a 
choice about sharing information or is it demanded? Privacy and not prying is important 
for a healthy climate. 

This scientist's comments note that both sharing and withholding information is part of collab
oration. She also hints that walking the fine line of doing enough collaboration, but being 
careful about with whom you collaborate, may be particularly difficult for young women scien
tists. Still, her message is that mentors should not discourage women from collaboration, 
because it is crucial in every career stage. 

Second, social and human capital imbalances should be considered. Organic models of inter
action and group development, characteristic of research collaboration, may indeed offer 
women new avenues for professional growth in the knowledge economy. But the ad hoc process 
of decision making in academia, coupled with a lack of written rules and procedures govern
ing collaborative practices and responsibilities, also accentuates bench scientists' reliance on the 
lead principal investigators (Pis), who often have little time or interest to pursue issues "outside 
of the science." In looser structures in academe, where Pis and group supervisors have final 
authority in both substantive work and administrative issues but have little training as managers, 
women who are less assertive experience frustrations of not being "in the know" about promo
tions and professional opportunities (Roth and Sonnert 2010). As the recognized leaders of all 
academic projects coming out of their labs, Pis tend to receive the credit for the productivity 
from their lab. Because on average men are more likely to hold positions as Pis and women are 
more likely to be in supportive roles such as graduate students in labs across many scientific 
fields, there is a kind of gendered Matthew Effect. Those scientists who are more well-known 
receive greater credit for the collaborative work (Zuckerman 1988) and those scientists are 
commonly men (Rossiter 2012 calls this the "Matilda Effect"). 
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Collaboration can also disrupt the traditional connections between social capital and human 
capital, opening up new opportunities. By underscoring the assets of knowledge and expertise, 
collaboration may elevate women's overall status in scientific fields. It can also benefit women's 
individual careers. Take, for example, the story a young woman PhD student told in an inter
view about how collaboration with someone outside ofher university has helped to launch her 

career: 

I was looking forward to a new project, and talking to [the PI] about it. I had some ideas ... 
she [the PI] talked to [outside collaborator] and he said he was really interested in the proj
ect, he wanted to look at the [data with a particular instrument], but he doesn't know how 
to use [the instrument]. So [the PI] brought up the project and I thought it was really 

interesting, and she gave me his email, I contacted him, and we began. 

Next, the PhD student describes their co-authored publication, her first one, as a "good" expe
rience. She goes on to describe the importance of working closely in this collaboration: 

Well, in the case of [the outside collaborator], he came here to visit, which I think was 
really important, even though we're not very far along in the project. It's hard to just 
communicate with somebody by email, but when he came here we were able to throw 
out ideas and really get to learn what the strengths of the other person, you know, are, and 
what do they know, and running dialog for a long time. So I think that was important. 

This is one example of many that we heard about the benefits of collaboration to individual 

careers. 
Furthermore, in light of the growing significance of occupations that transcend particular 

organizational cultures (such as IT, where workers in high-tech regions like Silicon Valley may 
often switch jobs), collaboration offers women alternative networks for cooperation and devel
opment that si'destep the constraints posed by particular gendered organizations (Guzman and 
Stanton 2008). Scientific organizations that encourage personal connections between 
researchers, but that do so without the transparency, collective rewards, and flexibility that have 
been found to advantage women scientists' careers in network organizations (Smith-Doerr 
2004), may also disadvantage women. Research has shown that men tend to collaborate with 
more powerful figures (who are usually men), based on network homophily (Ridgeway and 
Smith-Lovin 1999). Homophily, where "birds of a feather flock together," is a social process by 
which similar people are more likely to form social ties. The human capital from skill training 
and career-relevant experience is often garnered through informal ties, but because of gender 
homophily in informal networks women may disproportionately lack access to key informa
tion regarding opportunities for developing their human capital, and for promotion and rewards 
(Padavic and Reskin 2002). Furthermore, men tend to choose collaborato.rs based on instru
mentality and previous experiences, whereas women are less likely to choose collaborators 
based on whether or not the collaborator has skills complementary to their own (Bozeman and 
Gaughan 2011). Women may pursue shared research not so much as a strategic calculation of 
pooling various forms of human capital but for other reasons such as a conm1on work ethic or 
service in mentoring. At least one study found that women academic scientists at all faculty 
ranks collaborate with other women in higher percentages than male academics in the same 
ranks (Bozeman and Corley 2004). Collaboration also provides women with a sense of 
community, a support network, and an opportunity to relate to others (Pfirman and Balsam 

2004). 

398 

Women in the knowledge economy 

Third, collaboration with non-researchers or others outside one's field increasingly becomes 
a crucial component for successfully pursuing team projects. Scientists, however, may develop 
ambivalent attitudes towards collaborators "outside" of science, in part due to the latter's limi
nal position (as "outside insiders"). Albert et al. (2008), for example, note the ambivalence with 
which biomedical scientists treat the social scientists with whom they are supposed to collab
orate. In Chapter 21 of this book, Albert and Paradis further demonstrate that social scientists 
and humanists are the collaborators who must adjust to the epistemic culture of medicine, 
rather than biomedical collaborators adjusting to incorporate others in interdisciplinary collab
pration. More research on whether and how these "outsider" dynamics of collaboration are 
gendered is needed. Furthermore, a strong sense of group achievement runs the risk of omit
ting individual women's important contributions to team discoveries - an elision that has 
characterized much of the history of women in science (Lohan 2000, Wajcman 1991). The lack 
of formal rules guiding collaborative work results in unarticulated expectations from Pis in 
academia, which creates frustration among marginal actors (for example, women in adminis
trative support, human resources, and other areas not inm1ediately linked to the scientific 
mission) who complain about lack of guidance and feedback as well as restricted access to 
important information on career advancement (Roth and Sonnert 2010).Women collaborators 
who come from under valued disciplines or subfields may face double suspicion stemming from 
a sense of superiority over marginalized others. For example, professional women such as prod
uct writers and communication specialists have been found to be especially vulnerable to 
gendered and classed stereotyping while working in collaborative science teams (Brady 2003). 

Even among scientific colleagues within the same field, women may be less valued as 
collaborators. One of our interview respondents from industry argued that evaluation biases 
against women in scientific careers, evident from the research literature, are also present in 
collaboration: 

Men and women are perceived differently. Even the space you have is affected by gender 
[referring to the famous 1999 MIT report on lab size inequalities]. In collaboration, a man 
and a woman might not ask for things the same way and there are issues with inequity in 
how they are heard. These are small things rather than overt. 

She went on to discuss the differences in collaboration prospects by field, and the importance 
of women's presence in visible numbers for ease of collaboration: 

In the biological sciences, people collaborate with each other. Women can collaborate with 
other women, because there .are a lot of them. In the harder sciences, there are still issues. 

Interestingly, this scientist points to the homophily assumption, that women will collaborate 
with other women. Her remarks sum up some of the relevant themes on collaboration we are 
drawing from the interviews with more than 70 chemical scientists: motivations for collabora
tion matter; women experience a "damned if you do, damned if you don't" perspective on 
collaboration, and while both men and women clearly articulate the benefits of collaboration, 
women's contributions to collaborative work may remain undervalued. These seemingly 
contradictory themes underline our basic argument: collaboration sometimes expands and 
sometimes contracts gender inequality in science. The next step (which is beyond the scope of 
this chapter) is to better understand the contexts and conditions where collaboration can 
disrupt gender inequality. 
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Conclusion 

In this brief essay on women in the knowledge economy, we have argued that the institution
alization and disruption of social forces affecting gender equality can be viewed both 
historically as a cyclical, chronological process, and analytically as a set of processes occurring 
at different levels of social action (see Table 22.1). At the level of individuals, and considering 
the rights of women to work in the knowledge economy, we see historical shifts from the insti
tutionalized exclusion of women from education and paid employment to women's 
movements that fought for legal changes. These legally instituted changes, however, can be 
circumvented by subtle, implicit biases toward masculinity that are shared by both men and 
women. At the organizational level, the shifts are often less visible, being located inside firms 
or universities rather than discussed in court cases or media representations of women. The 
gendered organization of science still favors dominant masculinity and hierarchies led by men 
in ways that usually go unnoticed. New forms of organization (such as the network form that 
appears in some knowledge economy sectors like biotechnology), however, may disrupt tradi
tional masculine power structures. Collaboration, now a staple feature of scientific knowledge 
production, allows for an alternative sociality that may undercut cultural and structural patterns 
of discrimination. The individual competition in classic academic science careers may also be 
challenged by more collaborative practices. 

To better grasp the various links between new forms of knowledge labor and gender 
inequality, more research is essential. While these links between knowledge production and 
gender inequality are quite diverse and perhaps even contradictory, we delineate below three 
broad areas where research on collaboration can inform those concerned with the status of 
women in the knowledge economy. First, more work on for-profit scientific contexts is crucial 
not only for discerning the effects of collaborative processes on gendered organizations and 
institutions operating under commercial logics, but also as a key comparative context to exam
ine related dynamics in academia. As collaborative ties between universities and private industry 
firms continue to intensify through the sharing of personnel, materials, and technologies, we 
must understa~d how collaboration may lead to institutionalization or disruption of gender 
equality. Collaboration across academia and industry combines market interests and basic 
research motivations, raising new critical questions about the relationship between gender 
inequality and motivations for scientific collaboration. We need to know more about whether 
there is a gendered evaluation bias of collaborators, whether the beneficial outcomes of collab
oration are gendered, and whether the motivation for collaboration is related to unequal 
outcomes in collaboration. 

Second, more work should concentrate on the connections between collaboration and 
gender in the context of increasing tension between the globalization of scientific research and 
localizing trends in knowledge production. On the one hand, general processes such as 
outsourcing, migrant knowledge workers, and the increasing precariousness of work suggest 
that both women and men in high-tech science and engineering face global pressures for 
increased mobility and non-standard work patterns. On the other hand, national and ethnic 
identities still play an important part in shaping the possible gendered effects of geographic re
location, job insecurity, and shifting temporal commitments on collaboration. Chapter 23 in 
this book, by Hee-Je Bak, demonstrates the need for such a nuanced analysis. Bak shows that 
while embracing a strong commitment to a commercial perspective on the value of scientific 
knowledge, R&D in South Korea is centrally directed by the government. Although many 
Korean scientists recognize the value of basic research and intellectual curiosity, public and 
private pursuits of technoscientific knowledge are merged under an ethos of global 
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competition. What this case tells us is that we need to know more, not only about the dark side 
of collaboration and its gendered consequences, but also about the different national contexts 
in which collaboration acquires positive meanings. 

Finally, the general acceptance of collaboration in the knowledge economy raises interest
ing research questions for women in science policy and science education. Given that 
collaboration is a form of sociality that is both organic and institutionally patterned, can policy 
interventions create incentives to make collaborative work more equitable? If so, what would 
these programs look like? In order to facilitate collaboration, issues that should be raised in the 

1 
policy creation process include: whether people can be professionally trained to collaborate in 
equitable ways; to what extent power can be neutralized in collaborative settings; and how 
values such as individuality, competition, and economic rationality can be reconciled with 
collective, non-instrumental, and educational forms of collaboration. 
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The Utilitarian View of 
Science and the Norms and 

Practices of Korean Scientists1 

Hee-je Bak 
KYUNG HEE UNIVERSITY, KOREA 

The utilitarian view of science and national interest in science 

Although science is conmwnly viewed as universal and an international ethos prevails among 
scientists, scientific work and careers are frequently linked to a nation and to utilitarian goals. 
This is not surprising, given the fact that major sources of funding for research and develop
ment (R&D) are overwhelmingly national. In particular, major national governments have 
viewed science and technology as national resources and attempted to mobilize them in the 
interest of each nation. Since the 1960s, the effect of science and technology on national 
economies hfls been a growing concern. A number of nation-states have made efforts to bolster 
economic competitiveness by promoting scientific advance. Science and technology policies in 
most countries have thus focused on how to better harness R&D and position strategic tech
nologies for industrial competitiveness (Branscomb and Florida 1999, Elzinga and Jamison 

1995, Ergas 1987, Okimoto 1989). 
Regardless of the c.onm1on goal, actual policies depend heavily on the political and social 

conditions in each country. In the U.S., the government's involvement in the economy tends 
to be viewed with suspicion, and how much and in which way the state should be involved in 
scientific enterprise for economic development has been controversial (Branscomb and Florida 
1999, Kleinman 1995). In contrast, countries where the central government has acted aggres
sively for economic development have been more likely to be involved deeply in scientific 

enterprise (Choi 1996, Evans 1995). 
This chapter discusses the ways in which the Korean government has mobilized science and 

technology for Korea's economic development and in so doing, how its utilitarian view of 
science has affected the norms and practices of Korean scientists. As an exemplar of develop
mental states, South Korea has long been known for its active role in economic development. 
The efforts of the Korean government to mobilize scientific and technological resources to 
move its economy beyond labor-intensive industries are not especially well known outside the 
country. In early 1960s, the Korean government set its first national plan for science and 
tech,nology promotion, brought a number of Korean scientists back from abroad, and set up 
state-funded research institutes to assist local firms, which were struggling to enter knowledge-
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based industries. Since the 1980s, it has also pushed university research toward applied and 
developmental research by distributing government fund in these directions. In this chapter, I 
argue that the Korean government's efforts to mobilize science and technology for economic 
development not only had a distinctive impact on the institutional development of Korean 
science but also encouraged Korean scientists to embrace the utilitarian values of science that 
view scientific research as a tool for industrialization and nationalism in science that equates 
scientific advance with national progress. 

The utilitarian view and nationalism in science have been associated with Korean scientists' 
~dherence to "post-academic" norms and practices of science (Ziman 2000). The promotion of 
science and technology for economic development often went hand-in-hand with an empha
sis on commercializing scientific research results. Science and technology studies (STS) research 
on privatization and commercialization of science in the U.S. has pointed to the ways that 
university-industry ties undermine academic norms of science, such as open sharing of research 
results and encourage post-academic norms of science, and the pursuit of applicability of 
research and intellectual property rights (Bok 1982, Croissant and Smith-Doerr 2008, Krimsky 
2003, Rosenzweig 1985). However, in the Korean case it has been the role of government 
rather than university-industry relationships that has prompted movement away from academic 
and toward post-academic norms. In the U.S., for instance, academic scientists have become 
increasingly concerned with intellectual property rights (a post-academic orientation) as their 
research has connected them with private firms. By contrast, in Korea, the government has 
played a principal role in promoting the interest of academic scientists in applicability of their 
research and intellectual property rights. The Korean government has prompted scientists to 
identifY the pursuit of applicability of their research with their contribution to national 
progress, which, in turn, helped them accept the norm of the pursuits for intellectual property 
rights and even the norm making secrecy among scientists acceptable. 

In the following pages, I first discuss the critical role of the Korean government in indus
trial transformation of the country and the mobilization of scientific research for 
industrialization. Then, I describe the norms and practices ofKorean scientists in terms of disin
terestedness and communality and discuss the influence of the Korean government on scientists' 
norms and practices. 

The central role of the Korean government in economic development 

After thirty-five years ofJapanese occupation and the Korean War, South Korea was econom
ically devastated. As late as 1960, its economy was barely sustained by economic aid and military 
assistance from the U.S. However, after just one generation, South Korea transformed itself from 
one of the poorest countries in the world to one of the world's economic powerhouses, espe
cially in high technology. A number ofKorean companies, such as Samsung, LG, and Hyundai, 
are now known as world leaders in semiconductors, mobile phones, electronic displays, chem
ical cells, shipbuilding and the auto industry. 

Scholars have been interested in and attempted to account for this exceptional success story 
oflate industrialization. Among many explanatory factors, the major role of the state has often 
been emphasized (Amsden 1989, Evans 1995). The Korean government has planned and 
orchestrated economic development of the country since the mid-1960s, although the growth 
of private companies and the globalization process have been reducing the power of the state 
significantly in recent years. 

Many observers considered the first five-year plan for national economic development 
launched in 1962 as the beginning of economic development in Korea (Kim and Leslie 1998). 
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From that time, economic development in Korea had clear ideological motivations and impli
cations. First of all, after seizing power by a military coup in May 1961, President Park Chung 
Hee and his colleagues tried to legitimize the military coup with the rapid economic devel
opment of the country. Furthermore, the Korean government presented the nation not just as 
being better off economically than in prior years, but also as a rapidly modernizing country 
easily surpassing its nemesis, North Korea (Kim and Leslie 1998). Economic development and 
industrialization was promoted as a national calling and even the raison d'etre of the nation, 
and science was portrayed as a major contributor to the country's progress. 

Through the series of national economic development plans, the Korean government envi
sioned three steps of economic development. The first was to develop export sectors in 
labor-intensive light assembly industries, such as textiles, by capitalizing mainly on its compar
ative advantage in labor costs. The next step was to develop capital-intensive heavy industries, 
such as steel. The third was to develop knowledge-intensive high technology industries, such as 
electronics. To accomplish this, the Korean government nurtured the country's research capa
bilities and linked them to local industries, in some cases taking over R&D for private firms 
(Evans 1995, Kim and Leslie 1998). The vision of transforming its economy into a knowledge 
intensive one finally came true when Korea became the world leader in DRAM (dynamic 
random access memory) semiconductors in the 1990s. 

National mobilization of scientific resources for economic development 

The Korean government has long acknowledged the critical role of scientific research in the 
Korean economy's attempts to advance in areas such as chemicals and high technologies 
(Amsden 1989, Choi 1996, Evans 1995). In this context, in modern Korea, scientists and scien
tific research have been treated explicitly as national resources to be mobilized for the national 
goal of economic development (Kim 201 0). The following briefly describes three cases that 
demonstrate how the Korean government mobilized science and technology for its national 

goals for utilitarian purposes. 

National planning for mobilizing science for economy 

Since the 1960s, the Korean government has promoted economic development of the country 
through the five-year plans for national economic development. Science and technology poli
cies in Korea were integrated with the economic development plans. Therefore, the Economic 
Planning Board, instead ofDepartment ofEducation, was responsible for the first five-year plan 
for technology promotion, the first official science and technology policy in Korea, which was 
initiated in 1962. The subtitle of the plan for technology promotion was "Supplement to the 
first five-year plan for national economic development," and the primary goal of it was secur
ing technical personnel needed for economic development Qeon 1982, Song 2007). The name 
of the plan changed to the plan for science and technology promotion in 1966 with the intro
duction of the second five-year plan. The close tie between the plan for science and technology 
promotion and the plan for national economic development continued into the 1990s. As late 
as 1993, the general plan for national science and technology promotion was included as a sub
section of the five-year plan for new economy (Song 2007). 

The Economic Planning Board was also responsible for the development of human 
resources. It prepared for the first "Five-year plan for human resources development (1962-
1966)" in accordance with the five-year plan for national economic development. One of the 
main goals of the plan was to coordinate efforts to reach the total university enrollment quota 
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in science and engineering fields. Despite the opposition of the Department of Education, it 
was determined that the Economic Planning Board set the enrollment quota in science and 
engineering fields Qeon 1982: 122-131).These examples demonstrate the nature of the Korean 
government's interest in science. South Korea integrated its national science and technology 
policy explicitly into its national economic plan and thus set the stage for Korean scientists' 
adherence to post-academic norms. 

State-funded research institutes for industrial needs 
I 

Another important aspect of the Korean government's economic development strategy was the 
establishment of public research institutions. In 1966, the Korea Institute of Science and 
Technology (KIST) was founded in the interest of economic development. Making critical 
contributions to the growth of the heavy chemicals industries in Korea in the 1960s and 1970s, 
it became known as the most successful model of a research institute for economic develop
ment in the developing world (Kim and Leslie 1998). Unlike other research institutes in 
developing countries at that time that supported the conduct ofbasic research, KIST aimed to 
assist Korean industries by solving problems of direct interest to them. That is, KIST was set up 
and operated to assist domestic industry, importing appropriate technologies and applying them 
in actual production and supporting research aimed at solving problems of concern to local 
firms (Kim and Leslie 1998, Moon 2006, Park et al. 2001). 

KIST made important contributions to the growth of the shipbuilding, steel, chemical, and 
electronic industries in Korea. The success of KIST led the Korean government to set up subse
quent state-funded research institutes dedicated to research relevant to specific 
knowledge-intensive industries, including the Korea Institute of Machinery and Materials, the 
Korea Institute of Chemical Technology, and the Electronics and Telecommunications Research 
Institutes. In 1970, these state-funded institutes accounted for 58.51% of total national R&D 
expenditures. As the Korean economy has developed, this proportion has declined to about 
12.67% in 2010 and the proportion of total national R&D expenditures industry is responsi
ble for has increased from 12.56% to 74.80% during the same period. 

When the Korean government set up KIST and other public research institutes, one of the 
daunting tasks it faced was recruiting qualified researchers. The Korean government tried to 
bring the many Korean scientists working abroad back home. Toward this end, the Korean 
government provided not only financial incentives, but also portrayed these scientists as national 
heroes dedicated to creating national economic prosperity. It has been underscored through the 
media that these scientists were persuaded to come back home because of their sense of 
mission: they should help the country make economic progress through industrialization (Choi 
1995). With such general support by the government, KIST researchers enjoyed a high social 
status (Moon 2006). 

Shaping university science's movement toward applied research 

The way the Korean government supported academic science also reveals its utilitarian view of 
science. In the 1960s and 1970s, the Korean government viewed universities primarily as 
educational institutions and provided minimal support for academic research. The proportion 
of university R&D expenditure to total national R&D expenditure remained less than 10% 
until 1977 when the Korean Science Foundation was established, signaling a leap in the 
government's financial support for university research. 

One of the reasons for the Korean government's initial half-hearted support for university 
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research was science policymakers' mistrust of university scientists. From the Korean govern
ment's utilitarian view of science, what Korea needed was applied research, which would be 
able to assist Korean industry directly. In the eyes of many bureaucrats, however, university 
professors resided in an ivory tower and conducted research for personal curiosity irrelevant to 
national needs (Jeon 1982). This mistrust explains the Korean government's establishment of 
free-standing state-funded research institutes and also a new graduate school specifically for 
educating scientists and engineers to aid industry - Korea Advanced Institute of Science (later, 
Korea Advanced Institute of Science and Technology, KAIST). KAIST's environment supported 
the utilitarian purpose of science for industry and national defense. Most student theses dealt 
with practical questions related to Korean industry and national defense, and about 70% of 
KAIST students entered industry and state-funded research institutes after getting their degrees 

(Park et al. 2001). 
The increasing prominence of industry-funded science prompted discussion over how to 

coordinate the best public and private research. In the wake of those discussions, the Korean 
government began to support large scale, long-term national R&D projects for fundamental 
technologies at state-funded research institutes. At the same time, it attempted to take advan
tage of the potential of university research capacities and increased its support in that area 
(Hwang and Yun 2003). From 1985 to 2010, university R&D expenditure increased 12.67 
times, even after controlling for inflation. Government funding was responsible mainly for the 
increased research in universities, so that the proportion of government support among the 
university R&D expenditure increased from 8.8% in 1987 to 72.4% in 2010.Without question, 
the Korean government became the major supporter of university research. In 2010, private 
companies were the second largest supporter of university research, accounting for slightly over 

10% of total university R&D expenditure. 
Through the policy judgment of "selecting and concentrating," the Korean government's 

support for scientific research has concentrated on a few areas that are believed to have high 
potential for conm1ercialization. Consequently, as government support for university research 
has increased remarkably, so has the proportion of that research devoted to application and 
development. Korean university scientists have thus become increasingly concerned with the 
possibility of commercializing their research and directing it toward applied and developmen
tal ends. Although the Korean government's support for basic research increased rapidly, its 
support for applied and developmental research increased even faster. The proportion of applied 
and developmental res~arch in university R&D expenditure increased from 26.92% and 7.22% 
in 1983 to 32.81% and 31.20% in 2010, respectively, while the proportion of basic research 
decreased from 65.86% to 35.34% during the same period. In contrast, university research in 
major industrial countries, such as the U.S.,Japan, Germany, or France, continued to focus on 
basic research: in terms of R&D expenditure, the proportion of basic research in university 
research in these countries has remained high, from around 50% in Japan to around 90% in 

France, and relatively stable during the same period (Bak 2006). 

Culture of Korean scientists: embracing the utilitarian view of science 

The economic development motivation for government-supported scientific research in 
modern Korea has inhibited the institutionalization of pure Mertonian-type scientific norms 
among Korean scientists. Efforts by the Korean government to mobilize science to support 
economic development encouraged scientists to embrace a utilitarian view of science, which 
Ziman has suggested is central to the "post-academic" norms of science (Ziman 2000). In this 
section, I first demonstrate that post-academic norms of science are more prominent than pure 

410 

The norms and practices of Korean scientists 

Mertonian-type norms among scientists in the Korean public sector. Then I will examine how 
these scientists embrace the utilitarian view of science, focusing on the role of the state and the 
nationalist view of science. 

Post-academic norms over Mertonian norms of science 

Many analysts have suggested that a broad transformation in the institutional structure of 
science is underway (Berman 2011, Croissant and Smith-Doerr 2008, Etzkowiz 1989, Etzkowiz 
~t al. 1998, Gibbons et al. 1994, Kleinman 2003, Slaughter and Rhodes 1996, 2004, Slaughter 
and Leslie 1997, Vallas and Kleinman 2008, Ziman 2000, see also Vardi and Smith-Doerr, 
Chapter 22 of this volume). According to some of these analysts, these structural changes have 
been accompanied by changes in the culture of science. A number of these studies, which focus 
on western societies, have suggested that the norms and practices of industrial science, includ
ing valuing industrially applicable knowledge and using of secrecy in the interest of protecting 
intellectual property rights, have been integrated into academic science where the ideal norms 
of science, such as communality and disinterestedness, had previously been dominant. 
Moreover, this literature has also reported that despite some integration, there has been a grow
ing tension between the academic and industrial scientific cultures in university settings (for 
example, Blumenthal et al. 1996, 1997, Krimsky 2003, Ziman 2000). 

In Korea, while there is some tension between the two scientific cultures, the norms and 
practices of industrial science have been prominent even among scientists in the public sector. 
Korean scientists have embraced the utilitarian view of science, since the earliest efforts to use 
science to bolster economic development. The results of"the Survey of the Norms and Values 
of the Korean Scientific Conmmnity (hereafter Scientific Norms Survey)" conducted in 2006 
demonstrate that the majority of Korean scientists in the public sector embrace the utilitarian 
view of science. This web-based survey was carried out by the Research Institutes of 
Information Society at Kyung Hee University with the support of the Korea Research 
Foundation. Using the stratified random sampling method, the survey was administered to 435 
professors in 16 universities and 252 researchers in seven state-funded research institutes. 

The Scientific Norms Survey is composed of two components. The first includes an array 
of questions about scientists' motivations for becoming scientists. The second focuses on scien
tists' commitment to traditional academic norms of openness and communality. Putting these 
two portions of the survey together points at once to Korean scientists' simultaneous commit
ment to academic and post-academic norms and their unambiguous commitment to the use 
of science for utilitarian ends. 

The results of the Scientific Norms Survey suggest that, before becoming scientists, Korean 
scientists had a traditional Mertonian image of science. The survey asked scientists to reveal their 
major motivations for choosing their career in science by selecting 2 from 8 possible options. 
Among them, "To fulfill intellectual desires (61.3%)" was followed by "Autonomy of research 
( 43.6%) ."At the same time, 27.6% of respondents indicated that "Contributions to the national 
advancement" was one of their two motivations for following a scientific career and 15.9% 
indicated that "Contribution to the welfare of humankind (15.9%)" was important. For scien
tists who were over 60 years old, those motivated by advancing the national interest was higher 
than for the sample as a whole at 34.1 %. Thus, in response to this question, the profile of 
respondents suggests a mix of academic motivations (autonomy, etc.) and a more utilitarian 
orientation (a commitment to national advancement and human welfare). 

Even while the majority of scientists were motivated by curiosity and work autonomy, tradi
tional motivations, their perspectives regarding actual scientific practices were far from the 
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traditional ideology of science. The Scientific Norms Survey includes a wide range of questions 
about scientific norms. Among them, the question items measuring the norms of disinterest
edness and communality are particularly relevant to this study, since these two norms are 
implicitly against the utilitarian view of science. 

Disinterestedness was defined by Robert Merton as the principle that scientific activities be 
independent of scientists' individual prejudice (Merton 1973); however, its meaning later 
extended to include independence from the influence of external interests (Gaston 1978). Thus, 
disinterestedness typically refers to a principle that scientific activities should be guided only by 
the pursuit of truth and be independent of the religious and political beliefs, economic gain, or 
the popularity of a research topic. 

Merton also identified communality as a norm of science, which has been frequently 
discussed in relation to commercialization of science. The norm of communality calls for scien
tists to communicate their findings publicly, reflecting the fact that scientific research relies 
upon previous scientific work accumulated by other scientists. Therefore, the norm of commu
nality certainly conflicts with the culture of commerce in which privatization is used to 
generate profit and research secrecy is a common practice. Indeed, as the commercialization 
process has increasingly penetrated into U.S. academic science, there has been growing concern 
about secrecy and delayed publication among scientists (Bok 2003, Grobstein 1985, Krimsky 
2003). In particular, intellectual property rights have been criticized for discouraging informa
tion exchanges and thus slowing scientific advance. It has been reported that scientists hold 
their findings for quite some time due to intellectual property rights concerns and contractual 
agreements with industrial research funders (Blumental et al. 1996, 1997). 

In the Korean survey, one item directly measured respondents' perceptions of the emphasis 
on the applicability of science, which may be viewed as being against the norm of disinterest
edness. For the statement that "Scientists must pay attention to the applicability (the potential 
of commercialization) of their research," positive responses were overwhelming. About two 
thirds agreed (agree: 52.3%, strongly agree: 15.8%) with the statement, while only 6.8% 
disagreed (disagree: 5.6%, strongly disagree: 1.2%), with about 25% of responses in the neutral 
category. In contrast, much smaller portions of respondents agreed with the statement that "A 
research topic should be selected (by scientists) only based upon intellectual curiosity and scien
tific consideration." About 40% of respondents agreed (agree: 31.7%, strongly agree: 9.8%), 
while about 38% disagreed (disagree: 29.3%, strongly disagree: 7.3%) and 22% of respondents 
exhibited a neutral position. 

The results from the survey also suggest that Korean scientists generally view bestowing 
intellectual property rights on scientists as legitimate. Most responses to the statement 
"Bestowing intellectual property rights for new scientific findings is a legitimate reward to 
scientists and funding organizations," were favorable. The majority of Korean scientists, 61.5% 
of respondents, agreed with the statement and 21.3% strongly agreed. Fewer than 4% disagreed 
with the statement, and 13.5% provided neutral responses. In contrast, respondents revealed a 
lukewarm support for the statement "Since scientific findings are the conunon good, all the 
scientific findings should be released openly without restriction." Fewer than half of the respon
dents agreed (34.9% "agree" and 12.0% "strongly agree"), while about 30% of respondents 
disagreed, with about 25% providing neutral answers. 

The most striking finding concerns the respondents' attitude toward secrecy in research 
activities. The survey presented scientists the following proposition: "If necessary, the publica
tion of a research article can be delayed more than six months to secure intellectual property 
rights." The period of six months has been used as the boundary between traditional academic 
research practice and secrecy in previous research (Blumenthal et al. 1996, 1997). In Korea, 
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scientists widely viewed substantial publication delays as legitimate: 61.1% of respondents 
agreed with the above statement and 16.5% strongly agreed. Only 6.0% answered "disagree" 
and 0.9% "strongly disagree." 15.5% took a neutral position. 

In sum, the Scientific Norms Survey shows that while characteristics traditionally associated 
with academic science motivated many Korean scientists to choose their career in science, the 
majority of Korean scientists in practice expressed the utilitarian view of science by emphasiz
ing industrially applicable research and the legitimacy of secrecy in the interest of intellectual 
property protection. While there are ways in which survey respondents' answers could be seen 

1 
as contradictory, I would suggest that overall post-academic norms have a stronger hold on the 
Korean scientific community than pure Mertonian norms. 

The role of the state and the nationalist view of science 

This section discusses how Korean scientists in the public sphere came to embrace the utilitar
ian view of science and, in so doing, highlights the critical role of the state and the nationalist 
view of science in shaping norms of science. For this purpose, I rely on the results of in-depth 
interviews I conducted with thirty-two Korean university scientists between 2003 and 2005. 
The purposive sampling method was used to make sure that interviewees have as many diverse 
characteristics as possible. A total 12 physicists and 20 biologists in six universities were inter
viewed. 14 interviewees were professors, 4 associate professors, and 14 assistant professors at the 
point of interview. Each interview took about 1.5 to 2 hours. 

In the interviews, few scientists contended that scientists should be interested in only scien
tific values when selecting research topics. Almost all interviewees pointed out the prospects 
for funding was one of the most important factors in selecting a research topic. They tended to 
acknowledge that the interest from outside the scientific community narrowly defined has 
influenced their process of selecting research topics, and at the same time, they asserted that the 
influence of the Korean government in distributing research funds was more important in topic 
selection than was direct connection with industry. The following remark from a young physics 
professor conducting research on an electronic display highlights the effect of the state: 

Our country has maintained a "selecting and concentrating" policy. Under the policy, the 
state demands specifying concentrated research areas from among selected areas. Then, 
[when] what I want to research is ... not included in the selected areas ... I have to ponder 
between what I want to research into and what the state demands, because ifl conducted 
the research, then, I might face problem in funding. Research requires funding! ... Let's 
say a project can get funding more easily. Then, the center of gravity tends to move toward 
it. A display is one of the selected areas [by the state]. 

This interview and many others suggest that governmental funding for research has shaped 
research practices of Korean scientists in the public sector. Indeed, almost all interviewees 
confirmed that it is quite common that scientists change their research topics from their orig
inal interest to one with better funding opportunity. "There are many researchers around who 
changed their research topics [due to funding opportunities]" said a biologist. Another inter
viewee remarked that funding pushes scientists toward applied research. A cytochemistry 
researcher argued "In the past, molecular biologists tended to conduct pure molecular biolog
ical research. But because it [getting funding] didn't work well, they have increasingly 
cooperated with agricultural researchers." 

An especially interesting finding is the way Korean scientists justified the post-academic 
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norms of science. Selecting research topics for funding opportunities may be viewed as a behav
ior against the norm of disinterestedness. However, in interviews, few respondents pointed to 
this tension. On the contrary, Korean scientists in the public sector tended to emphasize the 
applicability of selected research topics in terms of the contribution to national progress: since 
the government would allocate the funding for national needs, selecting research topics for the 
funding opportunity means working for the national need rather than following personal inter
est. Similarly, even those who conduct mainly basic research emphasized applicability in 
selecting research topics. The basic scientists certainly were more likely to argue that more 
support for basic research would be needed for scientific advance. However, they based their 
argument on the claim of applicability, suggesting that basic research would generate scientific 
findings on which industrial application would be carried out later. Indeed, more than half of 
basic scientists interviewed mentioned that science policies emphasizing industrial applicability 
would be inevitable, given Korea's economic status. 

Also, in the interviews consistent with the survey results discussed above, most scientists 
regarded intellectual property rights as rightful rewards for scientific endeavor. That said, there 
was some disagreement between scientists doing basic and those doing applied research. While 
applied scientists tended to have a positive view of intellectual property protection, a few of the 
scientists I interviewed, especially those who conduct basic research, expressed their concern 
about slower information flow due to intellectual property rights considerations. Still, when 
their research was potentially profitable, many scientists, including basic researchers, ranked 
intellectual property rights as more crucial than publishing a journal article and even accepted 
secrecy as legitimate. According to a theoretical physicist, 

We cannot prevent research from moving toward commercialization. . . . Scientists who 
conduct pure research like me do not need to pay attention to it [a patent] .... Applied 
research should go for patents. I don't feel uncomfortable with the fact that a certain scien
tific finding is not being published [and is instead protected as intellectual property]. 

Such responses might not be surprising, given that the majority of Korean scientists tend to 
share a strong utilitarian view of science. An interviewee reported that her research team 
decided not to publish their research on the rice genome in The Plant Cell because in the 
review process, the journal asked authors to release the database without guaranteeing their 
ownership rights: 

Rice is a crop with a lot of economic potential. So the request of offering it [the database] 
completely is, we think, against the interest of the Korean government who funded this 
research. In fact, the genome ·database of Arabidopsis [Arabidopsis thaliana] is free of 
charge. But it is not a cash crop but a crop for basic science. Then, can we apply the same 
principle to cash crops? .... If we release the database and fail to obtain patents, then what 
we do in Korea is merely informatization - creating a database. We worried about losing 
economic opportunities. 

This example demonstrates graphically the view common among Korean scientists, as made 
clear in the survey data, that economic interest and secrecy are more important than the norm 
of communality. Especially interesting in this case is the way the interviewee justified her 
research team's decision to give up publishing their findings by connecting the benefits of 
patenting their research outcome to national economic interest instead of scientists' individual 
rewards. She emphasized that not just economic opportunity but national interest was at stake. 
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Noting that the Korean government supported their research, she also claimed that her research 
team was very willing to provide their data to other Korean scientists upon request. In doing 
so, she identified intellectual property rights of her research with national interest and, thus, 
justified her research team's decision to give up publication. 

Linking intellectual property rights to national interest was quite common in the interviews I 
conducted. Indeed, national wealth was one of the most frequently used words when intervie
wees talked about intellectual property rights. A physicist noted, for example, that "If we applied 
well, having intellectual property rights may yield wealth to the nation." Moreover, appealing to 
rationalism in science, some interviewees advocated secrecy more bluntly. As a young plant biol
ogist remarked when talking about intellectual property rights: "I am thinking over national 
wealth that we may be able to obtain through secrecy rather than worrying about it." 

Another notable finding from the interviews relates to the ways in which scientists became 
interested in intellectual property rights. Interviewees tended to mention the influence of the 
Korean government rather than the commercialization of science itself or the pull of the private 
sector. The literature on commercialization of U.S. academic science has pointed out that the 
culture of conm1erce stemming from industry-university ties was a primary factor in explain
ing academic scientists' acceptance of intellectual property rights and secrecy (Blumenthal et al. 
1996, 1997, Bok 1982, Krimsky 2003). That is, academic scientists started to consider intellec
tual property rights because of a contract with a private firm. In Korea's case, however, the 
government instead of industry appears to have motivated the increased interest in intellectual 
property rights and secrecy among public sector scientists. 

As discussed earlier, science has been mobilized nationally by the Korean government for 
economic development. In doing so, Korean scientists have come to embrace the utilitarian 
view of science, viewing it as a tool for national industrialization, and have come to identify 
science with national advance. Historical experience may account for scientists' tendency to 
connect the economic benefits that result from scientific research to national interest rather 
than individual rewards. By helping scientists see patenting research outcomes, industrialization, 
and national interest as identical, the nationalistic view of science may also have helped scien
tists accept the norm of the pursuits for intellectual property rights and the practice of secrecy 
without much resistance. 

Conclusion: the state and culture of science 

During the middle of the twentieth century, economic development was a major government 
priority in South Korea. Korean policymakers viewed scientific research as a crucial tool for the 
economic development of the nation and mobilized scientists toward that end. The govern
ment's utilitarian view of science was revealed clearly in its national plan for science and 
technology promotion, which accompanied the national plan for economic development. This 
utilitarian view led the Korean government to be reluctant to support scientific research in 
higher education prior the mid-1980s, viewing the basic research orientation of university 
professors as unlikely to aid economic development. Instead of supporting university scientists, 
the Korean government established mission-oriented, state-funded research institutes to 
conduct research to assist local industries. Even when the Korean government began to support 
university research seriously, it invested primarily in applied and developmental research. 

The strong utilitarian view of science promoted by the Korean state created a distinctive 
research environment for Korean scientists, and, in turn, had significant effects on the norms 
and research practices of scientists in universities and public research institutes. In Korea, the 
assigned role of scientists has been to produce instrumental knowledge for industrialization, and 
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the state has distributed rewards with the aim of realizing this objective. The distribution of 
government funds for applied and developmental research in universities appears to have 
contributed much to scientists' perceptions of the purpose of scientific research. The national
ist view of science and the state-guided commercialization of science in Korea also helped 
legitimatize scientists' pursuit for intellectual property rights, the emphasis by scientists on the 
applications of scientific research, and even secrecy, because each of these was seen as helping 
to realize national, rather than personal, interests. 

The STS literature has discussed different types of scientific norms and practices and 
revealed tensions especially among academic and industrial research norms. Focusing on the 
ramification of growing academy-industry ties, the existing literature has focused on the ways 
through which the culture of commerce has transformed the Mertonian-type norms and prac
tices of academic science (Etzkowitz 1989, Etzkowitz et al. 1998, Hackett 1990, Kleinman 2003, 
Krimsky 2003, Owen-Smith and Powell 2001, Slaughter and Leslie 1997, Slaughter and 
Rhodes 2004, Ziman 2000). In particular, scholars in the U.S. have expressed widespread 
concern about how university-industry relations (UIRs) have undermined academic norms. 
They suggest that UIRs threaten and, indeed, are changing the normative landscape of science. 
These researchers have suggested that increased connections between academia and industry 
have been and are threatening norms of openness and free exchange (Bok 1982, Croissant and 
Smith-Doerr 2008, Krimsky 2003, Rosenzweig 1985). 

In Korea, however, the Mertonian-type norms have never had the priority many analysts see 
in the pre-1980s United States, even among scientists in the public sector. On the contrary, 
Korean government efforts to put science in the service of national economic development have 
prompted scientists to accept secrecy and less-than-open sharing of research results in the inter
est of national economic advance. Well before analysts in the U.S. worried about how UIRs were 
shaping the norms of science, Korean government policies were shaping the norms of science 
and doing so in a way that deviates from the Mertonian ideal and in a way analysts see as more 
consistent with the values associated with the incursion of industry into academic science. 

One might-argue that the nationalist view of science is merely rhetoric used by scientists to 
justify their pursuit of individual interests in their research (Gilbert and Mulkay 1984, Mulkay 
1976). Indeed, some scientists in Korea have mobilized rhetorical framings such as "the funda
mental technology of Korea" and "Science has no borderline, but scientists have their 
fatherland" intentionally to justify their research and to obtain support from the state. It is not 
easy, therefore, to precisely determine the extent to which nationalism in science is used rhetor
ically for personal advantage and to what extent it is an internalized norm to which Korean 
scientists are truly committed. It is worth noting, however, that many basic researchers in Korea 
whose research has little to do with economic development expressed belief in the value of 
intellectual property protection and secrecy in pursuit of national economic development. 

In sum, the experience of Korea suggests that, in developmental states, the state may wield 
greater influence on the norms and practices of scientists in the public sector than does the 
spread of industry directly into academia. Perceiving science as a resource and a tool for national 
economic competitiveness, the state can promote the utilitarian view of science not only 
through how it distributes support for scientific research but also through the new organiza
tional systems it creates. Furthermore, unlike industry that represents private interests, the state 
is often seen to represent the public good, which helps scientists justify post-academic norms 
and practices in terms of national interests. Put differently in Korea, a quintessential develop
mental state, scientists may dismiss traditional academic norms because they are viewed as being 
inconsistent with national ·well-being. In all, we see a very different set of forces in Korea 
transforming the norms of science than we find in the U.S. and other western countries. 
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Note 

I appreciate thoughtful conunents on the earlier version of this chapter from Daniel L. Kleinman and 
Kelly Moore. Writing of this essay was supported, in part, by Korean Research Foundation (KRF-
201 0-330-B00169). 
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Science as Comfort 
The strategic use of science in 

post-disaster settings 

Brian Mayer, Kelly Bergstrand and Katrina Running 
UNIVERSITY OF ARIZONA, UNIVERSITY OF ARIZONA AND IDAHO STATE UNIVERSITY 

The recent catastrophic disasters of the twenty-first century have fueled a growing body of 
literature in science and technology studies (STS) on the relationship between science and the 
social dynamics of disaster prevention, management, and recovery. From the accidental release 
of nearly five million barrels of oil from the explosion of the Deepwater Horizon oil rig in 
2010 to the nuclear meltdown at the Fukushima Nuclear Power Plant in 2011, the need for 
improving our understanding of how technoscience is implicated in the way political institu
tions prepare for and deal with disasters has never been clearer. As Fortun and Frickel (2012) 
note," disaster has been a blind spot in STS." It remains to be seen whether our existing under
standings of science and society are applicable to the unique and often chaotic conditions 
surrounding disasters. Thus, while there are some studies on the impact of regulatory responses 
to disasters (for example, Frickel et al. 2009), as well as citizen participation in science post
disaster (for example, McCormick 2012), STS would benefit from greater understanding of the 
use of science and technology in the recovery from disruptive events. Toward this end, we 
examine the use of seafood testing procedures following the Deepwater Horizon oil spill. We 
find that beyond simply generating knowledge, the seafood testing program served multiple 
purposes, from attempting to boost consumer confidence in Gulf seafood to making science 
accessible to seafood workers. In short, science was used as an institutional tool to reduce uncer
tainty generated by the disaster for both consumers and producers of seafood. Despite these 
aims, the testing garnered widespread negative reactions in the media, reflecting a culture of 
public distrust of government that had emerged in the aftermath of the disaster. 

In crisis settings, the credibility and legitimacy of science and technology become especially 
contested as various stakeholders compete for the regulatory and cultural authority to define 
the scope of the problem and design potential strategies for management and recovery (Clarke 
1991, Fortun and Frickel 2012, Freudenburg 1997). A similar phenomenon can be seen in 
development contexts in which stakeholders contest the costs and benefits of embracing risky 
new technologies (Amir, Chapter 17 of this book). In extreme situations, including environ
mental disasters in economically developed nations and rapid economic growth in emerging 
nations, when new forms of science and technology must be rapidly created and deployed, 
existing rules and standards governing the use of technoscience, as well as established cultural 
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scripts reinforcing their legitimacy, may be lacking. In the absence of preexisting norms and 
rules, modern science and technologies have the potential to exacerbate anxiety by asking the 
public to have faith in unproven measures. Thus, in the process of institutionalizing unfamiliar 
approaches to technoscience it is important for scientists and regulators to be aware that the 
uncertain context in which new or modified forms of science are introduced can lead to 

contestation of their credibility and legitimacy. 
We examine challenges to the legitimacy of new science in response to a disaster, specifi

cally the 2010 Deepwater Horizon oil spill in the Gulf of Mexico. This oil spill was the largest 
in the history of the United States, releasing 200 million gallons of oil and causing environ
mental harm to ecosystems and economic disruption in coastal communities dependent on 
seafood and tourism industries. In the wake of this catastrophe, governmental agencies and 
scientists implemented sensory testing, in which participants used their sense of smell and taste 
to determine the presence of petroleum-based oil in seafood. This attempt to institutionalize 
the science of sniff testing as a legitimate disaster response was met with both public ridicule 
and enthusiasm by various stakeholders. It thus provides a useful case study for assessing both 
the contestation of novel scientific practices in a disaster situation and the strategic use of 
science in managing public responses to disasters. One of the primary purposes of the testing 
was to calm the fears of consumers wary of eating Gulf seafood due to possible oil-related 
contamination. For communities along the Gulf coast who were already struggling with oil 
cleanup, lost tourism, and fishery closures, a nationwide boycott of Gulf seafood would be 
economically disastrous. Sensory testing provided a highly visible and easy to understand form 
of seafood inspection accessible to the general public, accompanied by government-approved 

messages that the seafood was safe to eat. 
The deployment of sensory testing also included conmmnity outreach programs that trained 

people working in the seafood industry to use their noses to detect oil in seafood. Seafood 
workers in coastal communities lived with daily uncertainty about what the ultimate effects of 
the oil spill would be, such as whether they would lose their jobs due to fishing restrictions or 
perceived contamination of seafood resulting in lackluster sales. The sniff test science empow
ered people to use their own skill sets and recover some amount of control in an uncertain 
situation through an easy-to-learn scientific procedure (Otwell2012). In these two ways- reas
suring consumers and providing tools to seafood workers - the use of sensory testing after the 
Deepwater Horizon oil spill serves as an example of "comfort science" wherein scientific 
processes are undertaken with the goal of reassuring a concerned public in the aftermath of 

environmental disruption. 

The changing role of science in a culture of competing claims, risk and 
uncertainty 

The public's trust in the credibility and legitimacy of science has undergone substantial change 
in the past few decades (Beck 1992, Giddens 1991, Moore 2008). During industrialization, 
technoscientific advancements elevated the role of science in managing complex new tech
nologies and led the public to increasingly trust scientific endeavors and scientific authority 
(Barber 1990, Parsons 1962). As a result, the period from industrialization to the middle of the 
twentieth century was marked by a widely held cultural view of science as objective, noncon
troversial, and generally beneficial for society. This perspective on science has been challenged 
in recent years, however, due to public debates between scientists on the moral and political 
implications of their work, the media's tendency to highlight scientific disagreement in its 
coverage of science-related issues, and legal battles in the wake of industrial disasters (Button 
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2010, Fortun 2001, Moore 2008). Moreover, recent studies have demonstrated growing cleav
ages between social groups and their level of trust in science and technology (Gauchat 2012, 
McCright and Dunlap 2011, Mooney 2005). Highly visible and contentious scientific debates 
such as those concerning climate change present a divided scientific community, providing an 
opening for lay audiences to superimpose other social partitions such as political ideology or 
religion to make sense of the debate. Indeed, political ideology and religiosity (Gauchat 2012) 
seem to be driving the public further apart in their perception of whether scientific and tech
nological advancements represent objective and beneficial sources of information. 

1 

The public's skepticism toward science has also been aggravated by technoscientific disasters, 
such as nuclear reactor meltdowns and the discovery of chemical pollutants in our air, food, and 
water (Carson 1962, Fortun and Frickel 2012). These events have led to a variety of negative 
and unintended consequences for society and individuals' health, generating existential insecu
rity regarding the level of trust the public should place in science (Beck 1992, Giddens 1991). 
Beck (1992) argues that the catastrophic risks brought about through modern industrialization 
are attributed by the public to science gone wrong and a lack of practical management in the 
scientific endeavor, which contributes to backlash against science. The public's understanding 
and acceptance of science may be contingent on trust in the institutions conducting the science 
(Bucchi and N eresini 2008, Wynne 1995). Elsewhere in this volume, Amir (Chapter 17) simi
larly argues that weak and poorly developed political institutions can undermine public trust in 
science, especially in cases where the state is seen as unable to effectively oversee the imple
mentation of risky technologies. In the case of science in post-disaster settings, especially when 
the disaster is human-caused, competing estimates of scope and a sense of doubt about science's 
ability to keep us safe further exacerbate the perception of bias and corruption within the 
scientific process. 

Crisis situations also present a number of distinctive circumstances that intensify the ambiva
lence many in the modern public feels toward scientific authority. When crises occur, demands 
for rapid responses often require novel or reimagined implementations of technoscientific fixes 
- solutions that potentially introduce new fears or uncertainty into the public sphere (Fortun 
and Frickel 2012). The chaos in the aftermath of crises makes it difficult for the public to feel 
sufficiently informed, thereby taking away their ability to participate in the decision-making 
process which has become increasingly desired as ultimate scientific authority is questioned 
(Moore 2008). Furthermore, the rapid deployment of technoscientific solutions often chal
lenges existing rules and regulations, requiring a temporary relinquishment of procedural 
requirements and regulatory oversight and casting even more doubt on the infallibility of scien
tific recommendations. 

The public's reaction to the scientific tests implemented in the wake of the Deepwater 
Horizon oil spill to assess the safety of potentially oil-tainted seafood is an example of modern 
science's multiple and contested roles at a moment of particular risk and uncertainty. With 
competing claims over the size and impacts of the oil spill broadcast daily over multiple forms 
of media, the general public was faced with a cacophony of opinions and contradictory data on 
which to base decisions concerning their consumption of seafood. The U.S. National Oceanic 
and Atmospheric Administration (NOAA) and the U.S. Food and Drug Administration (FDA) 
attempted to utilize the historical legitimacy of sensory analysis to promote the validity of the 
sniff tests with some success. The implementation of this particular form of science, and the 
challenges with which it was met, reveals much about how regulatory science is used and 
perceived in a post-disaster setting. 

In addition to possible public contestation, scientific processes in disaster contexts face the 
challenge of providing functions that extend beyond simply collecting data and expanding 
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scientific knowledge. In the highly uncertain climate generated by disasters, governmental 
agencies and other institutions may strive to reduce anxiety and reassure the public, avoiding 
the damage that could ensue from a panicked population. One such strategy is to use "comfort 
science" where science is used to reduce uncertainty about disaster-related hazards and poten
tially restore faith in economic or political institutions. In the aftermath of the Deepwater 
Horizon oil spill, we see these additional functions of science being used by governmental 
agencies to bolster consumer confidence in the safety of seafood harvested in the Gulf of 
Mexico. Such efforts attempted to thwart boycotts of Gulf seafood that threatened the collapse 
of an economy already made vulnerable by declining tourism in the region. 

In order for comfort science to be effective, it has to be communicated to and accepted by 
everyday people, and one strategy for accomplishing this is to increase public participation in 
scientific processes. By making science accessible and comprehensible to lay audiences, this 
could potentially aid in getting individuals to accept, rather than ignore or reject, scientific find
ings that work to avert unrest and maintain stability in the crisis setting. As Wynne notes," even 
a technically literate person may reject or ignore scientific information as useless in the absence 
of the necessary social opportunity, power, or resources to use it" (1995: 363). Additionally, 
engaging the public in scientific procedures and forums may serve to increase their sense of 
being a stakeholder in the process, which in turn may quell negative reactions. Some institu
tions may also seek public participation as a way to gain public legitimation and avoid 
controversy, particularly in regard to sensitive scientific issues (Bucchi and Neresini 2008). In 
the case of the Deepwater Horizon oil spill, we see such strategies in action where sensory 
analysis may have been used strategically to reassure consumers that seafood was safe, frame 
science in a way the public could understand, and integrate public participation through 

conmmnity trainings in "sniff test" methods. 

The challenges of a technoscientific disaster: the Deepwater Horizon oil 
spill 

On April 20, 2010, the Deepwater Horizon drilling rig located fifty miles off the coast of 
Louisiana in the Gulf of Mexico exploded, killing eleven men working on the platform. Initial 
attempts to stop the spill were unsuccessful, and the well released an estimated 185 to 205 
million gallons of crude oil before it was capped nearly three months after the explosion. 
Uncertainty was rampa.nt throughout the crisis, from competing estimates of the amount of 
escaped oil to widely varying results in the models predicting its spread across the Gulf of 
Mexico. Estimates of the spill were generated by scientists from BP, the U.S. Coast Guard 
(USCG), the National Oceanic and Atmospheric Administration (NOAA), the Department of 
Energy (DOE), the U.S. Geological Survey (USGS), and a broad spectrum of university-affili
ated and independent scientists. Estimates of the total number of gallons released each day of 
the 87-day event ranged from 42,000 in the early weeks of the spill to 2.6 million gallons a day 

when the well was finally capped. 
Fisheries were closed where oil was sighted and coastal response efforts were mobilized 

according to rough estimates of which shores were predicted to be impacted by oil. 
Responsibility for the oil spill was contentious, with a complex web of organizational actors 
sharing responsibility for the spill. BP, which owned the majority of rights to drill in the 
Macondo Prospect where the well was located, contracted with Transocean to lease the 
Deepwater Horizon oil rig and subcontracted with Halliburton for cement work around the 
well. Regulatory responses were equally complicated, with BP seemingly taking the lead in the 
response effort, supervised by the USCG, informed by NOAA, occasionally in contact with the 
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Environmental Protection Agency (EPA), and in regular communication with a multitude of 
state and local agencies from the five states along the Gulf of Mexico. 

The economic impact of the Deepwater Horizon oil spill was immediately felt by the 
seafood industry. From fisheries closures in Texas and Louisiana in 2010 to the continued 
tarnishing of the reputation of seafood caught throughout the Gulf of Mexico, the production 
of seafood across the region has not rebounded as of 2012 despite a return in tourism. 
Consumers questioned the safety of seafood caught in the Gulf of Mexico and were no doubt 
worried and confused by the competing estimates of the spread of oil and the biological harm 
if might be causing. Flying high above the heads of attendees at seafood festivals in 2010 and 
2011 in locations as far from the Gulf of Mexico as New York and Chicago, banners proudly 
declared "No Gulf Seafood Sold Here!" Menus in seafood restaurants in Las Vegas and Denver 
informed customers that no items served from their kitchens contained Gulf caught shrimp or 
oysters. The perception that Gulf of Mexico seafood was contaminated spread quickly across 
the country and became a major scientific concern for the agencies charged with monitoring 
the safety and quality of the American food supply (Danielson 2011 ,Jervis 201 O,Jonsson 201 0). 

In response to widespread concern about potentially tainted seafood, NOAA and the FDA 
increased their testing of Gulf seafood, hoping to restore public confidence that regulatory 
science was being performed in a neutral and objective manner. The contentiousness of other 
scientific assessments involved in the oil spill, such as early misleading estimates of the amount 
of oil being released, created an incentive for regulatory agencies to make science accessible to 
the public. Further, there was a pragmatic need for a faster seafood screening technique, since 
sending each sample to a lab for analytic chemical testing could be both time consuming and 
expensive. Thus, in order to accentuate the testing using standardized laboratory procedures, 
NOAA and the FDA also implemented supplemental olfactory sensory perception tests, or 
what came to be known as the "sniff test," whereby trained professionals would use their olfac
tory senses to determine whether or not seafood was tainted with oil. This olfactory test was 
used to generate credibility for all federal testing; the high degree of visibility of the oil in the 
Gulf needed to be met with an equally visible scientific practice (Stein 2012). For the media, 
the use of the sniff test raised as many questions as it answered, including whether the profes
sionally trained human nose could deliver credible results. Our assessment of the use of the sniff 
test to detect tainted seafood reveals a major disconnect between the expectations of the regu
latory scientists and what the public perceived as junk science. 

The science behind the "sniff test": sensory evaluation in theory and 
practice 

Although the reactions of the general public to sniff tests in response to the Deepwater 
Horizon oil spill largely indicated surprise and unfamiliarity with sensory-based testing, the 
standardized use of human beings' sensory abilities to evaluate the quality of products is far from 
a new phenomenon. Historically, buyers of many products would test samples off shiploads to 
assess the quality of goods, leading to grading standards in wine, tea, coffee, butter, and meat. 
Some of these standards persist to modern day (Meilgaard et al. 2007). In the early 1900s, 
professional tasters were used in a variety of industries, and companies have long employed 
experts for assessing product quality, such as perfumers, flavorists, brewmasters, winemakers and 
coffee or tea tasters (Meilgaard et al. 2007; Stone et al. 2012). 

In the mid-twentieth century, sensory analysis became more formalized and scientifically 
rigorous. In the 1940s, Scandinavians developed the "triangle test" which looked at three 
samples in which only two were from the same batch, and participants had to identify the third 
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dissimilar sample; this method was used in breweries to screen judges for their beer evaluation 
abilities (Helm and Trolle 1946, Lawless and Heymann 201 0). At this time, industry consultants 
also developed a "Flavor Profile" method which offered a more reliable way of describing 
sensory attributes of a product and moved away from expertise housed in the individual to the 
use of consensus-based decisions by a panel of approximately six experts (Moskowitz 1993, 
Stone et al. 2012). In the 1950s and 1960s, academics began publishing books on sensory eval
uation, and the study of sensory analysis was introduced by several university programs Gellinek 
1985). In the 1970s, researchers developed Quantitative Descriptive Analysis, which docu
mented food sensory characteristics in reliable, precise and reproducible ways, and became 
widely adopted by companies and research laboratories alike (Moskowitz 1993, Stone et al. 

1974). 
Today, "sensory evaluation has emerged as a distinct, recognized scientific specialty" and is 

defined as a scientific discipline used to evoke, measure, analyze and interpret responses to char
acteristics of products as perceived by the senses of sight, smell, touch, taste and hearing (Stone 
et al. 2012: 13, 15). It is described as a "quantitative science" which calls for controlled testing 
conditions to collect numerical data analyzed through statistical methods and interpreted prop
erly by informed professionals (Lawless and Heymann 2010). Scientists continue to improve the 
methodology of sensory testing, with several journals devoted to the topic, and sensory tests are 
being used in a variety of fields, including the food and beverage industry, as well as in creat
ing personal hygiene products, detecting environmental odors, chemical testing and the 
diagnosis of illness (Meilgaard et al. 2007). Indeed, sensory evaluation procedures and analysis 
techniques have been developed for everything from canned chicken (Lyon 1980) to soy sauce 

Geong et al. 2004). 
There are a number of advanced instruments for evaluating food, including "electronic 

noses," but human beings' senses continue to play an important role because human sensory 
perceptions provide odor and taste cues, as well as holistic impressions, that can be missed by 
instruments Gellinek 1985). Moreover, the human nose has the potential to detect some odors 
at very low concentrations. Meilgaard et al. (2007) notes that the most sensitive gas chromato
graphic method can detect approximately 109 molecules per milliliter, and there are numerous 
odor substances where the human nose is ten to a hundred times more sensitive than gas chro
matographs. Interestingly, experts in smell, such as perfumers and wine tasters, gain their talents 
not necessarily through a highly sensitive nose, but through training and cognitive skills that 
allow them to make full use of the sensory information available to them. 

Sensory tests are particularly advantageous following an oil spill as they can be done quickly 
and can evaluate large numbers of fish and shellfish, which helps target appropriate samples for 
chemical analyses (Davis et al. 2002). The NOAA Seafood Inspection Program has performed 
sensory analysis to detect oil contamination in multiple oil spills, including the 1989 Exxon 
Valdez spill in Alaska, the 1996 spill in Rhode Island, the 1999 spill in Coos Bay, Oregon, and 
multiple oil spills in the San Francisco area (NOAA 2011). In fact, sniff tests have been 
described as the "gold standard" to detect tainted seafood (Schmit 2010). 

Given the importance of sniff tests, regulatory agencies have developed scientific guidelines 
for conducting sensory evaluation in an oil spill. Almost ten years before the Deepwater 
Horizon oil spill, NOAA published a technical memorandum, "Guidance on Sensory Testing 
and Monitoring of Seafood for Presence of Petroleum Taint Following an Oil Spill" (Reilly 
andYork 2001).This document summarizes the procedures and scientific principles that under
pin sensory evaluations of seafood in response to oil spills. First, rigorous methods are used for 
collecting seafood samples. Statistical sampling methods can help to determine how many 
species should be collected from an area. Ideally, control samples will be taken from areas not 
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yet affected by the oil spill. Second, the testing process involves several important components. 
While assessors can perform well in the field, laboratory sites are preferable given the ability to 
create a controlled environment and to avoid interference from other parties, such as the media 
or industry representatives. At the heart of sensory testing is the use of trained individuals, or 
assessors, who evaluate the seafood and who are selected based on: (1) Sensory acuity and the 
ability to describe perceptions analytically; (2) Potential for developing an analytic capability 
which includes training in test procedures, recognizing and identifying sensory attributes, and 
refining sensitivity and memory to provide precise, consistent, standardized reproducible 
Stfnsory measurements; and who are (3) Monitored to ensure effective performance, such as by 
including known clear or spiked samples (Reilly and York 2001). Assessors vary from being 
trained to perform a specific task to being experts with a high degree of sensory ability, train
ing and experience with sensory tests. Ideally, these would be seafood product experts from 
government agencies who have years of training and experience that they can bring to evalu
ate seafood tainted from an oil spill. 

For the sample testing, assessors are given raw tissue portions of organisms, standardize the 
distance from their nose to the samples, and take two or three short shallow sniffs, termed 
"bunny sniffs" (Reilly and York 2001). Odors are perceived through a region at the top of the 
inside of the nose; a sniff is more effective than breathing for drawing air to this area Gellinek 
1985). Assessors then take a break of at least one minute between samples and "cleanse their 
nose," such as by sniffing the backs of the hand or arm or the headspace over a glass of clean 
water. If there is a taint in the odor, the sample fails and the assessors take no further action. If 
nothing is detected, assessors repeat the odor sniffing process for a cooked sample of the 
seafood, and if it passes this test as well, it proceeds to flavor testing. To evaluate the flavor, asses
sors place a standardized amount of the sample in their mouth and expectorate, cleansing their 
mouths between samples (Reilly andYork 2001). 

The NOAA guidelines offer a portrait of what sensory testing entails in response to an oil 
spill, but what actually happens on the ground when mobilizing to respond to an unexpected 
disaster? In response to the oil spill, multiple agencies coordinated to develop sampling proto
cols that would lead to the reopening of fisheries in both state and federal waters, and these 
protocols called for both sensory analysis and chemical testing to determine whether oil 
contaminants were present in seafood. As suggested by the sensory test guidelines, control 
samples of uncontaminated fish and shellfish were collected to serve as reference samples for 
sensory tests; in fact, at the University ofFlorida, so many samples of uncontaminated fish were 
collected that they surpassed existing freezer space (Houck 2010). A prominent source of 
sensory testing was an expert panel based at a NOAA lab in Pascagoula, Mississippi, where 
seven expert sensory assessors (whose identities were kept secret to avoid being targeted if fish
ing grounds remained closed) sniffed as many as 36 samples a day (Mui and Fahrenthold 2010). 
The experts were able to smell oil diluted to one part per million, which is forty times more 
sensitive than the average smelling ability (Drogin 2010). If three of the seven experts fail a 
sample, then the area it comes from remains closed to fishing (Severson 201 0). Samples passed 
by the expert panel were sent to a NOAA laboratory in Seattle where they were evaluated 
using gas chromatographs, mass spectrometers and analytic chemistry to look for polycyclic 
aromatic hydrocarbons, a harmful component of oil (Flatow 2011). If such contaminants were 
found at harmful levels, then the area remained closed. 

In addition to the expert panel, NOAA officials also trained people, often state and local 
inspectors, to work in other locations, such as docks, seafood processors, and restaurants (Skoloff 
2010).These trainings were added as an extra precaution to prevent contaminated seafood from 
entering markets, particularly in cases where seafood was suspected of being caught in areas 
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closed to fishing due to the oil spill. One newspaper account describes the experiences of Gary 
Lopinto, a seafood program manager for Louisiana's health department and one of approxi

mately sixty seafood safety workers trained at the NOAA lab: 

At the NOAA lab, Lopinto was taught to sniff cucumbers, watermelon or even canned 
corn to clear his nostrils. But this is the real world. Amid the din of heavy machinery grad
ing and sorting oysters at the Motivatit processing plant, Lopinto neutralized his nose by 
smelling his sleeve. Then he scooped a jiggly oyster out of its shell and held it up to his 
moustachioed face. He sniffed. "If there's any detection of oil, you're gonna got a nasal 
sensation ... or maybe a little gas smell," he said. "This, believe it or not, smells like corn to 

n1e." 
Mui and Fahrenthold 2010 

In addition to NOAA, several other organizations were involved in training and inspecting 
seafood. The Mississippi State University Coastal Research and Extension Center in Biloxi 
trained about sixty seafood workers to use their sense of smell to recognize seafood tainted by 
oil by exposing them to a variety of scents that helped build a sensory memory to recognize 
and distinguish odors (Templeton 2010). Additionally, a University of Florida program trained 
inspectors to detect oil in shrimp, oysters, and crabs (Houck 2010). 

Individuals, especially those with ties to either the seafood industry or the network of" olfac
tory professionals" employed in the sniff testing process, were for the most part reassuring about 
the effectiveness of sniff tests to detect even small amounts of potentially harmful oil and chem
ical dispersants. Steve Otwell, Seafood Specialist and Director of the Aquatic Foods Product Lab 
in Gainesville, Florida expressed confidence in the sniff test explaining, "It just turns out that 
the human nose is an effective tool to measure concentrations at that level of food safety" 
(Houck 2010). Steve Wilson, chief quality officer for NOAA's seafood inspection program, 
conveyed similar confidence, estimating that the sniffers are accurate 80% of the time (Mui and 
Fahrenthold 2810). Even those with no obvious self-interest in touting the seafood as safe 
reported high levels of confidence in the government's testing procedure: Ralph Portier, an 
Environmental Sciences Professor at Louisiana State University reportedly remarked, "this is 
probably the safest seafood entering the U.S. market right now" (Jervis 2010). 

In sum, the sensory analysis conducted by federal and state agencies employed established 
scientific guidelines developed in the field of sensory evaluation over many years to identify 
seafood contaminated by oil. However, despite the fact that the sniff tests universally deemed 
Gulf seafood safe, and the results of supplemental chemical testing indicated that no oil contam
inated samples were ever detected (Taylor 2012), many commercial fishermen in the Gulf of 
Mexico as well as consumers throughout the United States doubted the scientific credibility of 
the agencies employing the sensory and chemical testing. For many, during this time of height
ened uncertainty, the use of sensory assessment represented an effort to appease seafood workers 
and consumers more than a scientifically credible tool for evaluating food safety. 

Contested science: reactions to sensory tests 

When reports of the government's use of sensory analysis for testing Gulf seafood hit the public 
airwaves and newsprint, reactions ranged from cautiously optimistic to downright suspicious. 
In particular, the use of" sniff tests" to find contaminated seafood was described by some media 
commentators and members of the general public as "unscientific," "crazy" and "ridiculous" 
(Roberts 2010, Peterka 2010, Skoloff 2010). Ron Kendall, Director of the Institute of 
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Environmental and Human Health at Texas Tech and a specialist on the environmental impact 
of oil spills, expressed the opinion that the smell test was inadequate and more precise testing 
and analysis would be required. "Everyone is racing around to give an answer before we have 
really done the science," he warned (Severson 2010). Similarly, there appeared to be public 
skepticism regarding the safety of seafood. A spokesperson for the Louisiana Seafood 
Promotion and Marketing Board noted, "What we have is the results of testing. So there are 
folks who choose not to believe the results of those tests and that's a challenge for us" (Smith 
2010). An article in Marketwatch echoed this sentiment:"Although dozens of government agen
c~es at federal, state and local levels have tested Gulf seafood and water composition, the amount 
of public doubt still remains high" (Ngai 2010). In interviews, laypeople expressed doubts or 
misunderstandings about the sniff tests with comments such as, "They're going to smell it? No 
way. How they gonna know? I ain't eating any of it. I don't trust the nose" (Skoloff 2010). 

The purported lack of science behind testing for the presence of the widely used chemical 
dispersant, Corexit, was another frequently cited reason for concern. Despite the FDA's assur
ances that their studies showed the dispersant was unlikely to be harmful because it did not 
accumulate in fish (FDA 2010), during the immediate aftermath of the BP spill, when media 
outlets were running numerous stories on the government's testing procedures, there was no 
chemical or tissue test for the presence of dispersants in seafood. Lisa Suatoni, a senior scientist 
with the Natural Resources Defense Council, told the New York Times that the lack of govern
ment specifics about the testing techniques for dispersants resulted in troubling questions about 
the scientific basis by which states were making decisions about the status of fisheries (Quinlann 
2011). The sole reliance on sniff tests to find contamination in seafood by Corexit also raised 
concerns because, according to Kevin Kleinow, Professor of Aquatic Toxicology at Louisiana 
State University, "a number of surfactants that are used in dispersants have very little odor" 
(Dearen and Bluestein 2010). Ultimately, in response to public pressure, the FDA and NOAA 
did develop chemical tests for Corexit. In their testing for Corexit, NOAA reported that all 
samples tested below FDA safety limits and that over 99 percent of the thousands of samples 
tested did not have detectable residue (Schwaab et al. 2011). 

Another general objection to government monitoring and testing was a lack of trust in the 
government's credibility after the role it played in early, misleadingly low projections of the 
amount of oil being spilled after the Deepwater Horizon accident. Chuck Hopkinson, Director 
of the Georgia Sea Grant program at the University of Georgia, said in an interview that the 
government had lost credibility by putting out deceptive information early in the disaster 
(Smith 2010). CNN reporter John Roberts also cast doubt on the legitimacy of the govern
ment's assurances by reminding people that government officials who had declared the air at 
Ground Zero safe for clean-up workers had "intentionally misled" those workers and the 
general public about health effects of exposure to airborne hazardous substances (Roberts 
2010). Even employees of NOAA, such as marine habitat specialist Kris Benson, agreed 
"wholeheartedly that the public perception of the federal response is not good," and noted that 
the "credibility issue has been very disheartening" (quoted in Smith 201 0). 

This loss of trust in the government was exacerbated by many citizens' perceptions that BP 
was actually running the show, or that sniff tests were being favored due to their speed and cost
effectiveness rather than their accuracy. In an interview with Keith Olbermann, Spike Lee, who 
made a documentary about the Deepwater Horizon oil spill, expressed the former view, accus
ing the United States government of echoing BP-created public statements in the wake of the 
spill. Some of the officials interviewed may have unwittingly contributed to public doubt by 
framing sensory analysis in terms of budget practicalities. For example, Gerald Wojtala, Director 
of the International Food Protection Training Institute, which is funded by the FDA and the 
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WK. Kellogg Foundation and works with regulatory agencies and public health officials to 
maintain federal food safety standards, was quoted as explaining, 

There are a lot of sophisticated tests, but when you think about it, do you want to run a 
test that takes seven days and costs thousands of dollars? This [sniff test] saves a lot of time 
and money, and it puts more eyes and noses at different points in the system. 

quoted in Skoloff 2010 

Thus, multiple factors combined to contest the legitimacy of scientific practices used in the 
aftermath of the Deepwater Horizon oil spill. The public generally reacted negatively to the 
idea that people could smell oil contamination at levels as low as one part per million in 
seafood, leading to skepticism of the scientific rigor behind these methods. Additionally, people 
were uncomfortable with the initial use of sensory testing as the only means of detecting 
Corexit, as well as with the standards set by the FDA for defining tolerable risk. This skepticism 
was compounded by distrust in government authorities due to initial misleading statements 
about the amount of oil being released in the spill and BP's role in cleaning it up. These exam
ples are indicative of the potential problems that unfamiliar scientific methods can face when 
implemented in times of uncertainty and anxiety that emerge post-disasters, and these cases 
illuminate the processes of contestation of science that can occur in unexpected disaster 
situations. 

Comfort science: sensory analysis testing to reassure the public 

Following an initial period of uncertainty and skepticism regarding the extent of the spill and 
potential for contamination of the food chain, a concerted effort by economic, regulatory, and 
political actors emerged to assure the public and promote consumer confidence that Gulf 
seafood was safe.White House Executive ChefCris Comerford evenjoined the campaign, trav
eling to Louisiana on a "fish fact-finding mission" and concluding "This is very, very good 
seafood. All the scientists are doing everything they can to ensure whatever comes to the 
market is good for public consumption. It tastes good and it's safe. What more do you need to 
know?" (quoted in O'Neil2010). Kevin Griffis, of the U.S. Department of Commerce summed 
up the basic sentiment. well: "The message we're delivering is simple: The seafood in your 
grocery store or local restaurant is safe to eat, and that goes for the seafood harvested from the 
Gulf" (quoted in Skoloff 2010). 

Governmental regulatory agencies were well aware of consumer skepticism of seafood safety 
and tailored strategies to alleviate such concerns. For instance, a joint statement by officials at 
NOAA, the FDA, and the Louisiana Department of Health and Hospitals states in regard to 
seafood testing: "The results of the tests, all publically available, should help Americans buy Gulf 
seafood with confidence: the seafood has consistently tested 100 to 1,000 times lower than the 
safety thresholds established by the FDA for the residues of oil contamination" (Schwaab et. al 
2011). By making the seafood testing results publically available and appealing to seafood 
consumers, these agencies undertook specific strategies to use science to increase consumer 
confidence. The report then continues: "Scientists expected seafood would metabolize and 
excrete dispersant and that it was unlikely to be taken up by seafood in large quantities, but to 
support consumer confidence, NOAA and FDA worked to develop a chemical test to detect 
traces of the dispersant in fish tissue" (Schwaab et al. 2011). The governmental regulatory agen
cies are clearly indicating that they did not develop dispersant tests to gather additional 
information or expand scientific knowledge; rather this was done to increase consumer 
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confidence in seafood safety. Thus, by their own admission, government agencies practiced 
comfort science, using scientific procedures with the primary purpose of reassuring a 
concerned public in the aftermath of a disaster situation and with the goal of preventing further 
damage, in this case an economic boycott of Gulf seafood. 

Because comfort science is, by its nature, designed for lay audiences, there is an incentive to 
make the science accessible and comprehensible to non-experts such that easily-understood 
methods may translate more effectively into behavior modifications. Sensory analysis is partic
ularly effective in this respect. The practice of trained smelling, unlike using complicated 
e;quipment such as gas chromatographs, is a skill accessible to the public and relatable to every
day experiences of using olfactory senses to gather information and make decisions. As Dr. John 
Stein, the Deputy Science Director of the Food Inspection Program at NOAA states in an 
interview about sensory testing: "If you think about your ability to detect something in your 
refrigerator, it has an off odor, you can detect it at very, very low levels" (quoted in Hansen 
2010). Thus, sensory analysis- which seafood workers and residents could learn to do them
selves - framed the science behind oil detection in seafood in a way that was accessible and 
could be utilized by the general public, thus theoretically empowering and reassuring them. 
Government and academic institutions also encouraged public participation in outreach 
programs that trained participants in sensory analysis methods. Although many citizens were 
skeptical of expert undertaken sniff tests, these seafood oil detection programs, which taught 
related skills to seafood workers and other residents, had widespread appeal, spreading by word 
of mouth and attracting fishermen, environmentalists and other officials who viewed it as an 
opportunity to learn more and gain some measure of control over the situation (Otwell2012). 

The outreach programs reflect a strategy of using public participation to gain legitimacy and 
reduce contestation (Bucchi and Neresini 2008). However, the sensory analysis trainings also 
served the important purpose of making the science practical to participants by providing 
tangible benefits to those most affected by the oil spill: seafood workers. Residents affected by 
the BP oil spill experienced relatively high levels of psychological stress (Gill et al. 2012), and 
seafood workers, in particular, were economically hit by the disaster. Thus, individuals involved 
in the seafood industry had much to gain from comfort science, both to reassure the seafood 
consumers keeping the industry afloat and to provide seafood workers some relief from the 
stress of the disaster. The sensory analysis outreach trainings, by providing a skill for detecting 
oil in seafood, did appear to provide some measure of control in the uncertain climate gener
ated by the disaster. Steve Otwell describes the trainings as "partially entertainment and partially 
comfort" and states: "The thing was that people appreciated someone was actually trying to 
help. Not saying that the sky was falling" (2012). 

In interviews, seafood workers emphasized that the outreach programs provided a way of 
dealing with the effects of the oil spill, with interviewees saying they participated because they 
wanted "new tools to help them keep their businesses going" given the hardships of the oil spill 
and believed that the trainings would help them "guarantee the safety of their products" 
(Templeton 201 0). While the outreach sensory analysis programs may have provided some reas
surance, as well as new skills, to participants, they also served to tap into a valuable resource: the 
everyday knowledge, skills and practical expertise of seafood workers. One benefit of public 
engagement in science is accessing the everyday knowledge of participants. As Bucchi and 
Neresini (2008: 451) state, "O]ay knowledge is not an impoverished or quantitatively inferior 
version of expert knowledge; it is qualitatively different." People who live and work in arenas 
affected by technological disasters may have additional insight into the effects of these disasters. 
For example, Wynne (1989) notes that governmental experts failed to make use of the lay 
knowledge of British farmers in identifying sources of radiation and managing affected sheep 
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flocks. Similarly, those who work in the seafood industry in the Gulf coast are well-situated to 
notice changes to fish and shellfish that could result from an oil spill. Steve Otwell describes 
these skills as commonplace: "Those working in this industry use their noses in their day-to
day business. Most fisherman and seafood producers can tell by the way the air smells if it is 
low or high tide" (quoted in Templeton 2010). 

Scientific challenges in the uncertain climate of disasters 

In the era of uncertainty following the Deepwater Horizon oil spill, sensory tests served the 
pragmatic function of providing quick and inexpensive testing for harmful chemicals. However, 
the easy-to-understand mechanics of the test were also geared toward gaining acceptance 
among everyday people and calming fears about Gulf seafood - a strategy which, according to 
media portrayals, proved to be largely unsuccessful. A second strategy of community outreach 
programs in sensory analysis training was more warmly received, with the trainings described 
as a way to reassure the fishers, the consumers, and regulators that all was well in the produc
tion of Gulf Coast seafood (Otwell 2012). The community trainings were also a way to bring 
people who were most affected by the oil spill, seafood workers who live and work daily on or 
near the waters of the Gulf Coast, into the scientific process, providing them with some level 
of comfort and control in a difficult time. Thus, both the general sensory analysis testing and 
the community extension programs served as examples of comfort science in that they sought 
to do more than systematic data collection; they aimed to reassure seafood consumers and 
workers alike in a disaster setting. 

When disasters occur, especially technoscientific disasters with origins in human activities, 
regulatory authority and institutional norms of credible scientific processes can change in the 
interest of managing the public's reaction. In the wake of the Deepwater Horizon oil spill, the 
worst technoscientific disaster in recent U.S. history, there was substantial pressure on those 
managing the disaster to maintain order and reduce the damages to economic sectors that were 
already taking .a hit, especially the seafood and tourism industries in the Gulf. In response to 
this pressure, a loose coalition of regulatory actors implemented a fast, low-cost method of test
ing Gulf seafood for safety: the sniff test. The sniff test might have served to reassure the public 
that purchasing Gulf seafood was safe and thus helped minimize damages to the seafood indus
try and increase trust in the post-disaster scientific response of governmental agencies. However, 
while the sniff test did confer some benefits, such as increasing public engagement, it also was 
heavily criticized as lacking scientific rigor. The broadcast images of public officials sniffing 
seafood for oil came across as almost comical, and rather than being accepted as a legitimate 
scientific endeavor, the sniff tests were derided as ineffective. Thus, sensory analysis, a scientific 
practice not well-known to the public, was contested in regard to its legitimacy and credibility 
in the stressful climate of the Deepwater Horizon oil spill where people were worried about 
their health and safety. 

The Deepwater Horizon oil spill presents an interesting clash of contestation and comfort 
themes in the reactions to, and functions of, regulatory policies and practices following large
scale environmental disruptions. This case study illustrates the complex role that science plays 
in such tumultuous and uncertain times. Public agencies and other scientific actors may try to 
make use of comfort science to maintain stability and prevent panic by developing relatively 
simple methods. However, successfully implementing "comfort science" can be particularly 
challenging in technoscientific disaster settings, when the public may have lost faith in the insti
tutions and procedures that allowed for the disaster to occur in the first place. Our findings 
indicate that, indeed, there was considerable skepticism directed toward the agencies engaged 
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in managing the disaster's aftermath - including cynicism that BP was playing too large a role. 
It is also possible that the public's trust in science decreases after technoscientific disasters 
because people interpret these tragedies as evidence that scientific advancement is too risky, 
thus calling into question the favorability of science and technology in general. In light of these 
findings, future disaster response efforts should keep in mind the loss of trust in science and 
technology that these types of disasters evoke, and Disaster Science and Technology Studies 
research should continue to identify the critical elements of an effective and widely supported 
response strategy to technoscientific disasters. 
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Declarative Bodies 
Bureaucracy, ethics, and 

science-in-the-making 1 

Laura Stark 
VANDERBILT UNIVERSITY 

Perhaps the greatest flaw in Max Weber's thinking was that he sincerely believed he was right. 
Weber was the twentieth century's preeminent theorist of bureaucracy, and his description of a 
paradoxical modern world has guided science and technology studies (STS) scholars since the 
field's founding. The framework Weber created was immediately influential, as apparent in social 
theorist Robert Merton's decision in 1936 to write his Ph.D. dissertation on the rise of modern 
science as a companion to Weber's book on the rise of modern capitalism, The Protestant Ethic 
and the Spirit of Capitalism (2008; Merton 1938). Since then, Weber's framework has remained 
influential in STS. Steven Shapin's The Scientific Life (2010), for example, is best read as a twenty
first-century homage to Weber's "Science as a Vocation" (Weber 2004). 

Weber (1864-1920) both theorized and experienced a world permeated by large-scale 
administrative organizations - both public agencies and private firms - which he thought grew 
out of the peculiar variety of capitalism that cropped up in Europe around the time of the 
Protestant Reformation. For Weber, the defining feature of modern capitalism was not free 
exchange, but the odd fact that people saved, in the financial sense, as evidence that they were 
saved, in the religious sense. En masse, Europeans cultivated the self-discipline, restraint, and 
asceticism that allowed them to accumulate wealth that they poured back into family businesses, 
eventually shifting financial exchange outside of the household, where it had originated (Weber 
2008). In Weber's vision of history, businesses grew in scale and in number along with people's 
wealth. Governments expanded apace, bringing taxation and the rule of law to give a demo
cratic anchor to the global capitalist economy. Private associations emerged to protect financial 
interests ofthe well-educated professional classes that already enjoyed political advantage. The 
upshot for Weber was that in an effort to manage their size and scale, these growing businesses, 
associations, and governments set up large apparatuses staffed by permanent employees simply 
to administrate the organization - apparatuses he called bureaucracies. 

In both private firms and public agencies, this historically and geographically unique vari
ant of capitalism prompted a world that was - and remained - highly rule-bound, or in Weber's 
terms, "rational." For him, "rational" did not mean logical, but indicated, in the context of 
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organizations, that their bureaucracies were governed by agreed-upon, seemingly impersonal, 
rules. Weber was puzzled and impressed by the suasion of rationality. Even when moderns 
disagree with the actions prescribed by impersonal rules, Weber observed, they typically follow 
the rules nonetheless, without being compelled by brute force. Weber had a name for this 
power to prompt others to obey without physical violence: "legitimate domination" (Weber 
1978, see especially volume 1, chapter 3). By Weber's description, there were a variety of forms 
of domination - both legitimate and illegitimate - but the rational authority of seemingly 
impersonal, shared rules was the moral force that drove modernity. 

The ascetic sensibility, which sixteenth-century Calvinists cultivated to assure themselves they 
had a secure place in the kingdom of heaven, had been transposed, according to Weber, into a 
secular, capitalist world that was itself the product of self-restrained Calvinists. Science was indis
pensable to the impersonal administration of states and private enterprises in this environment: 

A rational, systematic, and specialized pursuit of science, with trained and specialized 
personnel, has only existed in the West in a sense at all approaching its present dominant 
place in our culture. Above all is this true of the trained official, the pillar of both the 
modern State and of the economic life of the West. 

15, Protestant Ethic, Parsons translation 

The work practices and ways of reasoning endemic to science played handmaiden to a rational 
world because it made everything in theory knowable, predictable, and fair- even human beings. 
An austere work ethic (indeed, the Protestant ethic) and the economic practices that went 
along with it (for example, bookkeeping, investing) had been transposed onto a secular 
economic system. This combination created a new human experience: one in which moderns 
dispatched the tasks at hand according to protocol and established procedure without caring to 
ask to what ends their work would be put. Those who exemplify Weber's scientist-bureaucrat 
in the present day include nuclear scientists, environmental policy makers and other specialists 
working on s.mall assignments directed by large organizations to accomplish end goals with 
which they may or may not agree - if only they stopped to think about it (Espeland 1998, 
Gusterson 1996, Thorpe 2006). Messy moral questions were translated into technocratic 
inquiries precisely to provide easy answers to important existential questions about how we 
should live, individually and collectively (Espeland 1998, Evans 2002). The result, Weber 
lamented, was a modern amorality for which he blamed and pitied both scientistic thinking and 
scientists themselves. 

How wrong he was. This chapter argues that, in some settings, scientists meaningfully debate 
the ultimate ends of scientific work within the structures of bureaucracy and yet without 
devolving to rote, technocratic rule following. To be sure, Weber and scholars following his 
tradition have described two ways that scientists have participated in modern bureaucracies: as 
insiders acting as the classic science-bureaucrat Weber bemoaned and as outsiders resisting 
bureaucracy. First, scholars have shown how as insiders scientists have taken jobs in the service 
of large organizations, often as full-time employees who follow rules and protocols precisely 
without using personal judgment to consider whether their actions were right or wrong. If 
scientists in these roles used their judgment and discretion to make decisions, they had breached 
the rules designed to keep them in check. Second, scholars have shown, in the spirit ofWeber, 
modern conditions prompt their own subversion through science. Particularly after World War 
II, large-scale funding of science by governments and industry served to train and employ the 
scientists who ultimately· worked to dismantle bureaucratic capitalist imperatives through 
activist organizations (Moore 2008, Thorpe 2006, Wisnioski 2012). 
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These two approaches are accurate, but they offer only a partial description of the place and 
practices of scientists in bureaucratic administration. This chapter widens the scope of STS and 
extends Weber's theory of bureaucracy to correct his narrow vision of how scientists enact 
bureaucracy. The chapter explains how modern organizations have not only limited scientists' 
roles to technocratic cogs or engaged them as antagonists, but also spawned a new kind of 
bureaucratic structure that empowers science experts (and others) to use their discretion, rather 
than to avoid idiosyncratic judgments, to make decisions about other people and the collective 
good- so long as they work together. I call these new groups within bureaucracies "declara
t~ve bodies" (Stark 2012). 

This chapter sets out the three defining features of declarative bodies (Section II) and uses 
two case studies to explain the two broad tasks declarative bodies carry out for organizations. 
The first case illustrates a declarative body assigned the task of making rules: the American 
Psychological Association's Cook Committee, formed in the late 1960s to write a new section 
on research on human beings for the association's code of ethics (Section III). The second case 
examines a type of declarative body formed to apply established rules - namely Institutional 
Review Boards (IRBs) - by examining the inner workings of IRBs at three universities in the 
present day (Section IV). In the chapter's penultimate section (V), I consider how the analytic 
category of"declarative bodies" opens new research questions that STS scholars can explore in 
other areas as well. 

At the broadest level, declarative bodies have direct, specific effects on the work of individual 
scientist-scholars by requiring precise changes to how they carry out and express their findings. 
Scientist-scholars obey the authority of declarative bodies because of the symbolic and material 
resources at stake - whether grant money, article publication, career advancement, or project 
approval. Consequently, declarative bodies actively alter the process of knowledge-making and 
the products of knowledge itself. Not only do declarative bodies set broad boundaries around 
what is acceptable or unacceptable, good or bad; the work of declarative bodies is, quite directly 
and immediately, integrated within the practices of knowledge-making taking place in labs, 
fields, museums, and clinics. 

II. Three defining features of declarative bodies 

Public agencies and private businesses purporting to operate fairly or democratically face a 
persistent challenge: their legitimacy depends on the appearance that they govern according to 
impersonal, equitable rules oflaw, and yet they rely on select groups of elites to create and inter
pret these rules (Weber 1978: 979-991,Turner 2001). In order to manage this challenge, science 
comes into play in two ways in bureaucracies. First, organizations draw on scientists2 to establish 
rules, regulations, and policies through a process that Weber called "lawmaking." Second, organ
izations rely on scientists to apply existing rules, regulations and policies to specific cases, a process 
that Weber (awkwardly) named "lawfinding" (1978: 653-654). 

The roles of scientists themselves in carrying out these two tasks have changed dramatically 
in the past century. To make decisions in their name, many large organizations came to rely on 
groups composed of scientists who are expert in content areas (for example, anthropology), 
rather than individuals who are trained in fields of administration itself (for example, human 
resources). Specialists in science, medicine, and other fields of knowledge have been incorpo
rated in growing numbers into the process of writing and applying rules on behalf of 
governments and private corporations - whether profitable or charitable - as members of 
committees that I call "declarative bodies" because their declarations in speech and text 
("revise," "amend," "move") alter the workaday practice of other scientists. In their policies, 
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organizations officially authorize members of declarative bodies to use their discretion in 
making decisions rather than to avoid judgment through rigid application of rules. Often, for 
example, academics serve national and global organizations as members of groups that decide 
how public grant money should get allocated (Brenneis 1994, Guetzkow et al. 2004, Lamont 
2010), what research practices are ethically acceptable (Bosk and DeVries 2004, Evans 2002, 
Hurlbut 2010), and how environmental and health policies should be enforced (Benson 2010, 
Burnett 2012, Imber 1986, Jasanoff 2007). 

Declarative bodies have three charateristics in common that suggest how they work and 
why they are useful for organizations. First, the knowledge experts who serve on these delib
erative bodies for organizations act as bureaucrats only fleetingly and for a particular 
decision-making purpose. Anthropologist Donald Brenneis (1994: 25) uses the term "nonce 
bureaucrats"- bureaucrats only here and for the time being- to describe knowledge experts 
who interpret rules to meet specific and temporary bureaucratic needs, such as evaluating grant 
proposals, reviewing clinical trial data, deciding abortion requests, or revising school curricula. 
Participants typically serve for a few hours per week or month, and most likely would not iden
tify themselves as bureaucrats. Although they carry out the work ofbureaucratic administration, 
these academics, clinicians, lawyers, and others learn to embody "bureaucratic selves" temporar
ily in situations where they do the work. The implication is that "bureaucracy" at least since the 
late twentieth century might best be thought of as a discursive setting, in which speakers adopt 
the language and logic appropriate to the task at hand, rather than a physical location that is 
clearly demarcated and solely dedicated to organizations' administration. 

Second, knowledge specialists are urged to use discretion when they make decisions. For 
regular full-time bureaucrats working on their own, use of discretion would be an abuse of 
power - and thresholds, standards, and other forms of quantitative rules are aimed at staving off 
this threat (for example, Riles 2011). For knowledge experts, however, their mandate is 
precisely to use their discretion to create and interpret qualitative standards. Scientists' license 
to use their judgment has been built into rational- that is to say, rule-bound- decision-making 
rules. In sum; scientists, clinicians, humanists, and other knowledge specialists are valuable to 
organizations not for their ability to forego personal judgment. To the contrary: knowledge 
workers are free to use their uncommon knowledge to apply general rules to particular cases. 
Putting the first two features of declarative bodies together and in contrast to Weber's ideal type 
bureaucracy, it is fair to say that the value of nonce bureaucrats is their apparent ability to use 
discretion soundly, not to avoid it. 

Third, the necessary condition for sound discretionary decisions is that choices are made 
among a group of experts acting as a single unit, a legal body though not one human body 
(Koch 1997: 47). The aim is to create a "decision-making community" whose ultimate deci
sions can be respected and considered legitimate because they include "different personalities, 
agendas, value systems, types of expertise and experiences, etc .... often by design" (8-9). Fair 
decisions within a democratically-operating organization would ideally appear beyond the 
whims of an individual, even a highly-educated one, and as a result legitimate discretionary 
decisions have to be made by a group, or "body," of multiple experts. The consequence is that 
organizations empower experts to use discretion only to the extent they can make decisions as 
a committee. 

Taken together, the cases show that declarative bodies consider competingforms of scientific 
evidence to write and interpret rules. The cases that follow display the techniques that declar
ative bodies use to make decisions and, consequently, to affect scientific knowledge production. 
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Ill. Case 1: lawmaking and APNs ethics committee 

~t ~he end of the 1_960s, thousands ofAmerican psychologists wrote to their professional organ
IZatiOn, the Amencan Psychological Association (APA), and described research on human 

~eings ~hat they th~ught might be unethical. They were completing a survey from a group of 
SIX .leading e~perts m their discipline, whom the heads of the organization had empowered to 
~nte an ethics code setting standards for how psychologists should treat their research partic
Ipants (Stark 2010). This section focuses on the Cook Committee's work on the question of 
whether - or how - psychologists could use deception, which was one of six research practices 
tliat psych~logists were specifically asked about in the survey. Ultimately, the committee agreed 
that deceptiOn was an acceptable research practice and they wrote this rule into their final prod
uct, Ethical Principles in the Conduct c:if Research with Human Participants (1973), which was added 
to the APA's existing ethics code the same year. 

This case study examines the Cook Committee as an example of a declarative body to illus
trat~ . the th~ee features of declarative bodies: experts serve temporarily for a specific 
decmon-making purpose, are authorized to use their discretion, and have the imperative to 
reach a unified decision as a single social actor. The section also explains how members of 
declarative bodies draw on competing forms of evidence and how they resolve conflicts stem
nling from the rival implications of these competing forms. In the case of the Cook 
Comnlittee, its six members had at hand the results of a recent and massive survey of American 
ps~chologists. These survey results were intended to be a source of (seemingly) objective 
evidence that I demarcate "matters of fact," and as such were meant to serve as the basis for the 

ethics code .. How~:er, com.nlittee members also drew heavily on their first-hand knowledge as 
r~search~r~ m wntmg the ethics code - a form of evidence I call "professional experience." I 
~Ive addltlonal examples of these two competing forms of evidence and spell out the implica
tiOns for declarative bodies in the second case, which looks at the inner workings of IRBs in 
the process ~f rule-fin~ing and that I describe in the later section. The case of rule-making by 
the APA ethics comnnttee that follows here demonstrates that experts who constitute declara
tive bodies draw on their professional experiences to establish seemingly impersonal, universal 
rules that distinguish good from bad, right from wrong. The judgments of Cook Committee 

me~~ers based on ~heir training and track record as practicing scientists largely explains the 
policies that the entire organization ultimately adopted. 

Temporary bureaucrats 

In 1966, the officers .of the American Psychological Association established a declarative body, 
formally named Ad hoc Committee on Ethical Standards in Psychological Research, to write 
an update to its existing code of ethics that addressed how researchers could treat their research 
participants. Rather than assign administrative staff to the project, APA officers selected six 
esteemed university faculty members from across the United States to constitute the commit
tee. For APA leaders, it was important that the Cook Committee anchor the new ethics 
guidelines to empirical evidence, and so the committee members began their work by collect
ing data. This was a massive administrative undertaking, and resulted in a membership survey 
of 19,000 members between 1968 and 1970. After the Committee received the last survey 
~esponse, they worked for the next year and a half individually and collectively at regular writ
mg retreats to compose the Principles. 
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Discretion 

The Cook Conmuttee took the questionnaire responses very seriously, but the meanings and 
implications of the incidents were infinitely flexible. The Comnuttee 's first writing retreat in 
Boulder in February 1970 suggested the troubles the members would have in arriving at 
conm1on interpretations of the questionnaires. "A considerable portion of the two days," chair 
Stuart Cook recorded, "was devoted to discussion of etrucal problems and proposed principles 
in order to give the Conmuttee members a feel for the difficulties in arriving at positions on 
wruch we could agree."3 

One strategy that Conmuttee members used in drafting the etrucs rules was to insert guid
ance grounded on their experiences if they felt that their first-hand knowledge as researchers 
exemplified a basic principle that the survey responses suggested but did not actually articulate. 
I call tills form of evidence "professional experience." Conmuttee member Gregory Kimble, 
for example, was assigned to write the first iteration of the deception principles in preparation 
for the February meeting, and two out of the fourteen incidents were ills own stories. By ills 
own account, Kimble "edited every incident heavily and," as he described it, "ended up writ
ing my own revisions in every case."4 

Given ills training and experience, it nught make sense that Kimble elaborated on decep
tion in his section drafts, if it were not for the reams of survey responses he had intended to 
marshal. Kimble considered rumself an experimental psychologist, and he built his career test
ing theories of learning. The political popularity of stimulus-response theory had reached its 
zenith in the early 1960s, and wrule it retained a foothold in the discipline, its practitioners 
eventually found that policy makers were losing interest in the field's services (to control pris
oners, mental patients, children) when the theory encroached on democratic ideals. To be sure, 
Kimble felt that deception should not to be used cavalierly. But the practice created a "serious 
conflict ... between honesty on the one hand and the scientific value of the data to be obtained 
on the other." Kimble felt that psychologists could, and indeed should, manage the conflict 
between honest practice and valid data by anchoring decisions to a utilitarian calculus. "There 
is a positive correlation," Kimble argued, "between the importance of the problem (to the disci
pline not just the investigator) and the degree of deception that can be justified."5 

Depending on their training and research, however, scientists can embody and indeed value 
different elements of their first-hand knowledge, which they can nonetheless warrant as 
"professional experience." In the case of the APA ethics comnlittee, this issue came to the fore 
because each of the comnuttee members was assigned the task of seeking advice on the code 
from a set of senior psychologists and leaders of subfields witrun psychology. Comnlittee 
member Brewster Snuth interviewed Alberta Siegel, a pronunent psychologist of child devel
opment and former editor of the journal Child Development (1964-1968), and Diana Baumrind, 
also a child psychologist. Snuth's interviews with the women made him increasingly stalwart in 
his conviction that deception was indefensible under any circumstances, in contrast with the 
position of fellow comnuttee members such as Kimble and also McGuire. Siegel, who by that 
time had read a working draft of the committee's principles, told Snuth that the document was 
"unduly pernlissive of deception." Snlith told ills chairman Stuart Cook: "I trunk her case is a 
serious one and warrants reconsideration of our initial chapter."6 One month later Snlith spoke 
and later corresponded with Baumrind. Her position, as Snuth heard it, was that "behavioral 
research is contributing to the moral ills of society and the influence is a direct one." To Snlith's 
mind, she was not an alarnust: "I think we need to take tills more seriously than we have in our 
present report," Snuth told Cook. "Generally, I think her letter is worth a very careful reading 
and recommend that it be circulated to the comnlittee." 
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The interviews with Siegel and Baumrind were a catalyst for Snlith, and in their wake he 
advocated aggressively against deception. "[S]peaking for myself (MBS), I think we have to 
highlight deception-manipulation as raising a different order of issues than the others that we 
deal with," he explained to Cook. "I trunk our document can be radically faulted as it stands 
unless we make this distinction."7 In sum, the interviews with Siegel and Baumrind gave Snlith 
the impetus and justification to urge that deception be treated with an absolutist approach 
rather than a utilitarian approach in the first published draft of the Principles. 

In practice, the Comnlittee members collapsed their roles as editors and authors. As they 

1
tidied members' survey responses into one coherent statement of psychologists' views, the 
conmuttee members drew in their own autobiographical vignettes. 

Consensus 

In the summer of 1970, the conmlittee members met in La Jolla, California to pull together a 
unified version of the Principles from the sections that they had each written independently. 
When they tacked together the separate sections, however, they found that the resulting docu
ment was full of contradictions. For example, four of the six comnlittee members had all 
written about the etrucs of deception witrun their assigned sections formally divided into stress, 
informed consent, invasion of privacy, and deception proper. Troublingly, their guidelines about 
deception in each of these sections were at odds with one another. 

As a solution, the Comnlittee members decided to include in the introduction of the docu
ment (which had yet to be written) an overarcrung statement about how psychologists should 
make ethics decisions in general. Having agreed to circulate suggestions, comnlittee member 
William McGuire proposed that the Comnlittee manage their text's "internal contradictions" by 
encouraging psychologists to "utilize a cost-benefit calculus," but other members resisted 
because they believed that some practices were wrong in any circumstances regardless of the 
benefits.s For some, deception appeared to call for a utilitarian approach, which was the position 
that lying was acceptable if, as McGuire put it, the benefits outweighed the costs. On the other 
side, deception appeared to warrant a "deontological" approach (to use Snlith's term), which was 
the view that people have a few basic rights and freedoms that should not be violated in any 
circumstances. The members had come to their views based on their own professional experi
ences, wruch they each regarded as equally valid, and while their conflict over deception was 
mostly collegial, it was also the source of the quandary: how would they resolve a disagreement 
based on equally valid but ultimately incommensurable professional experience? 

In effect, conmuttee members' divergent perspectives undernlined their own authority to 
write the ethics principles in the document that set them out. When the first full draft of the 
Principles was published in 1971, it betrayed the division among Cook Comnlittee members 
over the ethics of deception. Uncannily, Cook anticipated the reaction that APA members 
would indeed have to the draft Principles: 

From one side it is seen as a panic-bred renunciation of our most effective research prac
tices - an underhanded blow to the development of a psychological science badly needed 
by society. From the other it is viewed as a mealy-mouthed wrutewash of reprehensible 
research behavior - a guide book that nlight well be subtitled 'How to justify taking 
advantage of research subjects.'9 

Their fifth iteration was published in July 1971 in the association's newsletter, The APA Monitor, 
in order to get feedback from APA members who would have to vote to pass the Principles as an 
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addendum to their ethics code. The Committee intended this draft to be essentially the final 
version but the draft embodied their divergent views - their lack of consensus, and thus of 
authority to act as "the committee." In light of their split opinions, the APA Board of Scientific 
Affairs saluted the Conunittee's two-year writing effort- and promptly sent the men back to 
the drawing board. 

Using a different form of evidence altogether, critics of the draft argued that the Cook 
Committee had drafted rules about the use of deception that were at odds with the views of 
everyday psychologists, which the Cook Committee might have been aware of, critics charged, 
had the committee been good, objective empiricists and attended to the matters-of-fact of the 
survey results. This criticism reveals the importance of discretion for members of declarative 
bodies and shows that psychologists recognized many forms of "empirical evidence": the 
committee's first-hand knowledge and disembodied data. The crux of the committee's internal 
differences centered on the various implications of one form of evidence (namely, different 
members' professional experiences); but the committee's disagreements with workaday 
psychologists whom they claimed to represent turned on a disagreement over which form of 
evidence - matters-of-fact or professional experience - were most persuasive. 

Committee members took up both problems when they recognized that they had to settle 
their own disagreements because the committee only had legitimate authority, to use Weber's 
terms, if the committee members composed rules in a single voice. Throughout the fall of 1971 
and spring of 1972, the Cook Committee assessed responses to the first draft of the Principles, and 
came to agree with their professional experiences as psychologists through their training and 
eventual research. Cook and McGuire were particularly disposed, by the demands of their own 
studies and experiences, to remain open to deception practices. As Cook explained, "When I was 
a subject, I expected to be deceived." 10 McGuire, who did research on attitude change himself, 
stressed that deception was acceptable in part because it was impossible for people to make truly 
autonomous decisions. What does it mean to get consent from research participants, he asked, 

when one considers also that the individual's choices are not capricious nor independent 
of contemporary and earlier influences from his environment? What does it mean to say 
that the person should be free from coercion to participate, at the same time as we say that 
people's decisions must be motivated or that they are affected by forces that act on them? 11 

Cook explained the Committee's experiences to APA members in the May 1972 issue of the 
Monitor, which accompanied the second published draft of the Principles: "Reactions to the first 
draft brought to light a number of disagreements among psychologists that, in turn, affect reac
tions to proposed ethical principles." Consequently, members of the Cook Committee tuned 
their opinions and decided: "Openness and honesty are essential characteristics of the relation
ship between investigator and research participant. When the methodological requirements of 
a study necessitate concealment or deception, the investigator is required to ensure the partic
ipant's understanding of the reasons for this action and to restore the quality of the relationship 
with the investigator." 12 These fifty words comprising one principle on deception replaced the 
tens of pages detailing and debating seven principles addressing deception in the first draft of 
the rules. The practice of deception was no longer described as unethical, nor was its use 
defined as a violation of subjects' rights and psychologists' standards. Rather, deception was 
neutralized in such a way that the ethical question was not whether the practice had been used, 
but whether the appropriate techniques for using deception had been deployed, a determina
tion that shaped the possibilities for American psychologists' research practices and the resulting 
knowledge they could produce. 

444 

Bureaucracy, ethics, and science-in-the-making 

By rendering a decision as a single social actor, the Cook Committee touched knowledge
making practices of thousands of American psychologists because the rules they were 
authorized to set altered the daily motions and embodied experiences of scientists at the time 
and ever since. The case demonstrates that within bureaucracies legitimate "empirical evidence" 
takes multiple forms, including experiential knowledge and not only the objective matters-of
fact. Several members of the Cook Committee used deception in their own research, and they 
ultimately used their discretion and authority as members of a declarative body to write prin
ciples that corresponded to their professional experience. Their decision on deception may have 

1
been a convenient answer to the question of whether and how psychologists could use the 
practice in research, but it also fit well with their own experiences borne from decades of train
ing and research that six specific psychologists had conducted first hand. 

IV. Case 2: lawfinding and university IRBs 

Institutional Review Boards are state-mandated groups that enact human subjects regulations 
at most American hospitals, universities, and research institutions (Stark 2012). This section 
draws on my long-term ethnographic observations and audio recordings of the meetings of 
three IRBs from 2003 to 2004. Created by federal regulation in 197 4, these deliberative groups 
have the authority to decide whether researchers at institutions that receive public money 
intend to treat their "human subjects" appropriately. Today, most universities, hospitals, and 
research institutions in the United States and abroad maintain at least one IRB or contract with 

a commercial IRB. 
As a companion to the previous case study of the APA ethics committee between 1966 and 

1973, this section considers Institutional Review Boards as an example of a declarative body in 
the present-day. With this additional case, I again document the three features of declarative 
bodies (knowledge experts act as bureaucrats fleetingly, use discretion, and make decisions 
acting as a single unit) and then elaborate on the features of decision-making processes within 
declarative bodies introduced in the case of the APA ethics committee. Specifically, this section 
explores how knowledge experts, each with a distinct claim to expertise, reach the consensus 
necessary in bureaucratic settings to speak as a single social actor and thereby ground their claim 

to legitimate authority. 

Temporary bureaucrats 

IRBs are an example of a form of state decision making that gained ground within the U.S. 
federal government starting in the late 1960s. During the Johnson Administration, the U.S. 
Congress passed an unprecedented number (130) of federal statutes that dramatically expanded 
the scope of federal programs (Levitan and Taggart 1976, McKenzie and Weisbrot 2008). These 
programs were overwhelmingly aimed at regulating the natural environment and human health 
and, consequently, specialists in science, medicine, and other fields of knowledge were incor
porated into the process of writing and applying regulations (Katznelson 1996: 28; Kerwin 

2003: 15). 
Federal human subjects regulations were part of that effort. The administrative rules were 

passed in 1974 through the National Research Act. The regulations required that universities, 
hospitals and other institutions create review boards to evaluate all research on people under 
their auspices if the institution received public money (which most did: McCarthy 2008). 
Human subjects regulations and other protective efforts placed decision making outside of civic 
control and into the hands of formally-defined experts. 
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In 1965, NIH Director James Shannon made the first formal move to institute IRBs when 
he asserted that NIH-sponsored research "should be discussed with a peer group" that is, peers 
of the investigator, "for a basis of sound judgment." Eventually, the U.S. Surgeon General 
approved Shannon's 1965 recommendation, and informed major universities, hospitals, and 
professional associations that to receive federal money for research, they would have to "provide 
prior review of the judgment of the principal investigator or program director by a committee 
of his institutional associates."13 As originally imagined and subsequently required, these 
committees of peers reviewed risks and benefits of scientists' proposed research, and assessed 
"the appropriateness of the methods used to secure informed consent." 14 The mandate for peer 
evaluation of research is the backdrop for the present-day requirement that IRBs include 
experts in the topics under review by the committees. 

The assumption that experts should use discretion was built into the structure of IRBs. 
When he required peer review of federally-funded research starting in 1966, the Surgeon 
General did not circulate guiding principles but wrote that "the wisdom and sound professional 
judgment of you and your staff will determine what constitutes the rights and welfare of human 
subjects in research, what constitutes informed consent, and what constitutes the risks and 
potential medical benefits of a particular investigation." 15 The standard material of ethics codes 
- risks, benefits, and consent - were not defined in advance but were to be, according to the 
Surgeon General, whatever a local committee of experts and others deemed appropriate. 

Discretion 

The IRB members I observed reached decisions not by applying formulaic rules, but by settling 
who among them had the best justification for his or her recommendation. Using their own 
pragmatic and case-specific knowledge, board members arrived at decisions by determining the 
best evidence for a good course of action within their specific, local settings. The evidence that 
IRB members used took a variety of forms, but here I point out the important differences in 
the two forms that I introduced in the previous section on the APA ethics committee: matters
of-fact and professional experience. Although opinions base on people's first-hand experience 
are necessarily subjective and idiosyncratic, experts' embodied knowledge gives them value in 
bureaucratic settings and grounds their most persuasive form of evidence. 

To be sure, board members often presented their views with seemingly objective findings 
during IRB meetings, often in the form of numbers, like statistics. This form of evidence tends 
to be authoritative because it is not associated with any one person, and instead can take a 
material form, for example, in a diagram, table, or image. I call warrants based on seemingly 
disembodied, objective evidence matters-of-fact. What I mean to designate with matters-of-fact 
is information that is shared specialized knowledge: the information that one could learn by 
studying academic books, reading scholarly journals, or hearing lectures in a given field (Collins 
and Evans 2007). 

One example comes from my interview with a faculty member at the teaching hospital 
where I observed. During our conversation after an IRB meeting, I asked Kimberly, a young 
pediatrician, why she had urged board members to approve a hotly contested study without 
modifications, which some of her colleagues had strongly resisted. Here is how she explained 
her position: 
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actually having major toxicity from the trial is less than five percent and toxic death is less 
than one percent, like point five percent. And the chances of getting, having clinical 
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benefit, true response, is about ten percent. And stabilization of disease was like thirty to 
forty percent. So, actually the chances are not so bad in that stage in disease, that you will 
get benefits. 

C6: 331 

Kimberly immediately drew on matters-of-fact to justify her opinion: response rates from a 
premier medical journal. Interesting, Kimberly continued: 

There are certain people that I think make judgments based on sort of visceral feelings 
about things. And then there are other people that will listen to evidence-based argu
ments. And I'm probably a mix ofboth. I have definite/ I come to the table with definite 
visceral responses to things ... But, in the end if you can give me a good scientific basis, 
that's what's going to sway me the most either way. 

C6: 331 

In addition to emphasizing the importance of matters-of-fact, or what she called "evidence
based arguments," Kimberly also described a second form of evidence that IRB members used 
in making decisions - and which she herself indicated that she used since she comes to the 
table "with definite visceral responses to things." 16 I call this second kind of evidence "profes
sional experience." The cultural authority of knowledge-producing professions - the sciences, 
medicine, and the humanities, for example - depends on the notion that practitioners acquire 
unique and valuable skills through their training and professional experience. These experi
ences, moreover, are generally thought to translate into rare abilities to judge the quality, 
veracity, or ethics of knowledge outside of research settings. 

As an example of "professional experience," consider one case in which members of the 
IRB were reviewing a study on arthritis in elderly people. They were recruiting arthritic men 
via courses offered through the National Arthritis Foundation. As a result, the investigators 
were able to tap into a population for which a good deal of information had already been 
collected about their condition. The primary IRB reviewer, Dr. Endicott, had given it a posi
tive review, and the study seemed poised to sail through to full-board approval. Before the vote 
for approval, however, another board member, an exercise physiologist named Ulrich, argued 
for changes to the protocol that would seriously decrease study enrollment: 

Ulrich (exercise physiologist): With reference to my background, there's a health ques
tionnaire (used in) other studies, and it does a good job of referring to: How do you feel 
(at different levels of exertion)? 

NG,]uly: 350 

Here, Ulrich specifically linked his op1mon to what he called his "background." Then he 
continued by recounting one of his own experiences as a researcher: 

Ulrich (continuing): I'll give you an example: my first year here in 1982, we had someone 
on a treadmill who had a spinal cord injury with support, and the student came up and said 
'excuse me, but I don't think we should be testing this subject. He has an aortic aneurysm.' 

NG,]uly: 350 

Other board members laughed. The laughter suggests how untoward Ulrich's anecdote 
sounded: he had encouraged a person with a serious heart condition to exercise. The debate 
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continued, but in the end Ulrich's warrant based on his professional experience swayed 
members. Most influentially, Ulrich had persuaded Dr. Endicott, the main IRB member 
charged with presenting this study to the board. This analysis is one example of my observa
tion that IRB members tended to defer to recommendations of fellow members who 
articulated experience as a knowledge producer that was most similar to the investigator. In 
some instances, this board member recommended harsher restriction on the investigator's work 
based on his own experience, and other times he urged the group to loosen constraints. 
Regardless of the direction of change, though, it was the similarity of the expert's professional 
experience with the case at hand that appeared compelling, rather than the relative authority 
of an expert's discipline in some seemingly objective hierarchy (Mallard et al. 2009). 

Consensus 

Different forms of evidence - matters-of-fact versus professional experience - can also yield 
conflicting implications. In instances when members of declarative bodies asserted incompati
ble views based on different forms of evidence, professional experience typically won out and 
won swiftly. Sustained disagreement threatened to undermine the ability of the declarative body 
to act as a unit, which would unravel its basis of authority. 

The fundamental way in which IRB members reached consensus on how rules applied in 
specific cases was to settle who had expertise on the matter at hand. The group deliberations 
that I observed were essentially referenda on who had the most salient knowledge and thus 
whose advice should be followed. IRBs also had decision-making habits, which they used 
when they processed studies that felt familiar and routine. However, when the proper course of 
action was either ambiguous or contested, board members reached consensus by deciding 
whose recommendation was based on the most relevant knowledge, which all members could 
endorse as the view of"the IRB." 

Declarative bodies in action 

IRB members work to build consensus about how a given research protocol should be changed 
(or "modified" in the parlance of regulation). Technically, IRB members vote to decide how a 
researcher must alter her study. In all but two cases that I observed, IRB votes were unanimous, 
and in order to dissent, these members abstained from voting altogether, rather than cast a "no" 
vote. The pervasiveness of group consensus and the strictly symbolic function of voting can be 
seen as a product of the regulations (Coleman 2004, Guston 2006). Administrative law only 
authorizes "the IRB" to review and recommend changes to studies, and this feature of their struc
ture disposes board members to reach unanimous decisions. Consequently, IRB members reach 
agreements by using their discretion to decide who has the best evidence on the matter at hand. 

The value placed on scientists' rare, embodied experience is instrumental in modern bureau
cracies. It allows experts to carry the authority they have derived from one setting to another, 
for example, from the bench to the bedside, the lab to the courtroom, the field to the review 
panel, and the armchair to the lectern. The authority vested in scientists' first-hand experience 
has prompted organizations' use of nonce bureaucrats and also grounded organizations' 
mandate that experts use discretion. As a result, science experts have created and enacted a vast 
range of postwar ethics policies that have also affected their daily work. In the case of IRBs, 
most American research universities, hospitals, and institutes in the United States had a group 
review procedure in place by 1970 because federal health agencies had made committee review 
a condition of funding. 
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As this section and the case of the APA ethics committee suggest, not all forms of evidence 
are equally persuasive within declarative bodies. Evidence based on experts' professional expe
rience was most persuasive in the two cases because such evidence is based on embodied 
knowledge, which makes it a rare commodity. At the same time, claims based on professional 
experience refer to first-hand knowledge, making it nearly impossible to challenge on its own 
terms. These paradoxes open up questions about the process of decision making in declarative 
bodies and the factors that alter knowledge-making practices for scientists. 

' V. Declarative bodies: a research agenda 

Small decisions have wide-reaching effects for how knowledge is made and by whom. The 
concept of declarative bodies promises to yield new approaches and answers to ongoing ques
tions in STS: how do people make facts in the name of science? 

1. Disparities in participation 

In practice, some people who are members of declarative bodies participate more often and 
more influentially than others in decision-making discussions. This chapter suggests that the 
type of evidence that a speaker uses to justify her recommendations works to persuade or 
dissuade listeners of the merit of her view, and, consequently, of the wisdom of harnessing the 
group's authority to the recommendation. 

Claims based on embodied knowledge are those that derive from first-hand experience 
(what I have referred to as "professional experience") -that allow us to say, I saw it with my 
own eyes. In sites of knowledge production, the authority of embodied knowledge is consis
tently persuasive enough that STS scholars have come to argue that it might offer an 
opportunity for more democratic decision-making practices in science and medicine. For 
example, sick people have leveled surprisingly persuasive claims to expertise - and thus author
ity - on their own illness (see, for example, Brown and Morello-Frosch's contribution to this 
volume, as well as Rabeharisoa and Calion 2002, Shapin 1995,Williams and Popay 2006).When 
non-credentialed people get access to sites of knowledge production, they are often thwarted 
because they do not have the manners of talk and behavior that signal their sensibilities are 
trained and thus trustworthy. For STS scholars, the implication is that we should explore how 
scientists and other knowledge specialists justify their views in bureaucratic settings. Advocates 
and scholars of "lay expertise" might reconsider the common assumption that non-experts' 
embodied experiences are a resource unique to them - which they might use persuasively if 
only they were included in deliberations. 

Attention to declarative bodies enriches current efforts to explain decision outcomes in two 
ways. First, it adds to a fuller explanation of group decision making (and its disparities) by 
emphasizing how language strategies can build or break down consensus during the course of 
deliberations. Other factors certainly affect the decision-making process. The relationships that 
people build outside of meetings help to explain how groups achieve consensus in the official 
moment of deliberation (Lee 2007, Poll etta 2002, Wilde 2007). It is also clear that decision 
outcomes are patterned on group members' demographics. But attention to forms of evidence 
reveals what it is about individuals' traits that make some members appear to have a knack for 
affecting decisions - namely, that the types of evidence that individuals have at their disposal are 
constrained by their life histories. By deferring to a members' professional experience - as 
opposed to personal stories or "evidence-based" knowledge structures of authority are stabi
lized through group deliberation. 
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The members of declarative bodies who sway decisions most systematically, according to 
the case studies explored here, are those who justify their recommendations with a claim to 
research experience relevant to the case at hand. In the two cases explored in this chapter, 
group members recounted their research experiences as a means, in the absence of other 
routines for establishing credibility, to persuade colleagues that their advice was valid and 
worth following. Members who grounded their opinions on professional experience were the 
most persuasive but it is worth bearing in mind that "professional experience" is not a form 
of evidence available to all people members. Only science experts who achieved training as a 
relevant specialist could use this most persuasive justification. In short, not all forms of 
evidence are equally persuasive in bureaucratic settings, nor are they equally available to all 

potential participants. 

2. Open and restricted settings 

STS scholars might observe that the groups I call declarative bodies are sites of knowledge 
production, analogous to laboratories or libraries. As such, they open the possibility of explor
ing the place of expert judgment in science by focusing on discursive spaces rather than on 
individual actors. Declarative bodies enable comparative study of the range of sites in which 
knowledge is made. 

Attention to declarative bodies allows scholars to compare how experts communicate offi
cially versus when they are off the formal record in settings that are closed de facto (if not de 
jure) or are otherwise out of reach. The analytic of open and restricted offers a starting point 
for the urgent work of expanding conceptions of sc~entific settings and moves us past the prob
lematic distinction of "public versus private." The distinction between open and restricted 
settings is based on people's relative access to spaces - not only physical settings but diffuse 
forums such as one-on-one talks and email exchanges. The concept allows scholars to carry out 
empirical studies that retain Weber's pragmatic suspicion that democratic ideals, such as trans
parency and freedom of information, conceal as much as they reveal (for an excellent model, 
see Riles 2011). 

This is also important work given that governments, corporations, and other organizations 
are responsible for massive numbers of choices that affect people's everyday lives, and yet such 
decisions typically take place outside of public view. Declarative bodies often create and apply 
rules for organizations .in settings in which non-experts have limited access and little involve
ment - in terms of both choosing the decision makers and scrutinizing their decisions. In 
settings where experts make decisions with little formal record, STS scholars might explore 
when first-hand, experiential, embodied knowledge might be most persuasive, as it was in the 
two cases examined in this chapter. When decisions are translated outside of these cloistered 
settings for public consumption, the grounds on which group members made decisions often 
drops away entirely or is scrubbed clean of personal idiosyncrasy. 

This chapter advances research on science in the global context oflarge-scale organizations 
by suggesting that the ways in which experts interpret rules is contingent on their immediate 
audience. The cases here suggest that the techniques of persuasion that are most effective among 
experts in restricted settings, such as IRB meetings, have been shown to be ineffectual and often 
corrosive for experts who have been called to account for their views in open settings, for exam
ple, in congressional hearings (Thorpe and Shapin 2000), legislative debates (Porter 1995), and 
jury trials (Timmermans 2007). 
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VI. Conclusion 

On November 7, 1917, Weber took the stage in Munich and delivered the address his student 
audience had paid him to produce: a lesson on science as a vocation. Where Marx in the nine
teenth century had instructed, with ferocity and certainty, every man to change the world, 
Weber took the tact of a twentieth-century skeptic: read Tolstoy. Weber, conjuring the Russian 
author, asked his audience "Who if not science will answer the question: what then shall we do 
and how shall we organize our lives?'' It was a riddling question, since Weber believed that 
science could not tell one how to live. Weber explained that he and others could make moral 
Hecisions as scientists so long as they avoided searching for moral guidance in the products of 
their scientific work, namely, matters of fact. 

In his writing, Weber did not describe a space within the modern bureaucratic world in 
which scientists might create or deploy an ethics beyond the evidence of science that 
nonetheless took shape within the structures of bureaucracy. This chapter builds on Weber's 
theory and opens new areas of inquiry through analysis of declarative bodies. Drawing on two 
cases, I show how bureaucratic organizations have empowered expert groups I call declarative 
bodies to create and interpret rules. "Declarative bodies" demarcate groups of knowledge 
experts who are empowered by law to make decisions for public and private organizations. 
Contrary to Weber's explicit theory ofbureaucracy, the new science-bureaucrats who comprise 
declarative bodies serve in this function temporarily and for a specific purpose and are encour
aged to use rare, experiential knowledge to make judgments. 

The say-so of these declarative bodies has tangible, material consequences. For example, 
the Federal Reserve Board decided which institutions American taxpayers would keep afloat 
in the 2008 financial crisis, and the Medicare Payment Advisory Commission tells doctors 
how much they will get paid for seeing low-income patients. Declarative bodies signal a 
particular and very recent understanding of the place of experts in bureaucratic administra
tion. 

At the broadest level, I argue that the process of knowledge-making, a topic that has 
anchored STS work since the 1980s' turn toward practice (Zammito 2004), has paid accurate 
but partial attention to the role of bureaucracy in knowledge production. Scholars have 
explored how bureaucratic ancillaries, such as standardization and routines (Heimer 2001,2008, 
Timmermans and Berg 2003), have affected the process through which experts establish a 
workable definition of truth in scientific settings and how this knowledge has been applied in 
other settings. Scholars have also emphasized how scientists have pushed against bureaucratic 
organizations through personal and collective activism. As a complement, this chapter has 
shown that scientists also regularly serve temporarily in small groups in which they are author
ized to make decisions using their judgment to write and apply rules, rather than by using 
precisely defined standards and measures. 

Importantly, declarative bodies are integrated into the process of scientific knowledge
production because they actively revise, edit, and modify researchers' specific projects. The 
seemingly small and mundane changes that ethics review committees, editorial boards, and 
funding panels request researchers alter how they talk to their informants and patients, as well 
as how they move around their field sites and laboratories. Because of the material and symbolic 
resources at stake, researchers tend to comply with this new form of rational authority based 
on science by which their work is governed. The authority of declarative bodies can compel 
obedience from any researcher with an interest in a holding a budget that is bigger rather than 
smaller, getting research authorization sooner rather than later, or moving a reputation higher 
rather than lower. 
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Questions remain to be answered about how declarative bodies operate and these investiga
tions are ripe for scholars in STS to take up because declarative bodies have direct effects on 
the practice of science. Although conventionally considered "outside" of science settings, this 
chapter has focused on how declarative bodies set the workaday motions of researchers and 
make consequential choices about studies in ways that affect what it is possible to know. The 
decisions of these expert groups are just words, and yet those words have the power to change 

the practice and the products of science. 

Notes 

I am grateful to Phil Brown, Daniel Kleinman, Kelly Moore, Gary Shaw, and Alistair Sponsel, each of 
whom gave excellent comments of precisely the sort that I needed at different stages of writing. 

2 I use the term "scientist" to refer to knowledge-makers in all disciplines. 
3 American Psychological Association archives, HS Library of Congress, Washington, DC, c427. Folder 

10: "Minutes of meeting held Feb 20-21 1970." 
4 427, f1, "preliminary draft" Feb 1970. 
5 427, f1, "preliminary draft" Feb 1970. 
6 c443, £5, "Interview with Alberta Siegel" 20 Oct 1970. 
7 c443, £5. 20 Nov 1970. 
8 c443, f1, McGuire to Cook Committee, 30 July 1970. 
9 428 Folder 5: CESPR, Drafts, Published, First published in Monitor, 1971, p1-111. Cook's editorial 

to accompany the first published draft in the July 1971 Monitor read" ... the differences among psychol
ogists on research ethics are greater than any of us knew. No conunittee can resolve these differences 
- at least not in a way that will affect research behavior. Those of us who formulated the proposed 
principles contained in the insert brought to the task a wide range of viewpoints. Over time, we devel
oped a common point of view - yet that point of view has already been characterized as inadequate 
and unwise." 

10 Minutes from Rocky Mountain Psych Assoc, May 1971. APA, c431, £3. 
11 McGuire "11am version of 1.5." 12 March 1972. 
12 Second draft of the Principles. APA Monitor 3(5), May 1972. 
13 Archives of the Office of NIH History, Bethesda, MD. Clinical Center Collection, Ethical, Moral and 

Legal Aspects, Folder 2, "Memo to the Heads of Institutions Conducting Research with Public Health 
Service Grants from the Surgeon General," 8 Feb 1966. 

14 Ibid. 
15 Ibid. 
16 C6: 331. 
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Introduction 

In previous work we argued that sociologists need to expand our thinking about pharmaceu
ticalization, the process of understanding and/ or treating social, behavioral, or bodily conditions 
with pharmaceuticals. The majority of sociological scholarship has investigated pharmaceuti
calization as a primarily Western process and conceptualized it in modern terms (Bell and 
Figert 2010, 2012a, 2012b). In our view, the work of anthropologists and science and technol
ogy studies (STS) scholars who decenter the West as the starting point for research opens up 
new avenues for understanding the global dynamics of pharmaceuticalization. We have also 
argued in favor of adopting a postmodern theoretical lens which allows us to understand phar
maceuticalization both as a strategy of enhancement by individuals in resource-rich societies 
and as an exercise of power in resource-poor societies and to bring to light its multiple, multi
directional and at times apparently contradictory effects. 

In this chapter we expand upon our previous work and focus on one essential part of the 
pharmaceuticalization process: global clinical trials and related ethical and research standards. 
We also consider the ·role of global clinical trials in reducing public health strategies from a 
broad array of disease prevention efforts to one seeking to improve the health of populations 
with pharmaceuticals. The issues we explore center upon the key research and ethical standards 
for global pharmaceutical development. We define, review and problematize the concept of 
ethical variability and show how it simultaneously upholds and disrupts Western ethical guide
lines for human subjects research. In doing so, we show how global clinical trials contribute to 
the further pharmaceuticalization of public health worldwide with major implications for the 
lives of people globally. The degree and scope of how people interact with pharmaceuticals 
throughout the world is uneven because pharmaceuticalization and global clinical trials map 
onto global patterns of inequality. Some human bodies serve as research subjects whereas some 
bodies are pharmaceutical sales targets. Whereas some people in some areas of the world are 
(over)pharmaceuticalized, other people are (under)pharmaceuticalized. We conclude the chap
ter with a discussion of how and why STS perspectives on harmonization and variability in 
ethical and research standards shed light on the study of pharmaceuticalization and more 
broadly on the global dynamics of health inequality. 
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Conceptual framing: medicalization, biomedicalization, and 
pharmaceuticalization 

Because studies of pharmaceuticalization have taken shape alongside the development of schol
arship about medicalization and biomedicalization, we begin with a brief overview of these 
fields. The concept of medicalization was introduced to the medical sociology field in the 1970s 
to understand and look critically at "the involvement of medicine in the management of soci
ety" (Zola 1972: 488). Medicalization is now ubiquitously used in the social and medical 
sciences and has successfully moved into popular culture. One of the most influential defini
ti.ons of medicalization comes from U.S. sociologist Peter Conrad (2005: 3) who declares that 
the essential meaning of the term is" diftning a problem in medical terms, usually as an illness or disor
der, or using a medical intervention to treat it". Medicalization explains a process of medical 
expansion in a modern society. It makes sense of how and why more and more conditions are 
defined and treated medically and increasingly pharmaceutically. 

Current medicalization scholarship has refocused our analytic gaze from the power and 
authority of the medical profession to consider the active participation of patient/ consumer/ 
users individually and collectively in medicalization processes (Brown and Zavestoski 2005, 
Crossley 2006), resistance to pharmaceuticals (Figert 2011,Williams et al. 2011), and the use of 
medical prescription drugs for non-medical purposes (Williams et al. 2008). It has also explored 
new "engines" of medicalization including the pharmaceutical industry (Conrad 2005) and 
technoscience (Clarke et al. 2003). Although medicalization is a capacious concept, it cannot 
fully capture the contemporary global dynamics of pharmaceuticals and technoscience. Thus 
scholars have introduced the concepts of biomedicalization, pharmaceuticalization, and phar
maceuticalization of public health, which are often more effective than medicalization alone in 
analyzing the nuances and complexities of the development, testing, expansion and distribution 
of pharmaceuticals in the world today (see Bell and Figert 2012a for a more extensive 
discussion). 

Whereas the process of medicalization can be conceived of in modern terms of engineer
ing, control, and rationalization, the process of biomedicalization can be conceived of in 
postmodern terms of networks, spirals, and complexity. Understanding both the definition and 
effects of biomedicalization helps to make sense of how and why more and more conditions 
are defined and treated medically and pharmaceutically in the twenty-first century. 
Biomedicalization, as established by Clarke and her colleagues, is a concept and analytic tool 
for identifying, disentangling, and explaining medical and pharmaceutical expansion in the 
twenty-first century. It captures "the increasingly complex, multisited, multidirectional processes 
of medicalization that today are being both extended and reconstituted through the emergent 
social forms and practices of a highly and increasingly technoscientific biomedicine" (Clarke et 
al. 2003, 162). One example of this is the application of screening technologies using molecu
lar biomarkers that constitute new categories of people at risk and new opportunities for 
biomedical surveillance and intervention as well as self-monitoring and regimens of behavior 
change (Shostak 2010). 

Although feminist scholars and activists in Women's Health Movements have looked criti
cally at the development of the birth control pill and other reproductive technologies since the 
1970s and social scientists have studied pharmaceuticals and the pharmaceutical industry for 
many years (for example, Boston Women's Health Book Collective 1973, Hartmann 1987, 
Gabe and Bury 1988), pharmaceuticalization as a unique term was introduced by anthropolo
gists (Nichter 1989). A broadly accepted definition of pharmaceuticalization by sociologist 
John Abraham is "the process by which social, behavioral or bodily conditions are treated, or 
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deemed to be in need of treatment/intervention, with pharmaceuticals by doctors, patients, or 
both" (Abraham 2010: 290). There are complex forces generating the expansion of pharma
ceuticalization: Big Pharma's industry control over the science underpinning drug 
development and testing, skillful use of marketing, and "disease mongering"; physicians as 
prescribers, gatekeepers, and "developers of new medicines often in alliance with the industry"; 
affiuent publics in consumer-oriented societies who use information technology and become 
"expert patients"; and governments and insurance companies. 

Pharmaceuticalization scholarship builds on and has explicit ties with medicalization schol
arship, but scholars generally agree that pharmaceuticalization can occur without 
medicalization, and vice versa. Studies of the pharmaceutical process, like those of the medical
ization process, typically do so from the perspective of modern social theory. They draw 
inspiration and logic from the natural sciences, adopt an engineering mentality (Lock 2004), 
trace the drug development and approval process in terms of" countervailing powers" (Busfield 
2006), and identify pharmaceuticalization as a search for control ofbehavioral, bodily, or social 

conditions (Bell and Figert 2012a). 
In our work, we show that current research in anthropology provides a useful layer of under

standing pharmaceuticalization (Bell and Figert 2012a). Whereas sociologists primarily study 
pharmaceuticalization by focusing upon power, economics and treatments in the West and the 
dynamics of the largest pharmaceutical companies (often called Big Pharma) and high-income 
nation states, anthropologists focus primarily upon the issues of pharmaceuticals in low or 
middle-income countries where the political economic systems are often post-colonial or post
conmmnist. This focus has allowed anthropologists to conceptualize pharmaceuticalization 
differently and to examine political, economic and organizational dynamics that are less visible 

in the studies by sociologists. 
The pharmaceuticalization of public health as outlined by Biehl and others suggests that there 

is both a political and an economic rationality to cutting back on disease prevention efforts in 
favor of a national pharmaceutical distribution policy (Biehl 2007, Whitmarsh 2008). From a 
neoliberal state perspective, it is cheaper and more efficient to diagnose and treat diseases phar
maceutically than to prevent them through traditional public health measures. The process of 
pharmaceuticalization and the policy of the pharmaceuticalization of public health are key 
factors in the expansion of the use of pharmaceuticals to treat medical and social problems.These 
two "strands" of pharmaceuticalization theory and research shed light on the uneven and 
unequal global processes of pharmaceuticalization. Thus, in the global North, pharmaceutical
ization is primarily about expanding social and behavioral diagnostic categories and diagnoses, 
while in the global South, pharmaceuticalization is primarily about expanding access to medi
cines and public health or of increasing testing sites for pharmaceutical clinical trials. In the 
global South, citizens and non-governmental organizations (NGOs) - often in response to the 
HIV I AIDS epidemic - have mobilized and demanded access to certain drugs or treatments. 

The pharmaceuticalization of public health scholarship also brings a postmodern framework 
to understanding pharmaceuticals today. We use the term "postmodernity" to refer to society 
based on information technology and characterized by interaction, contingency, fragmentation, 
volatility, and hybridity. In postmodern society, boundaries are blurred, such as between 
public/private, government/corporation, expert/lay, human/animal, and human/machine. 
Postmodern theory assumes that the political economic, cultural, organizational, and techno
scientific trends and processes of pharmaceuticalization are complex and mutually constituted. 
The pharmaceuticalization of public health is manifest in macrostructural changes as well as in 
new personal identities, subjectivities, and configurations by seeking to connect global 
dynamics among states, non-governmental organizations (NGOs), pharmaceutical companies, 
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and local communities (see Petryna et al. 2006, Clarke et al. 2010, Bell and Figert 2012a). 
Much work remains to be done in exploring how pharmaceuticalization works globally, and 

we must recalibrate the balance between studies of the global North and global South (for 
example, Brazil (Biehl 2006, 2007), Barbados (Whitmarsh 2008), India (Sunder Rajan 2007, 
2012), Thailand, Uganda and South Africa (Petty and Heimer 2011), and Poland (Petryna 
2009)). The pharmaceuticalization of public health can be used to make sense of dynamics 
where states with less power and wealth define free access to pharmaceuticals as rights of citi
zenship (and a new subjectivity, pharmaceutical citizenship). It can make visible ways that 
pharmaceuticalization can contribute to the creation of new democratic tools for individuals, 
activist groups, and states. For example, participation in clinical trials of pharmaceuticals can be 
a strategy to gain access to drug treatments and medical care and accomplish what people 
believe to be in their best economic and medical interests. For societies with few resources, 
pharmaceuticalization can be a strategy for realizing the rights of citizens and improving popu
lation health. Defining rights of citizenship as access to pharmaceuticals creates new possibilities 
for entering into the grip ofbiomedical power, forecloses other approaches to improving popu
lation health and well-being, and contributes to the pharmaceuticalization of public health. 

Standardization and global clinical trials 

In this section, we show how the global expansion of clinical trials and the global standardiza
tion of research procedures and ethics foster pharmaceuticalization and the 
pharmaceuticalization of public health. Standardization is the process of constructing unifor
mities across space and time. These uniformities, created by multiple historically situated actors, 
are expressed in standards (Tinm1ermans and Berg 2003). The standards, in turn, coordinate 
people and things in "new configurations" (Timmermans and Epstein 2010: 83). The standard
ization of both research procedures and ethics has facilitated the proliferation of global clinical 
trials, the portability of results and the global expansion of markets. These standards are 
expressed in and enforced by international organizations (for example, the International 
Conference on Harmonization of Technical Requirements for Registration ofPharmaceuticals 
for Human Use (ICH), the Agreement on Trade Related Aspects of Intellectual Property 
(TRIPS)), regulatory agents of the state (for example, U.S. Food and Drug Administration, 
Drug Controller-General of India), professional governance (for example, the Declaration of 
Helsinki), and codes and formal laws (for example, The Nuremberg Code, The Belmont 
Report). At the same time the development of global clinical trials has coordinated people and 
things into new configurations (for example, "Contract Research Organizations"), and subjec
tivities (for example; "treatment naive populations," "treatment saturated populations" discussed 
later in this chapter). Increasingly, clinical pharmaceutical trials have been privatized by the 
development of a contract research industry (Fisher 2006, 2009). 

While not all clinical trials are conducted with pharmaceuticals, many studies by anthro
pologists and sociologists focus on the expansion of global clinical pharmaceutical trials as 
primary components of pharmaceuticalization (for example, Petryna et al. 2006, Dumit 2012, 
Williams et al. 2008). In 2006, more than 2.4 million Americans participated in clinical trials 
(Dunlit 2012: 18). Since the 1990s, the number of international subjects involved in clinical 
trials- including pharmaceutical trials- has grown substantially, from 4000 in 1995 to 400,000 
in 1999 (Petryna 2006: 189). Until recently, much of the pharmaceutical and clinical research 
was conducted in the U.S. and Western Europe, but today it is likely to be conducted elsewhere. 
During February 2013, 29,623 clinical trials were actively recruiting study participants, and 
almost half of the trials ( 49%) were seeking subjects exclusively outside the United States 
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(www.clinicaltrials.gov February 11, 2013). 
There are multiple, multidirectional reasons that clinical trials are pushed and pulled glob

ally. The time between first identification of an active agent with therapeutic potential and 
formal approval for marketing is 1 0-15 years and each new drug costs $897 million to develop 
(Busfield 2006, Petryna et al. 2006: 11). 1 Developing countries in particular are likely to have 
fewer regulations and a looser regulatory apparatus for enforcing ethical and research standards. 
They provide cheaper labor and lower infrastructure costs, reducing overall expenses of clini
cal trials by 30-50 percent (Sunder Rajan 2007: 72). In addition they reduce the time line for 
clinical testing by accelerating subject recruitment and improving the likelihood of showing 
drug effectiveness because their populations are more likely to be pharmaceutically or treat
ment naive, that is to have little or no previous access to pharmaceuticals and no background 
medications at the time of the trial that might confound results. 

Clinical trials are pushed and pulled globally to reduce time and expense both because in 
the U.S. and Western Europe patients and potential human subjects are increasingly skeptical of 
drug trials and because patients and physicians in Eastern Europe, Eurasia and the global South 
need the resources that pharmaceutical companies offer. The global expansion of clinical trials 
opens the possibility for individuals and communities to gain access to medicines otherwise 
unavailable to them (Biehl 2006, Nguyen 2005). The use of these pharmaceutically naive 
subjects "creates efficient results, free of statistical noise" (Petryna 2007: 37). 

Standardizing global research procedures 

The standardization of clinical trials and research procedures and the actors involved in this 
standardization in the 1990s played an important role in the expansion of global clinical trials 
and pharmaceuticals. Global technical standards specifically for pharmaceutical research began 
to be institutionalized in the 1990s, exemplified by the development of Contract Research 
Organizations (CROs) and the International Conference on Harmonization (ICH). CROs 
create mobile clinical trial environments and trial results. CROs are private, for profit compa
nies that implement and manage global clinical trials for large multinational pharmaceutical 
companies. Fisher (2009) reports that more than 75 percent of clinical drug trials in the U.S. 
are now conducted in the private sector. Since the U.S. is the largest pharmaceutical market in 
the world and by some recent estimates Big Pharma makes two-thirds of its profits in the 
United States, the process for pharmaceutical testing in the U.S. and its legitimation by the U.S. 
Federal Fo9d and Drug Administration (FDA) guide how pharmaceutical companies conduct 
clinical trials outside as well as inside the U.S. (Harris 2013). There are four distinct phases of 
pharmaceutical testing for approval by the FDA. Each phase is designed to build upon the 
others and requires increasing numbers of participants. If a drug is determined to be safe in a 
small group of healthy volunteers (Phase 1 with 20-80 participants) and effective in treating 
the targeted condition (Phase 2 with 100-300 participants), the drug will move to Phase 3 
which is characterized by a large group of participants (usually between 1,000 and 3,000 
people) to confirm effectiveness and scrutinize any possible side effects. In some cases, a Phase 
4 (also called "post-marketing") trial will be conducted. This phase is primarily observational 
and is non-experimental and may explore new uses or dosages, or use in new populations. 

CROs work and serve as the "middlemen" or service providers (see Fisher 2009). In prima
rily low- and middle-income countries, CROs identify research sites, clinics, practitioners and 
recruit human subjects. International CRO's are important in the process of moving a drug 
from Phase 2 to Phase 3, because of the need for large numbers of participants. Their main 
source of revenue comes from conducting clinical trials efficiently and cost effectively (Petryna 
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2006: 38). CROs also help to ensure that clinical research complies with accepted technical 
standards and national and international ethical guidelines and thereby make "data from vari
ous international sites portable to and usable within the U.S. drug approval process" (Petryna 
2011:307). 

From 1992 to 2004 the CRO market grew from $1 billion to $7 billion and by 2004 there 
were more than 1000 CROs worldwide. A recent survey of CROs found that pharmaceutical 
companies outsourced a wide variety of functions to CROs from design to site selection, study 
conduct, and medical writing (Getz andVogel2009). Sunder Rajan (2007) highlights the role 

1
that consulting firms, such as A. T. Kearney, play in helping Big Pharma find international test
ing sites. Kearney developed an attractiveness index for clinical trials (calculated by evaluating 
patient availability, cost efficiency, relevant expertise, regulatory conditions and national infra
structure) and determined that the most favorable pharmaceutical testing sites were China, 
India and Russia (Bailey et al. 2009: 57). Sunder Rajan (2012: 332) points out that unlike the 
pharmaceutical companies for which the locus of value lies in the valorized expansion of 
health, the locus of value for CROs is the valorized expansion of pharmaceutical clinical trials. 

The development of the CRO industry occurred concurrently with and was fostered by the 
introduction of guidelines for clinical trials established in 1990 by the International Conference 
on Harmonization (ICH). The ICH was the product of international pharmaceutical regula
tors from the U.S., the European Union, Japan and the pharmaceutical industry (see 
www.ich.org/aboutlvision.htmQ. In effect, the ICH established uniform research and technical 
requirements and standards such as randomized controlled trials (RCT) -in which subjects are 
randomly assigned to either a treatment group or a control group - in drug testing. At first the 
use of these standards "made clinical data from international research sites transferable and 
acceptable to regulatory bodies in" the major markets ofEurope,Japan, and the United States 
(Petryna 2007: 30). Since 2007, the ICH has opened up its process and expanded its reach 
beyond these major markets. For example, representatives of drug regulatory agencies from 
Australia, Brazil, China, Chinese Taipei, Russia, India, Singapore, and South Korea have been 
invited to attend the ICH (www.ich.org).Together CROs and the ICH construct uniform stan
dards for global clinical trials across time and space. 

Standardizing global research ethics and ethical variability 

The successful expansion of global pharmaceutical research depends on adhering to certain estab
lished international ethical standards. At the same time, global expansion fosters the 
transformation of these same ethical standards. Since the 1980s, the global dynamics of the phar
maceutical industry have played ·~an important role in shaping contexts in which ethical norms 
and delineations ofhuman subjects are changing" (Petryna 2006: 34). In the common narrative 
of research ethics, ethical standards for clinical trials can be traced to the Nuremberg Code (1947) 
and the Declaration of Helsinki (1964), which provide both a moral framework and an explana
tion for how and why human subjects need and are protected in ordinary scientific and medical 
practice (Hoeyer 2009). In this section we argue that recent revisions to the Declaration of 
Helsinki have created a new configuration of unethical trials, that global ethical standards often 
produce the impetus, justification and tools for turning healthy populations into experimental 
subjects, and that a modernist frame of understanding cannot account for these effects. 

There was no international statement differentiating between legal and illegal human exper
imentation until the Nuremberg Code (a set of ten points related to human experimentation 
targeting Nazi doctors and scientists) was established in 1947 during the World War II war 
crimes tribunal. The voluntary consent of the prospective human subject is the bedrock of the 

461 



Rules and standards 

Nuremberg Code. The Code requires that all unnecessary physical and mental suffering should 
be avoided, the degree of risk should never exceed the benefit which may derive from the 
tested drug or treatment and the research should be conducted by a scientifically-qualified 
person.2 The Nuremberg Code continues to serve as a "blueprint for today's principles that 
ensure the rights of subjects in medical research" (Shuster 1997: 1436) although some scholars 
have convincingly argued that it was frequently ignored by scientists and physicians because it 
was really only for Nazi "barbarians" and not everyday scientists and physicians (Katz 1992, 
Rothman 1991, Hoeyer 2009). 

The Declaration of Helsinki, 3 established in 1964 by the World Medical Association, seeks 
to guide physicians in research with human subjects, and leaves intact physicians' civil, criminal 
and ethical responsibilities under the laws of their own countries. Katz (1992) argues that in 
contrast to the Nuremberg Code, in the Declaration of Helsinki concerns over the advance
ment of science began to overshadow concerns over the integrity of persons. The Declaration 
has been amended regularly since 1964 but the most controversial amendments have to do with 
the issues of the use of placebos, international testing, informed consent, and access to treat
ment at a trial's conclusion. Effectively, by establishing that placebo trials are acceptable only 
when no proven treatment already exists, the 1996 and 2000 revisions to the Declaration 
created a new configuration of unethical clinical trials in the U.S. and other countries. In the 
1996 revision to the Declaration, the idea of a placebo, an inert substance or one containing no 
medication, was introduced for the first time: 

In any medical study, every patient - including those of a control group, if any - should be 
assured of the best proven diagnostic and therapeutic method. This does not exclude the use 
of inert placebo in studies where no proven diagnostic or therapeutic method exists. 

as quoted in Carlson et al. 2004: 698 

In contrast, the 2000 revision to this paragraph reads: 

The benefits, risks, burdens and effectiveness of a new method should be tested against 
those of the best current prophylactic, diagnostic, and therapeutic methods. This does not 
exclude the use of placebo, or no treatment, in studies where no proven prophylactic, diag
nostic or therapeutic method exists 

as quoted in Carlson et al. 2004: 700, emphasis in original 

The U.S. and the FDA have not recognized these recent amendments to the Declaration 
regarding the preference for testing new pharmaceuticals and vaccines against the best current 
methods instead of against a placebo, arguing that this would inhibit the development of good 
science and efficacious drugs (see Wolinsky 2006). Pharmaceutical trials funded by the U.S. 
government and its agencies continue to use placebo testing throughout the world. 

International ethical guidelines for research involving human subjects- such as the 1996 and 
2000 revisions to the Declaration of Helsinki - are being recast along with the movement of 
clinical trials globally. Revisions concerning the use of placebos in pharmaceutical research are 
directly related to a growing concern about international studies of maternal-fetal HIV trans
mission in developing countries (Carlson et al. 2004). In an article published in the New England 
journal cif Medicine, Lurie and Wolfe (1997) questioned why studies outside the U.S. sponsored 
by a U.S. government agency, the National Institutes of Health, used a placebo design even 
though there was already a known and effective treatment to prevent maternal-fetal HIV 
transmission available in the U.S. Supporters of the study design and implementation argued 
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that "local cultural variables and deteriorated health se~vices" made placebos acceptable and that 
it would be a "paternalistic imposition" for the U.S. to determine the appropriate design of 
research in regions of such poverty (Petryna 2007: 28-29). Similarly, local and national author
ities in these regions argued that they should determine research conduct and treatment 
distribution. 

As clinical pharmaceutical trials have become globalized, STS scholars and others have 
examined how enacting ethical standards internationally takes place. Petryna (2007) argues that 
"ethical variability"- the creation of local standards to recruit human subjects for clinical and 
~harmaceutical research - produces the conditions for the exploitation of "Third World 
subjects." Ethical variability legitimates the modification of ethical standards according to the 
local contexts of clinical trials. It has evolved as a tactic for weighing immediate health bene
fits or outcomes against protection and safety considerations and not as a strategy for being 
sensitive to those asked to enroll in clinical pharmaceutical trials (Petryna 2007, Farmer and 
Campos 2004). 

More generally, participants adjust and use workarounds in implementing ethical standards. 
Drawing from their study of HIV treatment and clinical trials in the global North (two U.S. 
clinics) and South (one each in Thailand, Uganda and South Africa), Heimer and colleagues 
show that in all clinics, both North and South, "neither research subjects nor the recruitment 
and consent process actually live up to the ethical ideals as embodied in the institutions of 
informed consent" (Heimer 2012: 24).When researchers or state agencies try to implement any 
local or global standards, it is inevitable that the practices will include workarounds and adjust
ments. 

Social scientists have observed repeatedly that the Nuremberg Code, Declaration of 
Helsinki, and similar ethical standards for research assume autonomy and choice of the indi
vidual "and downplay social and economic constraints on individual agency" (Marshall and 
Koenig 2004: 255; see also Fisher 2009). The result is that global ethical standards often provide 
the impetus,justification and tools for turning healthy populations into experimental subjects. 
As Angell warned in 1997: 

Research in the Third World looks relatively attractive as it becomes better funded and 
regulations at home become more restrictive. Despite the existence of codes requiring that 
human subjects receive at least the same protection abroad as at home, they are still 
honored partly in the breach. The fact remains that many studies are done in the Third 
World that simply could not be done in the countries sponsoring the work. Clinical trials 
have become a big business, with many of the same imperatives. . .. Those of us in the 
research community need to redouble our commitment to the highest ethical standards, 
no matter where the research is conducted, and sponsoring agencies need to enforce those 
standards, not undercut them. 

Angell 1997: 849 

To summarize, on the one hand the construction of a universal standard or ethical code of 
conduct for pharmaceutical clinical trials appears to be "good" or "just" because it is sensitive 
to imbalances of power and money. This interpretation would work within a modernist frame
work. On the other hand, treating all people as equal in a world characterized by inequality 
effectively serves to reinforce that inequality. The harmonization of ethical codes or standards 
for global clinical trials obfuscates the reproduction and exacerbation of global inequality. 
Furthermore, all global standards are practiced and implemented locally and thus entail local 
workarounds and adjustments in the field. The modernist frame, dominant in sociological 
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accounts of pharmaceuticalization, cannot account for all of these practices and effects. A post
modern framework for understanding global clinical pharmaceutical trials helps the analyst 
move away from an either/ or framing to understand that ethical variability is not always bad 
and standardization is not always good. Both variability and, as we discuss next, standardization, 
can produce different outcomes depending upon local settings and histories. 

Disruptions to standardization? 

In this section we show how standard sociological and modernist conceptual frameworks for 
understanding pharmaceuticalization are simply insufficient to explain the expansion of clini
cal trials to the global South and how in some respects those in low resourced countries benefit 
more by participation in these trials than those in high resourced countries. We address the 
question of how an understanding of standards and rules sheds light on the conceptualization 
and processes of global pharmaceuticalization and the pharmaceuticalization of public health, 
and we use work on the expansion of pharmaceutical clinical trials in India by Sunder Raj an 
to illustrate our argument (Sunder Rajan 2005, 2007, 2012). 

As discussed above, with the expansion of the number of clinical trials, the need for human 
subjects increases, and trials are more and more likely to be conducted in the global South with 
the goal of producing portable results. One reason given for this is that these countries are seen 
as having fewer regulations and a looser regulatory apparatus (Petryna 2009). Since the 1990s, 
India has become incorporated into the globalized drug development sector. In his study of 
global pharmaceutical economies, Sunder Rajan (2007, 2012) contests the assumptions that 
ethical standards are "stricter" in the West. In 2005 India converted its guidelines for informed 
consent into laws (Schedule Y) and is now the only country in the world "where the violation 
of good clinical practice is a criminal rather than a civil offence" (Sunder Rajan 2007: 74). 
Indeed, Schedule Y focuses on ways of insuring informed consent from subjects who are poor 
and illiterate. In many ways, this means that local ethical standards in India are especially tight, 
and global harmonization could diminish the possibility of developing local standards such as 
these. On the surface, the informed consent process in India provides potential experimental 
subjects with the choice to freely participate or not participate in clinical pharmaceutical trials. 
Although subjects may freely give consent to participate in clinical trials, their access to phar
maceuticals ends along with the end of the trials. Experimental subjects are still exploited, or 
in Sunder Rajan's terms "merely risked" because for this population, clinical experimentation 
is not linked to the benefit of subsequent therapeutic access. 

The harmonization of ethical standards provides the conditions for continued global phar
maceutical and economic inequality. In India, the apparatus of clinical trials simultaneously 
accepts Western bioethics standards of informed consent and rigorously applies them so its 
research results can travel. At the same time, its population will bear the burden without the 
benefit of research results. In its careful attempt to adhere to global (universal) standards, India 
creates conditions for the exploitation of Indian bodies (and by implication ofThird World 
subjects more generally) because of the real economic rewards and the potential for further 
inclusion in the global pharmaceutical economy. 

In the U.S. and most of the world, there is less attention to the ethics of how poverty and 
specific forms of indebtedness shape consent and decisions in pharmaceutically na:ive popula
tions4 or whether the burden of research is balanced with tangible therapeutic benefits after 
completion of trials (Fisher 2009). Advocacy groups have learned to fight for access to phar
maceuticals for citizens in the global South (as they did successfully in Brazil) (see Biehl 2004, 
2007) and for the importation of more affordable generic versions of medicines from foreign 
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manufacturers, as Brazil, Argentina and South Africa have done for AIDS medicines (WHO 
Drug Information vs. 19, no. 3 2005, Access to Medicines).5 One way that pharmaceutical 
companies respond to such activism and pressure is by providing therapeutic access through 
their compassionate use programs "which make the drugs tested in Phase 3 trials available to 
the sick volunteers for a fixed period of time after completion of the trial" (Sunder Rajan 2007: 
79). 

The dynamics of clinical pharmaceutical trials in India, Barbados and Brazil are representa
tive of new forms of an international bioeconomy in which nations, the pharmaceutical 

1 
industry and other corporate actors work to create global experimental sites. In this new phase 
of capitalism, clinical pharmaceutical trials establish places where experimental subject popula
tions exchange human bodies for payment in the form of cash or access to treatment (Sunder 
Rajan 2006, Dumit 2012). In this context, the problem of the exploitation of third world 
"merely risked" subject populations is not the result of the harmonization of standards - either 
looser standards pulling clinical trials to the global South or tighter standards protecting exper
imental subjects in the global South - but reflects the reorganization and reconceptualization 
of global capital in relation to "life itself" since the 1980s. 

New configurations 

Although the global expansion of clinical trials works unevenly throughout the world, there is 
evidence that in some respects physical sites of the new bioeconomy such as health or phar
maceutical clinics in "poor" countries benefit more from these trials than do clinics in "rich" 
countries. Thus, in a study of clinical trials in countries at varying levels of development - the 
U.S., South Africa, Thailand and Uganda- Petty and Heimer (2011) and Heimer (2012) show 
that global HIV research can be more beneficial to countries in the global South than to the 
U.S. Clinics reconfigure their local practices of care and treatment to bring them in line with 
ICH standards: to produce accurate, complete, and verifiable study data and to ensure "that the 
rights and well-being of human subjects are protected" (Petty and Heimer 2011: 350). These 
reconfigurations include upgrading laboratory facilities to be able to do the complicated tests 
required by clinical trials and using laboratory equipment in study-specific ways to produce 
standardized results. The new configurations vary depending on clinics' existing resources, 
routines, and relationships. In poorer countries, where equipment is in short supply funders 
often pay to improve' laboratory facilities so clinics can participate in research (Petty and 
Heimer 2011: 342). Once laboratory facilities are upgraded, clinics in poorer countries can 
employ them in both research and treatment. However, because materials are less easily repaired, 
replenished, or replaced, "the overall effect of altering the material environment in poorer 
countries is likely to be modest unless the flow of funds is very stable" (Petty and Heimer 2011: 
357). By contrast, in richer countries, research-provided technologies duplicate already avail
able medical equipment and doing the research has a less beneficial effect. 

Clinical pharmaceutical trial participation can also reshape the clinics in ways that smooth 
the way for their later adoption of clinical research findings. The everyday actions and results 
of introducing new jobs, technologies, and standard operating procedures for clinical trials is as 
important to changing medical practice as is the influence of subsequent research results. Petty 
and Heimer (2011) identified three types of practices that are changed in the doing of clinical 
research. The introduction of new research-mandated tools alters the material environment, the 
introduction of new and/ or retrained staff reorganizes staff relationships in the clinics, and the 
adoption of research practices changes clinic priorities. In other words, conducting clinical 
research is not just a means of testing new treatments that subsequently change medical practice. 
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The new routines for clinical trials change clinic practices so that new therapies will fit local 
conditions and can be translated into medical care (Petty and Heimer 2011). 

In the process of conducting clinical trials, standardization of actions and practices for doing 
the research reshapes the clinics and gives further agency and sometimes bargaining power to 
the clinic staff to advocate for their patients. 

Petty and Heimer (2011) found that in reconfiguring their local practices in order to partic
ipate in global clinical trials, clinics in the U.S. and the global South fostered a pharmaceutical 
approach to public health that ultimately necessitated and created reliance upon technoscience 
and biomedicine beyond money and supplies. More generally, participation in pharmaceutical 
clinical trials creates regimes of practice and enforces ways of thinking and action that focus on 
pharmaceutical solutions. It forecloses other ways of thinking about and treating public health 
problems.While providing certain kinds ofbenefits to resource poor countries, the pharmaceu
ticalization of public health projects (vaccines, pharmaceutical testing or treatments) excludes 
cheaper and more effective ways to treat the health of the general population. When clinics 
change how they work and think about the way to treat patients in adjusting to pharmaceutical 
trials, they narrow the gaze and focus to one that concludes pharmaceuticals are the ultimate 
solution to improving public health. This is especially problematic in states with fewer resources 
because it ultimately narrows the options to more technological and capital intensive solutions. 

Conclusion 

In this chapter we have argued that global research and ethical standards of pharmaceutical 
development- especially in global clinical trials - are institutionalized, disrupted and/ or shaped 
by nation states and international bodies, local and global cultures, and multinational pharma
ceutical firms. The standard pharmaceuticalization and modernist framework uses one of two 
possible narratives about why and how clinical trials and ethical practices have become stan
dardized. In the first narrative, the institution of medicine in conjunction with international 
regulatory bQdies successfully developed and adopted scientific and ethical frameworks for the 
conduct of clinical trials globally. The result is better, well-designed, portable, and ethical scien
tific research and pharmaceutical products. The second explanation suggests an alternative 
result, that global bodies are being exploited by the capitalistic expansion of pharmaceutical 
companies into the global South in the pursuit of cheaper trials and an undermedicalized 
surplus army of available bodies. 

But neither of these modernist frames fully captures what is going on with global pharma
ceutical trials. Ultimately, the outcomes of the clinical trial process internationally do not fit 
standard modernist narratives of either exploitation or the ethical advance of scientific research. 
A modern perspective on global clinical trials employs an either/or analysis. Global clinical 
trials can also be seen through a postmodern framework that captures the uneven and contra
dictory character of pharmaceutical trials occurring throughout the world. We show that bodies 
used in clinical trials may or may not ever benefit from pharmaceutical development and may 
or may not be exploited during and after the trials conclude. A postmodern perspective enables 
a more subtle analysis: pharmaceutical and clinical trial innovations are made possible by and at 
the same time foster major shifts in the global political economy. This ambiguity is especially 
apparent in the pharmaceuticalization process. Global pharmaceutical trials and ethical research 
standardization are complex, global, and multi-sited and involve remaking the technical, orga
nizational, and institutional infrastructures of the life sciences and biomedicine. The 
pharmaceutical transformation of life and approach to public health is associated with a new, 
postmodern era in medicine and society more broadly. 
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To support our argument, we analyzed two cases: Sunder Rajan's study of clinical trials in 
India and Petty and Heimer's study of global clinical research in HIV clinics. Both of these cases 
explain how local circumstances help to make sense of pharmaceuticalization and the pharma
ceuticalization of public health and both cases are better explained by a more postmodern than 
a modern frame. Sunder Rajan shows that the particular history of the pharmaceutical indus
try in India, Indian CROs, and labor exploitation are explanatory "forces" that have led to 
India's desire to be a location for clinical trials. In spite of the fact that most Indians may not 
benefit directly from pharmaceutical research, some poor and illiterate Indians do gain access 

1
to clinical trials after informed consent is carefully administered to them. Using Sunder Rajan's 
case of India, we conclude that a modernist explanation of either economic exploitation or 
benefit does not go far enough. 

In the second case we show that the global expansion of clinical trials works unevenly 
throughout the world and further that in some respects clinics in "poorer" countries benefit 
more from these trials than do clinics in "richer" countries. For example, Petty and Heimer 
document how an unintended consequence of participating in global clinical HIV trials for 
those in poor countries is the reconfiguration of their organizational and medical practices. An 
additional consequence is the pharmaceuticalization of public health even though it may be a 
more expensive strategy. Through their participation in clinical trials, clinics create a regulatory, 
clinical and institutional apparatus that fosters a pharmaceutical approach to HIV. As they 
write:" ... the costs of new pharmaceuticals can easily overwhelm the healthcare systems of poor 
countries, when investing in the lower-end of healthcare would surely be wiser" (Petty and 
Heimer 2011: 357). Public health becomes pharmaceuticalized with significantly different 
procedures and consequences. The contradictions, reversals, and production of new subjectivi
ties such as pharmaceutical citizenship or reconfigured clinics are better explained by a 
postmodern than a modern theory of pharmaceuticals. 

Finally, both of these cases show that while in theory the call for global ethical research stan
dards appears to be a modern and scientific way forward, in reality the implementation of these 
standards is not "standard" and not always beneficial to clinics and patients in poor countries. 
Clinics or countries encourage and produce "workarounds" in their efforts to conform to stan
dards. Distinctions such as ethical variability versus standardization - and the modernist 
assumptions and interpretations of their effects - fail to capture some of the surprising ways in 
which standards and variability shape the experiences of people in very different parts of the 
world who are part of a global pharmaceutical system, and thus modernist approaches do not 
help us fully comprehend the dynamics of global health inequality. 

Notes 

According to the Pharmaceutical Research and Manufacturers of America (PHRMA), only "one of 
every 10,000 potential medicines investigated by America's research-based pharmaceutical companies 
makes it through the research and development and is approved for patient use by the United States 
Food and Drug Administration" and on average it takes fifteen years of research and development and 
more than $800 million for each pharmaceutical that makes it to the market. (www.phrma.OI;_t;[limwm
tion) PhRMA "Innovation" Retrieved Sept. 12,2007. 

2 See Trials q{Wtzr Criminals b£;fore the Nuremberg Military Tribunals under Control Council Law No. 10,Vol. 
2, pp. 181-182. Washington, D.C.: U.S. Government Printing Office, 1949. 

3 See the World Medical Association for the most current version of the Declaration 
WUJUI.Witla.net len/ 1 0/zome/index.lltml. 

4 For example, in Mumbai, India, most of the subjects for clinical trials were recruited from among 
unemployed textile workers who had lost their jobs after the collapse of the textile industry in the 
1980s and 1990s (Sunder Rajan 2005). 
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5 The Indian state has just begun to do this by issuing compulsory licenses for producing generic 
versions of patented medicines (see Harris, New York Times April 1, 2013). 
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on Political Institutions 
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Introduction 

Research on e-government typically focuses on disruptive technologies and their presumed 
transformational effects on government. The internet and associated technologies are more than 
two decades old, and even cursory observation demonstrates that institutional change in 
government is often painstakingly slow. To theorize longer-term developments in e-govern
ment, an institutional perspective on e-government is sketched and illustrated in this chapter. 
An institutional approach invites one to examine interactions among people, technologies and 
structures over time and in political environments characterized in part by conflict over ideas, 
rights and resources to uncover mechanisms that contribute to stability and change. 

To extend institutional perspectives to account for e-government, the chapter introduces the 
concept of a digitally mediated institution- that is, a government organization characterized by a 
high degree of digital infrastructure and widespread use of digital applications and tools. The 
chapter then sketches a partial review of various institutional mechanisms that underlie tempo
ral features of institutional development including policy feedback, conventions, path 
dependence, and key dimensions of longer-term institutional development including timing, 
sequencing and more gradual patterns of change than are typically presented in disjunctive 
formulations. Selected concepts are then illustrated briefly through two case studies of state
level digitally mediated institutional stability and change focusing on Europe and the United 
States federal government. These cases highlight the influence of early events on subsequent 
paths of development, the importance of timing and sequencing, critical junctures and the ways 
in which policy entrepreneurs often appear as puzzlers exhibiting uncertainty but seeking to 
construct and employ appropriate logics. The chapter ends with a brief discussion of implica
tions for science, technology and society. 

In keeping with the major themes of this Handbook, the chapter seeks to shed light on how 
and why ideas, artifacts, and practices come to be institutionalized or disrupted in political insti
tutions. Institutional perspectives connect micro-level processes with more macro-level 
organizational and societal systems. With respect to e-government, cultural values dominant in 
American and European politics - including democracy, strong association of technological 
development with progress and social betterment, citizen participation, and mistrust of central 
government, among other normative values - underlie many institutional reform initiatives. 
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What are digitally mediated institutions? 

While much digital government research focuses on service provision and digital tools in 
governance, an institutional perspective invites examination of longer-term and deeper inter
relationships between the internet and state structure and behavior. I define the term," digitally 
mediated institutions" as those political institutions that use a portfolio of digital information, 
systems and tools internally and across boundaries. Several dimensions of digitally mediated 
institutions differentiate them from other types of institutions. These dimensions include: sunk 
costs incurred in the development oflarge-scale socio-technical systems in public organizations; 
rigidity of many interfaces, systems architecture, code, and digital infrastructure; the pressure such 
systems exert on decision makers to re-engineer and re-structure to realize a return on invest
ment in cyberinfrastructure; and network dynamics including the strong tendency toward 
inter-operability - defined as the ability of multiple systems, applications, data, procedures and 
other rule regimes to work together, or to inter-operate - among organizational and inter
organizational actors in order to gain coordination benefits by leveraging digital information 
infrastructure. 

Institutional development over time 

Institutionalists have long been concerned with time and its role in institutional development. 
They have conceptualized states as institutional actors constrained by decisions and policies 
made in the past (Evans et al. 1985). They have traced the gradual evolution of institutional 
arrangements in part by demonstrating how small changes during periods of putative stasis may 
accumulate to yield transformative change (Thelen 2004). More recently, researchers have 
examined institutional developments in networked systems drawing out the particular features 
of networks, shared conventions and their role in emergence (Singh Grewal 2008). 

Institutional theories complement rational choice models of institutional development by 
foregrounding boundedly rational, social constructionist action. In these pre-rational views, 
actors often ;re uncertain about the best course of action (or about their interests or prefer
ences). Relationships between political means and ends may be unclear. Calculative rationality 
fails to capture decision making in environments characterized by uncertainty and ambiguity. 
Moreover, actors do not simply calculate; they seek and employ logics of appropriateness in 
displays of legitimacy; they imitate successful models without understanding their underlying 
features. While such behavior may be strategic, it is not calculative as formulated in rational 
choice perspectives (DiMaggio and Powell 1983; Powell and DiMaggio 1991). Mimetic forces 
and a desire for legitimacy influence many institutional actors to adopt new technologies. 
Uncertainties surrounding emerging internet and social media use in e-government heighten 
pre-rational dispositions, producing an environment different from a traditional market or polit
ical setting. 

Policy feedback 

The institutional tradition in political science has long recognized that policies have politics. In 
a seminal study of tariff policies, E. E. Schattschneider in 1935 argued that "new policies create 
a new politics."Theda Skocpol and others (for example, Heclo 197 4, Weir et al. 1988, Skocpol 
and Finegold 1995, Mettler and Soss 2004) have conceptualized policy feedback as a core 
dimension of state structure and capacity. Skocpol coined the term "policy feedback" to explain 
how "policies, once enacted, restructure subsequence political processes." Skocpol noted two 
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types of feedback. New policies affect state capacity by restructuring or reinforcing administra
tive arrangements, and policies influence the capacity, goals and identity of social groups 
affecting interest group politics. Thus, timing and sequence are critical to the politics created by 
policies. Reviewing subsequent related research, Mettler and Soss (2004) tra~ed t~ree lines of 
policy feedback: First, policies influence the "political interactions of orgaruze~ Interest~ and 
policy makers"; second, public policies affect the "beliefs, preferences, an~ acti.ons of di~~e 
mass publics"; and, third, "public policies affect the depth of democracy, the mclusiveness of citi
zenship, and the degree of societal solidarity" (2004: 60). 

Researchers have defined institutions as bundles of rules or rule regimes. Public policies, 
i~cluding e-government policies, bundle similar rules. Pierson observes that "Most of the polit
ically generated 'rules of the game' that directly help to shape the lives of ~i~izens. a~d 
organizations in modern societies are, in fact, public policies." He continues, "If policies as msti
tutions matter for political scientists, it is because the influence of policies on social actors - on 
who they are, on what they want, on how and with whom they organize - is such that it 
changes the way these actors engage in politics" (2006: 116). Policy rule structures, once in 
place, shape preferences and influence channels of action available to political actors. Th~ pref
erences of actors may shift around a policy structure, making subsequent changes m the 
structure not only inconvenient but also politically disadvantageous or logically implausible. 

Conventions 

Institutions tend to be highly stable. How does this stability come about and what sustains it? 
While deep sources of stability lie in normative ideas and values, researchers have increasingly 
described structural and processual mechanisms that also underlie stability. Among these are 
conventions. Conventions develop when actions are interdependent, when coordination is 
needed and when actors consent to a behavior, a process, or a standard in order to overcome 
coordination problems and share benefits. Conventions are rules that exhibit positive feedback 
as each actor develops and acts upon mutually reinforcing expectations that others will follow 
the convention. Thus, networks of actors who share conventions typically "lock in" agreements 
as they adapt. 

Network forces powerfully affect conventions. As one researcher notes: 

The analysis of conventions is obviously relevant to a discussion of standards ... However, 
the idea of network power focuses less on settled conventions than ones emerging due to 
a combination of extrinsic and intrinsic reasons. Therefore, it emphasizes the positive feed
back dynamic central to the interdependent action that drives the adoption of one 
convention rather than another. 

Path dependence 

Long-term institutional developments are deeply influenced by their past. But what are the 
mechanisms of influence? Path dependent models tend to stress positive feedback loops. 
Specifically, when early events - possibly caused by accident or chance - influence subsequent 
decisions, a path is formed the retention of which may grow more attractive as its effects accu
mulate over time. 

Institutionalists have demonstrated the explanatory usefulness and applications of path 
dependence and positive feedback frameworks across a range of social phenon:ena (Arthur 
1994, David 1994, 2000, Pierson 2000, 2004). Path dependent processes are Important to 
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recognize because they counter the claim that rational action will correct inefficient paths. Path 
dependent processes may lead to unpredictable outcomes because of the strong effect of (some
times accidental or aberrant) early events; inflexibility with resp~ct to breaking out of a path 
once it has "locked in," "nonergodicity," meaning that early random events do not necessarily 
function as noise because of their potential future import, and the potential for producing inef
ficient paths because suboptimal solutions or arrangements may be reinforced and thus 
increasingly difficult to change. Understanding path dependent processes allows one to predict 
subsequent outcomes. 

While theories of technology development and innovation have considered path depend
ence for some time, they have tended not to consider socio-technical path dependence in the 
context cif politics, a context essential for study of e-government and, more generally, digitally 
mediated political institutions. Institutional behavior in political environments is characterized 
typically by collective action rather than by individual action, the structure and characteristics of 
which are significantly different from one another. The use of authority through formal institu
tional roles, public policies and legislation sets the rules of political behavior apart from those 
of markets, which operate through exchange. Unlike market-based behavior as portrayed in 
neo-classical models of choice, political actors routinely adapt their expectations and behaviors to 
political rules and policies because these rules define the constraint space for action. 

long-term institutional development 

Historical institutionalists emphasize the importance of timing and sequence in political devel
opment highlighting the unfolding of events through time. Identifying the specific mechanisms by 
which long-term dfects occur is necessary if comparisons across cases are to be made. 

Institutionalists provide more powerful explanations of stability than of change. Indeed, 
conventions and path dependence provide accounts of increasing stability over time. A focus 
on stability presents a problem for students of institutional change. Some institutionalists have 
argued that institutions change only when external shocks force them to do so. A related line 
of research conceptualizes change as punctuated equilibrium. In this view, during punctuations, 
openness to innovation and change results in rapid developments, followed by institutional 
stability (see, for example, Krasner 1988). Still other lines of inquiry focus on a complex inter
play between agency and structure in institutional development, noting possibilities for political 
entrepreneurs to intervene at "critical junctures" (Swidler 1986, Katznelson 2003, Thelen 2004, 
2006, Orren and Skowronek 2004). 

By contrast, other researchers argue for gradual yet transformative change over time (Thelen 
2004, 2006, Grief and Laitin 2004, Clemens and Cook 1999). They theorize institutional 
change in part as a process cif mobilizing support among political actors to develop, reinforce or 
revise institutional arrangements (Thelen 2004, Carpenter 2001). For example, Thelen argues 
that institutions themselves are the object of more or less continuous political contestation 
rather than stable arrangements that undergo renegotiation periodically. Still other researchers 
examine changing temporal patterns over long periods of time as a way of describing institu
tional change, in some cases emphasizing accumulation of small changes including 
technological change (Bell 1973) and, in other cases, conceptualizing thresholds that lead to 
critical periods in social movements (McAdam 1982). 

Other mechanisms, or systematic explanations of causal factors, shape change over time. 
Thelen (2004) described layering as "the partial renegotiation" of institutional mechanisms or 
processes in situations when actors lack power or cognitive ability to comprehensively 
reconstitute a bundle of institutional dimensions (or rules). Similarly, Schickler, in a detailed 

474 

On the effects of e-government on political institutions 

study of institutional change in the U.S. Congress, used the term "disjointed pluralism" to 
conceptualize "institutions as multilayered historical composites that militate against any over
arching order in ... politics." This layering results in a sedimentation of rules, processes and 
other institutional arrangements that are "more haphazard than the product of some overarch
ing plan" (2001: 15-18). 

A stream of institutionalist accounts of stability and change examine the role of those actors 
who have lost political battles and, as a result ofloss, emerge as catalysts for institutional change 
(see, for example, Clemens and Cook 1999, Clemens 2002, Thelen 2004). Others have high
~ghted interactions among multiple institutions as precursors of institutional change often 
producing unanticipated results (Orren and Skowronek 2004) or among policy entrepreneurs 
whose political skills and network position allow them to articulate a new vision and to mobi
lize support for institutional change (Burt 1995, Padgett and Ansell 1993, Clemens and Cook 
1999, Schickler 2001, Clemens 2006). 

E-government as digitally mediated institutional development 

Research on e-government can be enriched in explanatory power and validity by incorporat
ing institutional perspectives and extending them to account for the characteristics of digitally 
mediated institutions. Digitally mediated institutions and policies, of the type that abound in e
government, exhibit many dimensions of path dependence. These tendencies are directly 
related to the technological systems employed, thus increasing inertia and the probability of 
unanticipated, often suboptimal, outcomes as e-government systems and policies develop. Sunk 
costs are typically high for complex software and hardware systems, which are notoriously 
expensive to develop and maintain, making change potentially highly costly if policies change. 
In addition, these technical system dynamics are intertwined in complex ways with positive 
feedback and path dependence in politics. 

The potential of networked systems lies, by definition, in their inter-operability. Thus, 
conventions- standards -are a prerequisite for shared benefits through coordination. Moreover, 
the attractiveness of interoperability extends beyond benefits to political actors to civil society 
- the users of such systems, citizens who may be able to gain access, information and trans
parency through such inter-operability. Digitally mediated institutions have intensified pressures 

to develop conventions. 
The logics and complexity of digital systems influence their development. Digital systems 

tend to be opaque to non-technical decision makers. Among the implications of this statement 
are the effects on decision "quality" of lack of knowledge of system capacity. Recent current 
events concerning surveillance, privacy, data sharing and analytics demonstrate the general lack 
of knowledge of most political decision makers regarding the technical systems about which 
they develop policies. While institutionalists observe the use of logics beyond mere calculation 
and maximization among political actors, digitally mediated institutions also exhibit techno
logical logics, which stem from underlying norms and values within the profession of 
engineering and socialized through education and training into engineers, software specialists, 
and those who build and maintain such systems. Among the chief attributes of engineering 
logics are norms of efficiency, streamlining, "faster-better-cheaper," and a tendency toward stan
dardization and convergence as "efficient" solutions to coordination. This technical logic layers 
over the social and political logics that tend toward conventions as a means to overcome chal

lenges to coordination problems. 
Digitally mediated institutions combine policy feedback and the dynamics of collective 

action and political mobilization with path dependence in technological systems thereby 
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producing an additional layer of unexpected outcomes, dynamic and emergent network 
tendencies and greater complexity than institutional developments without digital infrastruc
ture. Together, temporal mechanisms of institutional development and characteristics of 
digitally mediated institutions invite us to attend to longer-term, gradual developments that 
characterize most complex digital government. Digitally mediated institutional developments 
are more often characterized by long-term, gradual change than they are by disjunctive change, 
even when disjunctive technological innovation has taken place (Fountain 2001a). The two 
cases of digitally mediated institutional development that follow illustrate some of the ideas 
presented in the brief review above. The first case traces the promise and challenges of tech
nology-enabled cross-agency collaboration in the U.S. federal government. The second case 
briefly examines the development of conventions and standards to protect intellectual property 
in Europe. 

Enacting an institutional environment for cross-agency collaboration 

In the early 1990s, policy makers in the Clinton Administration began building e-government 
to "transform" government institutions by leveraging information and communication tech
nologies.1 A key innovation was the "virtual agency," essentially a portal or "one-stop shop" 
containing all of the government's information and services organized by a specific subpopu
lation, for example, senior citizens, students or business. Government reformers made an 
explicit decision not to try to reorganize agencies and programs but to use virtual reorganiza
tion of information to streamline and improve services. Their preferences and strategy were 
influenced by institutionalized challenges to change. However, even efforts to build cross
agency information sharing on the internet were thwarted by deeply embedded layers of 
budget, oversight and other administrative processes that reinforced single-agency behavior and 
hindered coordination. During the Clinton Administration, disjunctive, technological change 
occasioned by the internet did not lead to disjunctive institutional change in the state. By 
contrast, technology often was enacted in ways that reinforced institutional norms and practices 
as well as bureaucratic politics leading to suboptimal outcomes (Fountain 2001 a). 

In spite of bureaucratic resistance, policy entrepreneurs continued to m~bilize and work for 
innovation. For example, during the George W Bush administration, twenty-five cross-agency 
e-government initiatives, originally termed the Quicksilver projects and carried forward from the 
Clinton Administration, were central. Policy makers forged new rules, including the establishment 
of the government's first Chief Information Officer and the Office of E-Government and 
Information Technology, in the U.S. Office of Management and Budget. Bush administration offi
cials sought to consolidate information systems and streamline standard administrative functions 
such as travel, payroll, and authentication across the government. Cross-agency projects encom
passed policy domains as diverse as disaster management, rulemaking, grants, benefits and loans. 

The record of success for these projects varied. Some, including electronic rulemaking and 
grants management, succeeded as communities of practice among bureaucrats from across 
agencies developed shared, cross-agency conventions and standards. Others, including 
authentication, floundered due to political conflict or lack of convergent standards to coor
dinate activities. The combination of temporal mechanisms used across the Clinton and Bush 
administrations as part of their efforts to renegotiate norms of agency autonomy in order to 
leverage the benefits of networked governance included the development of new conven
tions, more or less constant efforts at renegotiation, and limited but important positive 
feedback as new legislation, rules, positions and understandings accumulated incrementally 
from 1993 to 2008. 
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During the first and second Obama administrations, mandates reqmrmg cross-agency 
collaboration as a strategic imperative for improving government performance have grown in 
importance. As e-government innovations have matured into standard agency practice, demand 
for networked governance has been driven by calls for: solutions to pressing, complex policy 
problems that cross bureaucratic boundaries; cost savings and efficiency; reduction of duplica
tion; and further leveraging of technology to enable agencies to share platforms, systems, 

applications and information. 

1 The Government Performance and Results Modernization Act 

The Government Performance and Results Modernization Act (GPRAMA) of 2010 (H.R. 
2142) became law in 2011. It extends the Government Performance and Results Act 
(GPRA) of 1993 and requires stronger development of government-wide priority goals and 
greater use of cross-agency coordination. The law requires the Office of Management and 
Budget (OMB) to include cross-cutting, government-wide priority goals in its formulation 
of the annual performance plan, mandated originally under GPRA (Kamensky 2011). This 
instantiation of e-government innovations into formal legislation illustrates long-term insti
tutional change in the federal government. Should one think of the legislation as a 
punctuation in previous equilibrium or a threshold reached through incremental accumula
tion of small changes or as a gradual transformation? These framings of events are essentially 
subjective; all exhibit validity. One can say with certainty that no external shock occasioned 

the legislation. 
The GPRA Modernization Act clearly indicates that Congress endorses interagency activ

ities. In stark contrast with traditional bureaucratic perspectives, GPRAMA makes clear that 
many strategies, priorities, and goals of the government lie inherently across agencies (U.S. 
Congress 2010). This shift in language and logics of appropriateness, encoded in legislation, 
evidence a formalization of new ideas, norms and practices. 

President Obama's FY2012 budget named fourteen cross-agency priority goals, the first set 
of such goals in the nation's history. The projects grew out of existing administration priorities 

but respond directly to GPRAMA's requirements. 

Outcome-Oriented Goals Management Improvement Goals 

• Exports • Cybersecurity 

• Entrepreneurship and Small • Sustainability 
Business • Real Property 

• Broadband • Improper Payments 
• Energy Efficiency • Data Center Consolidation 
• Veteran Career Readiness • Closing Skills Gaps 
• STEM Education • Strategic Sourcing 
• job Training 

Figure 2 7. 7 Cross-Agency Priority (CAP) goals 
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Institutional constraints on collaboration 

Legal requirements for interagency collaboration are layered on an institutional environment 
still designed for agency autonomy. For example, several laws prohibit specific agencies from 
sharing data with other agencies to protect personal privacy or national security. In fact, many 
agencies still guard access to "their" data as part agency culture in spite of presidential directives 
on "open government" that require agencies to make data more accessible to the public and to 
share it with other agencies. Moreover, access to data remains problematic in spite of sunshine 
laws that require agencies to make information available to the public. 

Legislation requires agencies to secure permission of Congress before developing shared 
interagency budgets for joint projects or operations. Most interagency project budgets entail 
complex memoranda of understanding that may require a year or more of negotiation. Still 
other laws and rules constrain development and use of shared budgets, operations and person
nel. The appropriations process itself, a core function in government, is highly agency and 
program specific, making cross-agency projects difficult to develop and sustain. 

Laws and regulations specify "the rules of the game" for departments and agencies that, in 
turn, shape the behavior of government officials. The structure of congressional conmlittees and 
subcommittees fragments jurisdiction and oversight of cross-agency efforts (Radin 2012). 
Clearly, public policies as institutions circumscribe the environment for cross-agency collabo
ration in the federal government and specify many of the ways those collaborations will be 
designed and managed. Legal impediments can stymy forward motion of interagency working 
groups. 

At least four broad types of institutional processes work against cross-agency collaboration: 
the vertical structure of bureaucracy, often called "stovepipes," which is the fundamental orga
nizational form of the executive branch of government and three central governance processes 
- legislation, accountability, and budgeting. 

By definition, bureaucracies have well-defined jurisdiction and authority relations ordered 
through a clear chain of command. Max Weber argued that bureaucracy was the only form of 
organization ·capable of coordination and control in industrializing societies (Weber [1922] 
1978: ch. 11). While for the past thirty years or so, public managers and management experts 
have pursued the promise of e-government to forge more flexible, innovative and productive 
forms than traditional bureaucracy, the basic structure ofbureaucracy persists - and with good 
reason (Fountain 2001b, Ketti 2006). Collaborative governance, networks across agencies and 
other cross-boundary arrangements have been layered over traditional bureaucratic organiza
tions. They have not replaced them. 

In recent years, legislators have mandated that agencies and programs cooperate to achieve 
public ends, but legislation often requires particular agency behavior without providing needed 
authority or resources. Thus, a sedimented cacophony of legislative rules simultaneously 
requires, incentivizes, prohibits and constrains cross-agency collaboration. Accountability is also 
problematic: accountability flows directly from the vertical structure ofbureaucracy. A director 
is directly accountable to Congress for the actions of his or her agency. 

Cross-agency collaboration blurs lines of authority and accountability. Public managers are 
challenged when asked to maintain vertical accountability in their agency activities while 
supporting "horizontal" or networked initiatives for which lines of accountability are less direct 
and clear. The budget process is organized to authorize and appropriate funds to individual 
departments for department-specific programs (Bardach and Lesser 1996, Allen et al. 2005). 
Shared resources form a significant source of cohesion for interagency collaboration, in part 
because they change the nature of the relationship from multiple exchanges to a shared system. 
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Researchers have found that the amount of resources shared by the group is one of the deter

nlinant factors for partnership effectiveness. 
Although pockets of good practice have developed, institutional systems and policies to 

·support interagency collaboration have lagged (Allen et al. 2005, Wilkins 2002, Fountain 
2001a). Many agencies continue to define data and to implement procedures (including those 
for services to the public) in agency-specific ways in large part to focus on accountability to 
Congress. At the same time, standard adnlinistrative functions, such as grants administration, 
could be further harmonized across agencies to better serve the public. Although progress has 
been made, grants management, which still varies from one agency to another in spite oflegis-
1lation that requires streamlining across agencies, is one of many examples where the traditional 
structure of accountability has hindered development of e-government (GAO 2013). 

In spite of these challenges, for nearly thirty years policy entrepreneurs in the permanent 
senior civil service have mobilized, often with external interest groups and other stakeholders, 
and have accumulated practical experience over time with the development and governance of 
sustainable cross-agency operations, and this experience creates an environment conducive to 

the future development of e-government initiatives. 
The two case studies that follow illustrate several of the concepts enumerated above. The 

first case, drawn from Europe, sketches the trajectory of a relatively new agency designed from 
the beginning withe-government in mind. The second case, based in the United States, depicts 
the constraints posed by history, culture, and the layering of legislation, practice and conmlit

ments over time. 

Governance of trademarks in Europe 

Created in 1993, the European Conmlission Office for the Harmonization of the Internal 
Market (OHIM) began with a mandate to strengthen the internal market of the European 
Union (EU) by working to lower and, when possible, remove barriers to "the free movement 
of goods and services" across Europe.2 The legislation creating the agency, which became oper
ational in 1996 and is based far from Brussels (the home of the European Union) in Alicante, 
Spain, also created the Conmmnity Trade Mark (CTM) and the Registered Community 
Design (RCD). A trademark or design registration from OHIM offers intellectual property 
protection for brand names. and related images in all 27 EU member states. The CTM makes 
it possible to register once, pay one fee, and manage a trademark or design in one language. To 
make this vision of harmonization a reality would require digital data, processes and systems of 

the type central to e-government. 
States traditionally have regulated intellectual property rights according to the theory that 

legal protection supports innovation and creativity as well as competition in market systems. In 
the EU, trademarks may be registered at several levels of governance: at the national level, 
through national offices within each member state, at the regional level in some instances (for 
example, through the Benelux - for Belgium, Netherlands and Luxembourg- Intellectual 
Property Office), at the European Community level through OHIM, and at the international 
level through the World Intellectual Property Office (WIPO) in Geneva. These partially nested 
rule regimes and institutions have been layered on one another as Europeanization and glob

alization have developed over time. 
The primary governance and oversight bodies for OHIM- its Administrative Board and 

Budget Conmlittee - were designed to reflect the negotiated compromises made to coordinate 
the interests of member states and the Conmlission. The Adnlinistrative Board consisted of 
representatives from each of the member states, each of whom wielded a vote on OHIM's 
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policies. Administrative Board members largely came from the intellectual property (IP) offices 
of their home countries, rather than from relevant ministries. This resulted in parochialism, 
conflicts of interest and other tensions. The initial design of OHIM's governance bodies was 
meant explicitly to check "interference" from Brussels in the ability of OHIM to function 
autonomously. Oddly, the Commission was represented in OHIM's governance bodies but had 
no voting privileges. 

As a new political institution, OHIM has affected national IP offices in complex ways, for 
example, by changing the opportunities for interest groups to influence intellectual property 
policies by introducing a new layer of governance and policy at the European level. In fact, the 
CTM was established to "Europeanize" many businesses in member states by making it easier 
for them to conduct business across national boundaries within Europe. The establishment of 
e-government practices and systems at OHIM challenged national IP offices to modernize and 
to improve their administrative operations. Most national offices have viewed the CTM as an 
institutional vehicle in competition with the national trademark, but over time, national office 
bureaucrats are realigning their expectations, preferences and activities to work effectively 
within the new politics created by this new policy. 

Agency start conditions: early events set a path 

From its operational beginning, civil servants within OHIM decided to develop a paperless 
office. The agency had 23,000 CTM applications on the first day they were made available in 
1996. To their shock, OHIM's managers found that CTM applications during the first year 
would equal 43,000, overwhelming the operational and technical capacity of the agency even 
as strong demand legitimized the new and untested policy that gave rise to the CTM. An 
agency official observed: "National offices could fall back to paper if [their IT systems] failed. 
We did not have that possibility. We had no tradition to fall back on."3 

From growth to productivity 

OHIM launched its first website, OAMI-Online, in 1998 and began making documents avail
able online. But the "paperless office" at that time provided only first-generation electronic 
sources of information and required staff to scan paper mail or faxes into digital form (although 
it soon became possible to import data sent via faxes directly into the system) and, throughout 
the trademark or design application examination process, to print, mail or FAX paper docu
ments back to users or other entities. 

By 2008, even The Economist, which has reported on the overwhelming failure rate of e
government projects, pronounced that "OHIM offers a streamlined, paperless operation and 
does much of its business online, keeping costs down and speeding up the processing of appli
cations" (Economist 2008).What was the path by which this success was forged? 

Wubbo de Boer, a Dutch lawyer and civil servant became the second president of OHIM 
in October 2000 bringing thirty years of experience and expertise to the job. The dynamic 
president and his managers developed a horizontal organization, building a senior management 
team without divisional separations which set out to focus intensively on the needs of what 
OHIM calls its "users," primarily large firms handling brand management and forming a set of 
powerful interests in the European economy. They created a Quality Management Department 
to devote sustained attention to analyzing and improving administrative processes. The presi
dent noted that the unit "created a point of reflection for many things to be said and thought 
that were not possible before: to do something that was fundamental." The autonomy and 
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resources of the new agency allowed scope for re-imagining and structuring a new type of 

agency designed to leverage the internet. 
The staff at OHIM, mostly European Commission civil servants, began to realize that the 

core strategy was shifting from building agency capacity through growth in staff to capacity 
building through productivity gains guided by simplification of processes and procedures, 
attention to user needs, careful measurement of performance and continued innovation using 
technology. In fact, at a crucial point, the president decided that staff growth would end, even 
as the volume of trademark applications continued to increase. This approach to building 
rgency capacity prompted internal tensions that ultimately strained the entire European 
network of trademark institutions as OHIM continued to grow in CTM registrations and to 
make dramatic productivity gains by automating key steps in core tasks as part of its vision as 
an agency of the information age. This put it at odds with traditional civil service conventions. 

During the early years of the agency, the recruitment of trademark and design examiners 
focused on lawyers and paralegals. But the skill mix required of examiners changed as e-busi
ness tools, to use the agency's term, and the use of large databases became embedded in the 
design of the examiners' work greatly reducing search costs and paperwork. Executives within 
OHIM worked assiduously to use internal staff mobility, in part through strong investments in 
training internal staff, to strengthen the skills of existing staff in order to reassign within the 
agency those whose jobs had been made obsolete by technology and who could master new 
skills required for the examiner positions. In 2001, to facilitate the operational transformation 
of the agency, the management team developed a policy enabling employees to receive twelve 
days of training a year, an unprecedented investment for an EC agency. In fact, mailroom 
personnel and other clerical workers were offered the opportunity and training to become 
examiners. OHIM also established generous, flexible telework policies for its employees. 

In 2004, OHIM's managers established performance targets for each employee for each 
twelve-month period. By linking performance objectives to appraisal - and to the organiza
tional culture - the notion of performance standards became salient throughout the 
organization though not without tension. This blending of nee-liberalism with informatization 
caused a paradoxical mixture of pride in performance and trepidation concerning job security. 
As we will see in the U.S. case study to follow, the complexities involved in linking perform
ance objectives, appraisal, technological modernization and other dimensions that contribute to 
e-government are far more challenging when multiple agencies are involved in these develop
ments. The success of OHIM is due in part to the authority granted to OHIM's agency 
executives to design a new agency. While the U.S. federal government and the European 
Commission may be rough analogues in terms of federalism, they are institutionally entirely 

different, not least because of their differing historical paths. 

OHIM as a benchmark for Europe: the service charter 

To create "external pressure" on the institution, OHIM conducted its first annual web survey of 
users in 2005 and published the results on its website in 2006. The agency surveys users annually, 
using a highly detailed instrument, and reports the results publicly with the explicit norm of trans
parency as key to public service and to pressure itself to closely monitor and improve performance. 
Based on user feedback, OHIM developed three primary service dimensions- timeliness, accu
racy and accessibility - and began to analyze the work of examiners with a view to focusing their 
expertise on the core tasks of examination while assigning ancillary tasks, such as data entry and 
translation, to others. Building on their three service dimensions, OHIM's managers elaborated a 
series of quality standards for service dimension, drawing from user survey results. 
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In addition, the progressive introduction of more web-based information and e-business tools 
created a dynamic environment online for users with inevitable bumps in the road as new systems 
were developed, implemented and refined. The agency's focus on users and its conmutment to 
tra~sparency pressured OHIM's technology managers to build greater user participation into the 
design. an~ development of new e-business tools. This aligiiDlent between continuous improve
ment m mternal performance, through close conmmnication with users, and mobilization of 
strong support from interested business groups formed a self-reinforcing cycle with strong path 
dependence, mobilization of interest groups and realigiiDlent of interests over time. 

In 2008, Charlie McCreevy, European Commissioner for the Internal Market and Services 
announced that "The Commission supports the ambition that (OHIM) should be the bench~ 
mark among industrial property offices, and targets for further improvement in the work of the 
Office are high" (OHIMAnnual Report 2008).The service charter ofOHIM, a set of perform
ance targets expressed as commitments to users, and the performance standards within it were 
used internally to suggest targets for individual employees and for units in order to m~asure 
their productivity and, in the aggregate, the agency's performance. The agency published on its 
website its actual performance against its service standards on a quarterly basis to promote trans
parency and accountability. 

Th~ agency was unusual among European political institutions because it possessed the 
fi~a~Cial means for substantial development projects and had invested approximately €30 
million per year, or 20-25 percent of its budget, to build a "complete e-business service offer
ing" in five years. (The agency's operating revenues consist primarily of the application fees.) 
As development of a digitally mediated institution continued, new tools, systems and databases 
~ave ri~e to co~tinued re-examination of work processes, first in the back office, for example, 
m routme, clencal tasks and, later, through simplification and streamlining of the core exami
nation tasks. Moreover, by making its databases, search tools and other innovations accessible to 
the. pub~ic and its users, the agency fostered substantial co-production of trademark and design 
registratiOn. By 2010, OHIM was able to offer a comprehensive suite of e-business tools or 
"solutions" to its users. 

The success of e-government requires not only technological developments but also a host 
of r~l~ted ~hanges in employee skills and work practices to align with organizational and 
adnurustrative changes. While ample resources may make these developments more feasible, 
res~urces do not necessarily dinunish the dislocation experienced by employees confronting 
rapid change. OHIM's senior management group had largely mandated adnunistrative innova
tions on agency staff, producing tensions that could not be dinunished solely through perks 
such as training and telework. 

Ironically, given its commitment to measurement, only in November 2009 did OHIM 
impleme~t its first employee survey. Some of the results were troubling; in fact, one manager 
charactenzed the response as a "staff protest vote in terms of the management policy." While 
the deep cultural shift in norms of work and productivity were applauded by some ofOHIM's 
w~rkers, the changes perplexed and angered other OHIM staff who wondered why an agency 
With a budget surplus and the highest productivity in Europe continued to push for higher 
performance levels. These internal tensions mirrored strains in the inter-institutional network 

of tradem~rk. ag~ncies as V:~ll, and these would have to be negotiated as part of the interplay 
between mstitutiOnal stability and change. Specifically, national IP offices were pushed to 
~ha~~e due to advances at OHIM. While these tensions existed, they did not fundamentally 
mhibit the move to paperlessness and the accompanying increase in productivity. In fact, one 
of the paradoxes of the case is the near simultaneous mixture of pride and tension associated 
with advances at OHIM. 
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Using interoperability for European harmonization 

As part of its role in a multi-level governance network, OHIM, initially under pressure from 
national trademark offices, developed a series of collaborative projects with national offices by 
which the European trademark system has been developing shared standards, shared platforms, 
shared classification systems, shared databases, shared tools and, through these inter-operability 
gains, shared understanding and a shared view of trademark and design in a federated system. 

At the end of 2009, OHIM released its internal electronic file manager to national trade
mark offices through a free license. Subsequently, the agency made available a conm1on 
ttademark search engine tool to allow users to search for trademarks across the registers of 
WIPO, OHIM and EU national offices. Another tool shared with national trademark agencies 
provided the means for exanuners to compare the classification databases of national offices 
online. Going further, OHIM worked with a group of national trademark agencies to produce 
a common database available in the twenty-two EU languages and for use by all IP offices. Still 
further, OHIM and national partners launched projects to create a single European platform 
for filing national, international and CTM applications through a single interface. Managers at 
OHIM and national agencies undertook to develop a pan-European web portal, wluch, OHIM 
claimed, would provide a central source for IP information within the EU. 

All of these projects- and the significant institutional changes they would make possible -
were due to convergence on conventions - shared technical standards and open source tech
nologies in order to increase inter-operability within OHIM and, in turn, witlun the European 
system of national trademark and design offices. From 2003 to 2005, a group of technical 
experts in the trademark and design domains met four or five times each year to discuss and 
develop common standards, which would be necessary for harmonization of the internal 

market. 
OHIM is widely considered the benchmark for trademark and design registration. Their 

experience and innovative capacity offered to national offices a set of important strategic and 
administrative practices, e-business tools, and other information resources that could be adopted 
or adapted to national settings. The cost savings to national IP offices of forgoing their own 
development of information systems was substantial. While performance standards and increas
ing productivity may have met more resistance, they became associated with e-governance 
through the institutional developments pursued by OHIM's managers. Opportunities for 
knowledge sharing among the national offices and with OHIM had made the vision of a 
European multi-level governance and adnunistrative system for trademark and design opera
tionally feasible. Although a thicket oflegal, political and practical issues would require political 
negotiation and careful policy evaluation to harmonize, the technological systems and e-busi
ness tools required to run a mult1-level, coordinated system were available for immediate use. 
While the layering of institutional arrangements is important, so is the layering oflogics. In this 
case, computing logics, digitally mediated, are juxtaposed with logics of governance - subsidiar
ity, territoriality, and the shared understandings between states and the civil servants who 

inhabit public bureaucracies. 
From the start, OHIM envisioned itself as a "paperless office." As a new agency, it had the 

scope to develop rules and arrangements that would forge and reinforce its e-government path. 
In fact, it is an unusual agency in its elaboration and synthesis of process management, analysis, 
training and technology development. Tinung and sequencing are critical in OHIM's history. 
Begun just as the internet "revolution" is in full force, it had no legacy systems to change. In 
the larger European governance space, the agency was a first mover and, without any intention 
of doing so, developed systems that national IP offices could license and use with little 
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modification thus creating a standard and fostering European conventions that allow inter
operability across the various levels of governance. Throughout its development, each new 
system and tool forged a path making subsequent information systems and practices easier to 
undertake and implement. 

Conclusions 

Both cases of digitally mediated institutional development presented here exhibited high 
degrees of uncertainty creating an environment of pre-rational choice and the use oflogics of 
appropriateness. In contrast with the U.S. federal government, OHIM, and to some extent the 
new European Commission, had the distinct advantage of being "new" with new authorities 
and a new mission. Moreover, the development of inter-operability across the trademark and 
design registration policy domain in Europe benefited from operating within one specific 
policy domain. In the U.S. federal government, agencies focused on very different policy 
domains have attempted, with some success, to develop conventions and to overcome chal
lenges to coordination. While impressive developments in e-government are found in the U.S. 
federal case, challenges to e-government developments across agencies are equally impressive in 
their tenacity. 

The scale of the U.S. federal government dwarfs that of OHIM, thus increasing complexity. 
Moreover, the role of the U.S. Congress and its relationship to the executive agencies is quite 
different from that of the European Parliament and European Commission agencies. The U.S. 
Congress plays a much stronger role in legislation, appropriations and operations of agencies 
making change, including development of e-government, more challenging. Thus, the scope of 
the two cases differs, and the overall governance structures and history differ as well. In both 
cases, policy entrepreneurs - senior civil servants or officials with deep expertise, experience 
and long periods of engagement - forged communities of practice and searched out opportu
nities for movement. These entrepreneurs typically are skilled at mobilizing support among 
external stakeholders as well as those within government. These two cases offer portraits of 
longer-term institutional developments in different political systems. They are meant to display 
a range of mechanisms specifying temporal dimensions of institutional development and to 
highlight the ways in which digitally mediated institutions overlay and intensify institutional 
perspectives. 

Ideas, artifacts and ·practices come to be institutionalized or disrupted through the actions of 
coalitions, through incremental redesign of operations and procedures with positive feedback 
and lock-in, at times, but also with the possibility that incremental changes will be reversed as 
new political regimes change paths. A key force for momentum is found in the fact that actors 
seek conventions to be able to engage in collective action. Digitally mediated institutions 
vividly tend toward conventions through development of standards for inter-operability. 

In this chapter, I examine technoscience at the level of the state. State structure and capac
ity is built up from individuals, small groups, and communities of practice who puzzle over 
challenges, propose and develop quasi-solutions that require agreement, then develop policies 
and systems. In these cases, core ideas about e-government travel globally through professional 
networks. At the same time, state actors include those for whom the status quo represents 
considerable power. These actors counter some e-government developments with the force of 
highly stable institutionalized practices. 

The U.S. and EU cases illustrate cultural values that emphasize democratic governance as a 
vehicle for modernity, speed and efficiency, using digital means whenever possible. So far, the 
result is a changing notion of boundaries, of agency autonomy, of federalism in Europe, and a 
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highly imperfect but forward moving set of shared systems and processes in governance. The 
U.S. case in this chapter highlights the strength of early events and lock-in in path dependence. 
Agency centric institutions within the federal government, encoded in law and reinforced in 
agency-congressional relations, have protected agency autonomy and make e-government 
developments that would network agency capacity an ongoing challenge. The result is a mosaic 
that includes stunning innovation combined with equally impressive resistance to change. 

In this chapter, I have sought to connect e-government with institutional mechanisms that 
describe and explain political stability and change in and across bureaucracies. Two cases drawn 
from complex political institutional developments in e-government over more than a decade 
illustrate interactions among actors, processes and new technologies as they unfold in institu
tional development. In these accounts, digital technologies are not leading to the demise of 
political institutions but are embedded in political conflicts and policy-making. In the case of 
the U.S. Government Performance and Results Modernization Act, a reconceptualization of 
the appropriate locus for policy-making, from single agency to networks of agencies, is a result 
of a series of gradual changes, only some of which are directly related to e-government. In the 
case of European trademark policies and practices, the use of shared information and standards 
has provided a strong platform on which competing interests have found a series of focal points 
to further cooperation amid contestation. This conceptualization of digitally mediated institu
tional development is meant to encourage more attention to the precise mechanisms and 
conceptualizations that describe and explain longer-term institutional developments and the 
influence of digital mediation in these processes. 

Notes 

For a more detailed account of this case, see Fountain 2013. This research was made possible by grants 
from the National Science Foundation, under grant numbers 0131923 and 0630239. The opinions, 
findings, conclusions and recommendations in this report are my own and do not necessarily reflect 
the views of the National Science Foundation. 

2 This case is excised from a detailed study of the development of the European Commission Office for 
Harmonization of the Internal Market. See Fountain et al. 2010. 

3 Quotations in this case study are drawn from interviews conducted by the author with OHIM 
managers and key stakeholders in 2009 and 2010. 
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Introduction 

Research practices and regulation aimed at addressing environmental contamination have 
shifted dramatically in academic and policy arenas, due to challenges from social movements 
and innovative scientists who have collaborated directly with affected communities to conduct 
research linked to regulatory change. This shift has also catalyzed new initiatives from some 
federal and.state agencies as well as foundations to support community-engaged science (Balazs 
and Frosch 2012). As science and technocratic decision-making increasingly shape policy and 
environmental regulation in the United States, some affected communities have marshaled their 
own scientific resources, often by engaging in research collaborations with academic partners. 
These community-academic collaborations entail direct public engagement in the scientific 
enterprise (including· development of research questions, study protocol design, data collection, 
interpretation and dissemination of results) with an eye toward leveraging data to improve 
policy-making and protect public health. This form of community-engaged research pointedly 
resists forms of"scientization" in which decision-making is dominated by experts who work 
to ensure that debates over policy remain "objective" and divorced from their socioeconomic 
and political contexts (Morello-Frosch et al. 2011). Instead, community-engaged research eluci
dates the potential and limitations of medical science in solving persistent health problems that 
are socially and economically mediated. The experience of the environmental health move
ment, which is concerned with environmental causation of disease, demonstrates that lay 
pressure is critical to advancing environmental and occupational health. 

In an environment of uncertainty and consequent contestation, the scientific data and analy
sis on which policy and regulation is based inevitably integrates "large doses of social and 
political judgment" (Jasanoff 1990, 229). Where judgment is a central part of data development 
and the data collected can affect conmmnities, it makes ethical sense for communities to have 
a voice at the table. However, this not only creates institutional challenges to the scientific 
enterprise and the regulatory process, but also raises significant bioethical questions as 
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Institutional Review Boards (IRB) - the ent1t1es that oversee human subjects research in 
university and related settings - grapple with the governance of research projects that entail 
extensive engagement between study participants and researchers, the sharing of research results 
despite scientific uncertainties, and meeting the sometimes competing demands of community
level and individual-level research protections. We call these emerging tensions in human 

subjects' protection "post-Belmont research ethics." 
In 1979, the Belmont Report established ethical principles for the use of human subjects in 

scientific research. Developed partly in response to the Tuskegee syphilis study!, Belmont iden
Gified three basic principles, which are interpreted and applied by IRBs that oversee human 
subjects research. The first of these principles, "respect for persons," stresses that an individual's 
decision to become a research participant must be voluntary and calls for special protection for 
those who lack the capacity to make such a decision themselves (such as children). The second 
principle, "beneficence," calls on researchers to "do no harm" or barring that, to maximize the 
benefits of their research while reducing, as much as possible, risks to study participants. Finally, 
the principle of"justice" requires careful attention to the fair distribution of risks and benefits, 
calling on researchers to select study participants only "for reasons directly related to the prob
lem being studied" and to vigilantly avoid the selection of subjects for "their easy availability, 
their compromised position, or their manipulability." Justice also requires that those who bear 
the risks of research should, whenever possible, be among the first to benefit from its insights 
(National Commission for the Protection of Human Subjects of Biomedical and Behavioral 

Research 1979). 
Thus, IRBs' Belmont-driven approach to human subjects protection represents an institu-

tiorzalized practice of research oversight. The highly bureaucratized nature of IRBs, which Stark 
(Chapter 25 of this volume) analyzes, has become a barrier to some of the protections that 
IRBs were intended to provide. While suitable for many biomedical applications, IRBs often 
strictly apply Belmont principles in ways that impede legitimate social science and community
based participatory research (CBPR). Indeed, formalized ethical protocols provide structured 
guidelines for research, but they do not fully address the uncertainties faced by researchers as 
they navigate new ethical terrains of community engaged science and the dynamic relation
ships between multiple parties within a research project (for example, individual study 

participants and their conmmnities as well as researchers). 
Our notion of post-Belmont ethics acknowledges the importance of formal ethical stan

dards used by IRBs, while also recognizing that ethical research requires continued reflexivity, 
communication, and attention to community rights, not solely individual rights. In this approach, 
community harm and benefit is consistently taken into account, as is individual harm and bene
fit. Sharing information is emphasized, even in light of scientific uncertainties, which contrasts 
with the tendency of IRBs to withhold uncertain information for fear of unduly alarming 
study participants. In short, post-Belmont ethics disrupt the passive and paternalistic formula
tion of human subjects in favor of directly engaging study participants in the implementation 

and oversight of environmental health research. 
As the icon of environmental contamination changes from drums of toxic waste to test tubes 

of human blood or breast milk, so too does the measurement of chemical contamination 
change from exposures outside the body to those inside it. Concerned citizens are just as likely 
to ask "is it in us?" as to ask what a nearby refinery emits from its smokestacks. Personal expo
sure research methods, including household air and dust sampling and biomonitoring of human 
tissues (such as blood, breast milk, or hair) have become important ways to examine the impact 
of chemical and other contaminants on humans. This expansion in how human exposures to 
environmental chemicals is measured, coupled with increased institutional support for 
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community-engaged environmental health science more broadly, has opened the way for 
conmmnities, scientists, and some regulatory officials to challenge established institutional 
norms in the realms of scientific methods and study protocol design; development of relevant 
research questions; the intersection of science, decision-making and policy advocacy; institu
tional review board (IRB) governance; and public participation in the scientific enterprise and 
the regulatory process. 

Citizen, scientist and regulator challenges to established research norms and practices can all 
be seen through the lens of the right-to-know and right-to-act (and the inherent tensions between 
the two) approaches. The research right-to-know asserts the rights of study participants to know 
their results from exposure research on their homes and bodies, even if the implications for 
health effects and strategies for exposure reduction are uncertain. This orientation challenges 
established norms concerning IRB tendencies toward withholding data from study participants 
when health effects are not well understood. In all, the various confrontations with the estab
lished guiding framework of IR.Bs are part of a broad constellation of organizing and advocacy 
activities that provide communities with knowledge of contamination in their homes and 
bodies, while seeking to empower them to act in order to reduce or prevent future exposures. 

Community-based participatory research (CBPR) in environmental health science is one 
mechanism through which citizens directly act on their right to know. CBPR has promoted 
changes in theories of disease causation and new lines of scientific inquiry that have helped to 
(re)shape scientific fact-making, particularly in regulatory science (Morello-Frosch et al. 2006; 
Morello-Frosch et al. 2011). This is exemplified in the cumulative impacts arena. Here, envi
ronmental justice advocates have long asserted that chemical-by-chemical and source-specific 
assessments of the health risks of environmental hazards are scientifically problematic because 
they do not reflect the cumulative impacts of multiple environmental and social stressors that 
are disproportionately faced by marginalized and vulnerable communities, and which may act 
additively or synergistically to harm health (Cal-EPA 2003; Sadd et al. 2011; Morello-Frosch 
and Shenassa 2006). This can involve chemical exposures from ubiquitous consumer products 
(for example, flame retardants or phthalates) and multiple chemical exposure that are place
based due to multiple emission sources in a geographic area. CBPR has helped advance the 
science of" cumulative impacts" by elevating the role of structural determinants and their asso
ciated social stressors in creating vulnerabilities to the adverse health effects of environmental 
hazards among people of color and the poor. Ultimately, this focus on cumulative impacts or 
the "double jeopardy'' of environmental and social stressors is transforming how scientists study 
environmental health problems (Clougherty and Kubzansky 2009; NRC 2009; DeFur et al. 
2007) and how regulators address them. We can think of CBPR as a reflection of a post
Belmont environment in which the rights of conmmnities, not just individuals are taken 
seriously. 

This chapter covers three elements of the research right-to-know and its transformative 
potential in the realms of environmental health science and regulation: contestations over 
cumulative impacts in regulatory science; CBPR strategies in personal exposure assessment 
science; and post-Belmont research ethics. We begin by discussing the role of communities in 
transforming regulatory science through its efforts to compel agencies to address cumulative 
impacts of environmental and social stressors, particularly in marginalized communities. We 
then examine ways in which CBPR is transforming scientific knowledge production with a 
focus on personal exposure assessment science and biomonitoring research. Next, we proceed 
with an examination of the ethical challenges of these collaborations, specifically whether and 
how exposure results are shared with study participants who want them. This issue in particu
lar has raised ethical tensions between CBPR research collaborations and the IR.Bs that oversee 
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the human subjects' protection of this work. We conclude with an exploration of reflexive 
research ethics- an approach to addressing some of the post-Belmont ethics questions emerg
ing from CBPR personal exposure research. Reflexive research ethics provides a way for 
researchers to grapple with the institutional disruption of traditional research ethics, question 
their own ethical standpoints, and move toward a more integrated, and community-engaged 

perspective. 

Contestations over cumulative impacts in regulatory science 
I 

The persistence of health disparities and environmental inequalities in the U.S. has placed envi-
ronmental health science and regulation at a crossroads. Environmental justice advocates have 
long argued that their neighborhoods are beset by multiple environmental stressors, which 
include air and water pollution and substandard housing. Community leaders also contend that 
existing regulations fail to protect residents adequately because the regulations are focused 
narrowly on pollutants and their sources. Growing evidence shows that social stressors - includ
ing poverty, racial discrimination, malnutrition, and chronic health conditions - also 
disproportionately affect these conmmnities (Adler and Rehkopf 2008). Research is beginning 
to show how the cumulative effects of social and environmental stressors can work in combi
nation to produce health disparities (Clougherty and Kubzansky 2009; Morello-Frosch et al. 

2010). 
Environmental justice advocates have demanded that emerging scientific evidence on 

cumulative impacts be translated into valid and transparent tools for decision-making in envi
ronmental regulation and policy even as the science evolves (Los Angeles Collaborative for 
Environmental Justice and Health 2011; Cal-EPA 2003; Suet al. 2009). Current risk assessment 
practices address differential susceptibility for certain intrinsic biological factors (for example, 
age) by applying safety or default factors to protect biologically sensitive populations (such as 
children) in limited cases. Advocates have been working with regulatory scientists and academic 
researchers to ensure that the environmental risk assessment process better accounts for so
called extrinsic factors - including neighborhood poverty, unemployment, lack of food security, 
discrimination and other psychosocial stressors - that can contribute to the heightened vulner
ability of disadvantaged communities (National Environmental Justice Advisory Council 2004; 
NRC 2009). One approach supported by advocates is to use cumulative impact screening to 
map, characterize, and target vulnerable communities for interventions that improve existing 
conditions and prevent future harm. Currently the regulatory burden of proof is placed on 
conmmnities to demonstrate cumulative impacts, yet many disadvantaged neighborhoods may 
lack political clout or the capacity for civic engagement to push for regulatory action. The use 
of cumulative impact screening could remove this burden of proof from vulnerable communi
ties and increase the likelihood that disadvantaged neighborhoods will receive focused 
regulatory attention. After nearly a decade of debate, negotiation and direct engagement in the 
regulatory process, advocates have moved some regulatory agencies at the federal, state, and 
local levels to incorporate elements of cumulative impacts such as those described above into 
assessment and planning procedures (EPA 2003; OEHHA 2007). Several agencies, such as the 
U.S. Environmental Protection Agency (EPA), are beginning to develop such tools to target 
enforcement and compliance activities nationally (EPA 2011), guide land use planning in 
California (CARB 2005), and inform regulatory programs at the California Air Resources 
Board (Pastor et al. 2010). These screening methods can help regulators and policy-makers 
target their efforts to remediate cumulative impacts, environmental inequities, and focus regu
latory action at the neighborhood level. One key element of these screening approaches is the 

491 



Rules and standards 

importance of engaging communities in method development, metric choices and scoring 
approaches as these evolve. CBPR has been used to ground-truth, or verify on the ground with 
direct observation, the results of one screening approach, the Environmental Justice Screening 
l\1ethod. Currently supported by the California Air Resources Board, developed with signifi
cant c~mmunity input, and used in diverse regions across California, the Environmental Justice 
Screerung Method uses roughly thirty environmental health, climate change, and social vulner
abili~ ~easures to score and map neighborhoods based on three different dimensions: (1) 
pro:anuty to hazards, (2) exposure to air pollution, (3) climate change vulnerability and (4) 
social and health vulnerability. These four scores are then added together in order to determine 
"cumulative impacts." The result is an easy-to-understand visual representation of which 
communities might require special consideration, such as targeted regulatory protection from 
further siting of emission sources, more compensatory resources, and additional participatory 
outreach (Morello-Frosch et al. 2012). 

Biomonitoring and household exposure studies 

Two case studies illustrate the ways in which community-engagement has transformed exposure 
assessment science and ethical norms in IRB governance and oversight of such projects. The first 
study, the Household Exposure Study (HES) involved a research collaboration between an inde
pend~nt ~esearch institute (Silent Spring Institute), a regional environmental justice advocacy 
orgaruzatwn (Communities for a Better Environment, CBE), and two academic institutions (the 
University of California, Berkeley and Brown University - the co-authors' current and former 
acade~c instit~tion~) to measure indoor and outdoor levels of chemicals in a community 
bor~ermg a_ maJ~r oil refinery in Richmond, California and in a nearby rural community in 
Bolinas, Califorrua that served as a regional comparison area. Protocols entailed sampling indoor 
and outdoor air and dust for pollutants from industrial emissions, transportation sources, and 
consumer products. HES partners collected air and dust samples from fifty homes and from 
n~arby _outdoor areas and tested these samples for more than 150 analytes, including, endocrine 
disrupti~g compounds as well as particulates, metals, polycyclic aromatic hydrocarbons (PAHs), 
ammorua, sulfates, and other pollutants originating from nearby industries, and which are 
commonly emitted from refineries (Brody et al. 2009). In the HES, community and academic 
partners worked collaboratively to develop innovative, transparent and scientifically valid 
communication materials to report back individual and aggregate sampling results to all partic
ipants who wanted them (Brody et al. 2007; Morello-Frosch et al. 2009). 

The second study, known as Chemicals in Our Bodies (COB), is a collaboration between 
UC Berkele~, UC San Francisco, and the California Biomonitoring Program. Over ninety 
women seeking prenatal and delivery care at San Francisco General Hospital were recruited 
during their second trimester of pregnancy for a chemical biomonitoring study. Umbilical cord 
blood as well as maternal blood and urine were collected at delivery and tested for more than 
100 che_mical analytes. Women were also interviewed to assess potential chemical exposure 
sources m the home and workplace. Unlike the HES, the COB project did not apply CBPR 
~ethods. However, scientists engaged and worked closely with study participants to get their 
mput on the development of report-back materials for those who wanted their results. Some 
of this work entailed qualitative interviews to assess what participants expected to learn from 
the~r involvement in COB. COB also involved direct usability testing, in which participants 
reviewed prototype report-back materials and gave feedback on elements that they viewed as 
problematic or difficult to understand. Providing chemical exposure results to study participants 
who wanted them in the COB project was motivated by a requirement under the California 

492 

Science, social justice, and post-belmont research ethics 

Biomonitoring legislation (California Biomonitoring Program 2006). Although the levels of 
community engagement for the HES and COB were significantly different, both projects 
entailed working closely with study participants to ensure that results communication strate
gies were useful, meaningful and where possible, actionable. 

As environmental justice CBPR projects study the sources and pathways of chemical expo
sures, they are also faced with the paucity of health effects data for many of the pollutants 
studied. This situation raises ethical and scientific challenges for whether and how to report 
results to study participants. In the context of CBPR, this means ensuring that exposure data 
are reported in ways that are meaningful and that elucidate potential strategies for individual or 
~ollective action to protect health. In general, participants tend to want their exposure results, 
which they often use as a tool for public health advocacy (Morello-Frosch et al. 2009). As a 
result the HES created bilingual materials (Spanish/English) including graphic displays for 
communicating aggregate and individual-level results, scientific uncertainties, and potential 
strategies for exposure reduction. Ultimately, the project found that its communication strategy 
for results return contributed to environmental health education and stimulated behavioral 
change and collective efforts to reduce exposures (Adams et al. 2011). 

Despite the success of these communication efforts, this form of individualized report-back 
remains controversial: some university and public health department IRBs question whether 
the uncertainty regarding the health effects of contaminants or the lack of clear strategies to 
reduce exposures can cause undue worry and stress among study participants. Recent work 
suggests that this concern may not be warranted, as study participants generally want access to 
their personal data, even when the implications of contaminant exposures for future health 
effects are not well understood (Altman et al. 2008). IRBs are largely unfamiliar with CBPR 
research, reluctant to oversee community partners, and resistant to ongoing researcher-partici
pant interaction. In resisting such interaction, IRBs can potentially violate the very principles 
of beneficence and justice that they are supposed to uphold. For example, some IRBs refuse to 
allow report-back of individual data to participants, which contradict the CBPR principles that 
guide a growing number of projects. Some allow for passive report-back protocols, whereby the 
burden is on participants to request data, rather than an active attempt by researchers to provide 
data in an accessible form (Brown et al. 2010). One IRB even went further by prohibiting 
research because it feared that if women knew that there were contaminants in their breast milk 
that they would forgo breastfeeding. This fear has not been borne out by any scientific evidence, 
however (Brody et al. 2009). 

Perhaps more important from an ethics standpoint is not whether to provide study results to 
participants, but how. In the HES, collaborative partners agreed that individual-level report-back 
would be rolled out first, and then followed up by a community meeting where participants 
and other community members could hear about the aggregate air and dust sampling results. 
Many study participants attended the community meeting, bringing their results materials with 
them in order to share with others and ask questions. This extended the reach of the HES to 
broad audiences in order to leverage results to improve regulation and land-use decision
making. With the support of scientific partners, Communities for a Better Environment, along 
with some study participants, used data from the HES in their testimony before Richmond's 
Planning Commission to protest a conditional-use permit application by the nearby Chevron 
Refinery that would have expanded the facility's capacity to refine lower-grade crude oil and 
significantly increased pollutant emissions. The presentation of the HES results received signif
icant media attention, as well as inquiries from the California Attorney General's Office. For 
the COB project, the strategy for developing and testing report-back materials with significant 
input from study participants from diverse racial/ ethnic, socioeconomic and linguistic 
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backgrounds will shape how California's Biomonitoring Program reports exposure results for 
future studies and surveillance programs it conducts across the state. 

In general, by closely collaborating with social movement organizations, researchers can 
release results to the individual participants and aggregate results to the broader community 
before publishing them in scientific journals or discussing them with the media. For example, 
we have heard of community meetings that were closed to the media days or hours before 
scientific publications or press conferences, to ensure that the first to hear about results are those 
most directly affected by them. This example of timely dissemination of findings demonstrates 
one way of respecting the community's interest in co-directing the dissemination of study 
results while ensuring timely and productive publication for academic partners. 

Institutionalizing and advancing the practice of individual report-back 

Post-Belmont ethics embrace a CBPR perspective that promotes disseminating personal expo
sure results to study participants not only to communicate health information, but also to 
address disparities in access to knowledge that traditionally characterize "lay-expert" relation
ships (Sullivan et al. 2001). The CBPR approach must be strategic, however, since this 
framework raises potential conflicts of community versus individual right-to-know: the broad 
dissemination of biomonitoring results can adversely affect communities under study, even if 
the rights and confidentiality of individual study participants are protected. Indeed, communi
ties exposed to toxic contaminants with significant health risks may be collectively or 
individually stigmatized (Morello-Frosch et al. 2009). Individual members of communities may 
be denied jobs or health or life insurance if they are associated with an "at risk" population. 
Collectively, a community perceived as "contaminated" may be passed over for programs or 
benefits, face stereotyping that affects the quality of health care, or suffer lost real estate values 
or financial liability for remediation (Weijer 1999). Finally, it is important to distinguish 
between a community's right-to-know and its right-to-act. This is particularly the case in the 
context of p~rsonal exposure research in occupational settings, where study participants may 
not necessarily be in work situations that enable them to take action to reduce exposures, either 
through the use of personal protective equipment or the reformulation of products used at the 
workplace (Senier et al. 2007; Pulido 1996). These challenges of report-back related to right
to-know and right-to-act can be proactively addressed if researchers purposefully develop 
protocols and communication strategies in partnership with study communities of a personal 
exposure project (Brown et al. 201 0). Key to this process is a collective understanding about 
who represents the interests of study communities and how their issues can be effectively delib
erated and incorporated into protocol development. 

For example, the Navajo Nation maintains its own IRB to protect its people from research 
that would not directly help them (Sharp and Foster 2002). The Indian Health Service adds 
"respect for communities" to the Belmont principles and expects proposals to discuss whether 
there are tribal consultants who could be involved, whether there are community capacity
building benefits to the tribe and whether researchers will provide regular and timely 
community consultations. As federal funding increases for CBPR projects on environmental 
health such innovative approaches to addressing the ethical challenges of report-back are likely 
to become more common (Cordner et al. 2012; Hoover et al. 2012). 

Finally, innovations in clinical ethics may have implications for results communication in 
environmental health research. As information technology makes medical records more acces
sible and patients call for greater transparency, their interest in reading their doctors' visit notes 
may increase. Some healthcare providers are experimenting with ways to invite patients to 
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review doctor visit notes online with the goal of improving patient understanding of diverse 
indicators of their health status, fostering more productive communication, and promoting 
shared decision-making that leads to better health outcomes (Delbanco et al. 2010). Preliminary 
results from this work indicate that patients who had electronic access to doctors' notes 
reported feeling more informed and in control of their health care. The Open Notes experi
ment also promoted better medication adherence, and led to few privacy concerns, worry or 
confusion among patients. A significant portion of patients also reported sharing their doctors' 
notes with others (Delbanco et al. 2012). Digital results communication interfaces tested in the 
ylinical setting could be adapted for applications to report back individual results to participants 
in personal exposure studies. However, such a strategy would require a community engaged 
approach to develop a digital interface that ensures respect for cultural and individual differ
ences by providing options for receiving results, including views using text or graphs, in 

different languages, and aimed at diverse literacy levels. 

Reflexive research ethics 

In addition to the issues raised by individual-level report-back, critical ethical questions emerge 
regarding the dissemination and communication of exposure study results to the general public, 
particularly study conmmnities. These questions require proactive reflection and evaluation of 
the ways in which research has beneficial or detrimental impacts on social movements and 
community partners. In our Household Exposure Study, we embarked on this process at several 
points throughout the multi-year research project. We used mutual assessment and evaluation 
methods (such as debriefings, anonymous evaluations, and short interviews) in formal and 
informal meetings to learn how partners experienced the academic-conmmnity collaboration 
as it evolved and whether it met diverse objectives, needs and goals. These ongoing reflexive 
exercises help to ensure that emerging ethical problems are uncovered and addressed in a timely 
way. This reflexive practice also guarantees a proactive, iterative process for institutionalizing 
report-back to individual study participants and the broader public, as outlined below. 

Values and ethics determine what and how compounds should be measured in study partic
ipants and how results are disseminated. Throughout this scientific process, however, there are 
"moments of uncertainty," points at which scientists face ethical decisions, but lack formal 
ethics guidelines for emerging science, thus necessitating informal ethics which must constantly 
be formulated and reformulated (Cordner and Brown 2013). These moments are: (1) choosing 
research questions or methods, (2) interpreting scientific results, (3) communicating results to 
multiple publics, and (4) applying results for policy-making. Questions within each category are 

highlighted below: · 

Choosing research questions or methods: This moment of uncertainty leads to ethical tensions 
which can be unresolved if formal ethical guidelines lag behind the development of novel 
methods or do not adequately prepare researchers or practitioners to deal with the rele
vance of findings for non-scientific purposes. Ethical questions that can emerge regarding 
the production of policy-relevant research or the development of novel methods or scien
tific practices include: How should research questions be chosen? What methods are 
ethically appropriate? How should ethics of newly developed methods be evaluated? What 
are the diverse roles of scientific organizations, professional associations, government agen
cies, and IRBs? These research design and methods questions are ethical ones because 
researchers often fail to adequately consult communities in terms of understanding their 
needs and interests and how these may diverge from those of the researcher. 
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2 Interpreting Scientific Results: How should findings in one area of research be connected to 
findings in another area of research? How should findings be interpreted when the topic 
remains contested or inconclusive? How should researchers interpret the risk of a chemi
cal they are studying when their research project evaluates only hazard or exposure but not 
both? 

3 Communicating Results to Multiple Publics: General ethical questions that arise include: Who 
owns (or has the right to) community- or individual-level data? If results are to be shared 
with participants, how should results be presented and at what point along the research
dissemination timeline? Is it better to present the findings in technical terms or to simplify 
results to make them more comprehensible to lay audiences? How should results be 
tailored to specific audiences? 

4 Applying Results for Policy-Making: Ethical questions related to this moment of uncertainty 
include: What is the appropriate involvement of researchers in applying their research find
ings to policy decisions? Should scientists be involved in public debates? How should 
uncertainty or lack of data inform health and environmental regulation? These are ethical 
questions since often researchers are discouraged from engaging in the realms of policy
making and practice, while community-engaged researchers view policy applications as 
integral to assessing the benefits of their work. 

To address these questions, researchers must engage in what we term "reflexive research ethics," 
a self-conscious, interactive and iterative reflection upon researchers' relationships with research 
participants, relevant communities and principles of professional and scientific conduct 
(Cordner et al. 2012). Using reflexive research ethics, researchers need to engage in continued 
adjustment of research practices according to relational and reflexive understandings of indi
vidual and community level ethics. Reflexivity is not solely an individual researcher's endeavor, 
but rather a collective relationship between all actors in a research collaborative. In this process, 
researchers must move beyond viewing scientific ethics as static, individualized or one-size-fits
all standards pr guidelines. Researchers need to understand research as a relational process that 
changes over time and always has social consequences. 

Practicing reflexive research ethics requires researchers to identify and establish interactive 
discussions with multiple relevant actors, including research participants, local communities, 
academic disciplines, and people potentially impacted by research findings. Researchers must 
also identify norms and principles that govern their research; draw upon accumulated knowl
edge of how others have conceptualized, addressed, and reflected upon relevant ethical issues; 
assess ethical tensions which may arise from the prioritization of particular interests, publics or 
principles; and respond to emergent ethical tensions. Reflexive research ethics should govern 
all phases of the research process, including the identification of research questions and motiva
tion; the engagement with community actors, social movements, knowledge institutions and 
other publics; the production of knowledge; the interpretation or analysis of data; the presentation 
and dissemination of research results; and the use of scientific knowledge (Cordner et al. 2012). 

This is a logical accompaniment to community-based participatory research, which has a 
strong ethical direction to involve community partners in all those aspects of research. 
Community-based organizations have been the pioneers in seeking alternative ethical frame
works, including Native American tribal IRBs that require research to be relevant to tribes, and 
not simply aimed at advancing scientific knowledge (Arquette et al. 2002; Quigley 2006). Other 
related examples include community review boards which represent a specific community or 
litigant class (for example, residents affected by the Fernald nuclear weapons site (Gerhardstein 
and Brown 2005)) or broader interests of a neighborhood, which may involve many 
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organizations (Grignon et al. 2008; Watkins et al. 2009; Bronx Health-Link and Campus
Community Partnerships for Health 2012). 

Conclusion 

Much like classic notions of scientific objectivity, research integrity is often understood as a 
commitment to adhering to established principles of research conduct in an unbiased fashion 
that focuses exclusively on the protection of individual study participants. Post-Belmont 
research ethics highlight the inherent tensions between individual and community rights and 
protections of research participants in the scientific enterprise. This is a form of disruption in 
how researchers, institutions, and IRBs view research subjects; the passive subject is replaced by 
the active participant. The post-Belmont perspective also acknowledges the perennial ethical 
challenge that participants' right-to-know their exposure results may not necessarily be 
connected with their right-to-act on those results by taking action to reduce chemical expo
sures. Most important, community~based participatory research methods demonstrate that 
research integrity and ethics are fluid, dynamic, value-laden and often contested guideposts that 
must be constantly and self-consciously reflected upon. This is what leads to the need for reflex
ive research ethics, a framework for ongoing evaluation, redefinition, and revision of forms of 
community engagement in the scientific enterprise. This constant evolution of community 
engagement in environmental health science inevitably raises conflicts between IRBs on one 
hand and CBPR researchers and their community partners on the other. 

Moreover, increased lay involvement in science makes it necessary to have principles of demo
cratic knowledge sharing that are robust, yet nimble. These principles include standards of 
measurement and risk assessment in regulatory science, addressing inequities in exposure to envi
ronmental hazards, and ethical and scientifically valid communication of results to participants. 
This type of communication is expansive, where Belmont protections have largely been restrictive. 
That expansiveness is a major force of disruption, which upsets the limited protections of tradi
tional research ethics. The post-Belmont ethics we have posited provide a model for a broader 
integration of community-engaged research ethics that match the increased trend toward democ
ratizing the scientific enterprise, the co-production of environmental health knowledge between 
communities and researchers, and the application of study results to support policy change. 

Note 

The Tuskegee Syphilis Study was an infamous clinical study conducted between 1932 and 1972 by 
the U.S. Public Health Service in collaboration with the Tuskegee Institute, to study the progression 
of untreated syphilis in rural AfriCan American men who thought they were receiving free health care 
from the U.S. government. Researchers enrolled a total of 600 impoverished sharecroppers from 
Macon County, Alabama; in exchange for participating in the study, the men were given free medical 
care, meals, and free burial insurance. They were never told they had syphilis, nor were they ever treated 
for it. According to the Centers for Disease Control, the men were told they were being treated for 
"bad blood."The 40-year study was controversial because researchers knowingly failed to treat patients 
appropriately after the 1940s validation of penicillin as an effective cure for the disease they were 
studying. Revelation of study failures by a whistleblower catalyzed changes in U.S. law and regulation 
on the protection of participants in clinical studies (Jones 1981; Reverby 2009). 
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