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This new edition of Conceptual Developments of 20th Century Field Theories explores the

conceptual foundations and historical roots of fundamental field theories. It also uncovers

the underlying issues, logic, and dynamics in fundamental physics. In response to new

advances in the field over the past twenty years, the sections on gauge theory and quantum

field theory have been thoroughly revised and elaborated. The chapter on ontological

synthesis and scientific realism has also been reconsidered, now suggesting a new

approach that goes beyond structuralism and historicism. Providing an integrated picture

of the physical world, it is a valuable resource for theoretical physicists and philosophers of

science with an interest in the development of 20th century mathematical physics. It also

provides professional historians and sociologists of science with a basis for further

historical, cultural, and sociological analysis of the theories discussed.
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Reviews of the first edition

‘Tian Yu Cao’s timely book provides a broad overview of twentieth-century field theories … it is an

up-to-date, well informed and detailed historical account.’

Ian Aitchison, Nature

“his work is accurate ansd well documented, containing a full description of the tortuous develop-

ment of gauge theory… this is a spellbinding book, with a wealth of information. As Gordon Fraser,

editor of the CERN Courier, told me: ‘This book is not leaving my office!’.’

Martinus Veltman, Physics World

Pre-publication reviews of the first edition

In this profound but readable treatise, Professor Cao observes that a consistent description of all

observed phenomena of the microworld is at hand. This so-called standard model emerged from a

complex interplay between experiment and theory. In all confrontations with experiment, the standard

model emerges triumphant. And yet, too many questions remain unaddressed for it to be the last word.

In the course of these developments, the conceptual basis of the present theory has become

obscure. Cao argues persuasively that we must first understand where we are and how we got here

before we can build a better theory or even comprehend the true meaning of the standard model. His

lucid account of the development and interpretation of both classical and quantum field theories,

culminating in the creation of a gauge field theory of all the forces of nature, will enable both

physicists and philosophers to address the questions of what science is and how it evolves.

Sheldon Lee Glashow, Harvard University

Tian Yu Cao’s book confronts an essential problem of physics today: field theory is no longer advancing

our understanding of Nature at its fundamental workings. At this critical point in the development of our

discipline, the book provides a welcome overview of field theory, clearly recording the path taken to the

present, conflicting positions. Cao belongs to the new breed of historians/philosophers of physics who are

thoroughly familiar with the technical complexities of themodernmaterial. His discussion is accurate and

rich in detail and insight.

Roman Jackiw, Massachusetts Institute of Technology

The work is an impressive tour de force, combining masterly understanding of the many technical

details of modern field theories, including general relativity, quantum field theory and gauge theory,

together with a spirited philosophical defence of the rationality and objectivity of theoretical physics

as captured in Cao’s espousal of a structural realist position. The book provides a powerful antidote to

the postmodern fashion in contemporary history and philosophy of science.

Michael Redhead, Cambridge University

It is a profound critical inquiry into the metaphysical, philosophical and technical assumptions that

underlie the physical theories that so impressively and accurately describe nature in the domains thus

far accessible to experimental probing. As with Mach, Cao’s exposition demonstrates how a

philosophical inquiry that is sensitive to history can illuminate physical theories, and his book may

well prove to be a valuable guidepost in helping chart the future path of theorizing in fundamental

physics.

Silvan S. Schweber, Brandeis University
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Preface to the Revised Edition

There are two main changes from the first edition. First, Part III (The Gauge Field

Programme for Fundamental Interactions) has been radically revised. Historiographically,

the rise of nonabelian gauge theory, the emergence of the EBH mechanism, and the

construction of QCD are reanalyzed and reassessed. Conceptually, ontological synthesis

realizable in a background-independent theory of quantum gravity is treated separately

(by adding Section 11.3) from the conceptual synthesis achieved in the gauge theory

programme (as the synthesis of the geometrical programme and quantum field

programme). The latter can be understood in two ways. Mathematically or formally, if

the gauge field is revealed to have a geometrical interpretation in the language of the fiber

bundle theory, then a conceptual synthesis is arguably achieved. But this sense of synthesis

is much weaker than the ontological synthesis mentioned above. More substantially, if

unification of gravity and other forms of fundamental interactions can be successfully

described in a mathematical-conceptual scheme of the Kaluza–Klein theory or a nontrivial

fiber bundle theory, then a conceptual synthesis much stronger than the ontological

synthesis is also achieved.

Second, Chapter 12 (Ontological Synthesis and Scientific Realism) has also been

radically revised, and a structural, historically constitutive, and historically constructive

approach to scientific realism has been elaborated. This is necessary because my philo-

sophical position (structural realism), which underlies the organization and argument of the

book, has been misunderstood. On publication of the book, my position was taken by

many philosophers of science as an ontic version of structural realism. As I have rejected

this reading, I have been accused of being an antistructural realist. Thus a clarification of

my position is in order. The more so as, in the past two decades, there is a new trend in the

philosophy of science, the neo-Kantian trend, which tries to strengthen T. S. Kuhn’s

positions – the major target of my book– in a philosophically more sophisticated way.

Further important improvements have been made in the analysis of the conceptual

foundations of quantum field theory: (1) the historical role of second quantization in the

discovery of a new natural kind, quantum field, is stressed in the revised Section 7.1, along

with its importance in the evolution of quantum field theory as a conceptual framework for

particle physics; (2) the local and global aspects of the quantum field are articulated in the

newly added Section 7.2.

xi
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The first edition has been criticized for having not treated many important topics, such

as the path integral formalism, BRST symmetry, Haag’s theorem and the Reeh–Schlieder

theorem, mentioning them and some others only casually. The new edition is still open to

these criticisms. Technically, path integral formalism and BRST symmetry are extremely

sophisticated and impressive. But conceptually, the former is equivalent to the canonical

formalism, and the latter does not touch the foundations with which this book is concerned.

The situation for Haag’s theorem and the Reeh–Schlieder theorem is different. Conceptu-

ally, they are deep and important. Haag’s theorem challenges the legitimacy of the

interaction picture that grounds perturbative calculations, without which quantum field

theory (QFT) becomes impotent and useless. But perturbative QFT works extremely well.

Although the reason that perturbative QFT can evade Haag’s theory remains unknown, it is

not part of the actual history of QFT and plays no role in the conceptual development of

QFT. The Reeh–Schlieder theorem challenged the localizability of local excitations in

local operator field theory, but the challenge can be practically evaded by the cluster

properties of the Wightman functions. So it is clear that this theorem also plays no role in

the conceptual development of QFT. These two theorems deserve serious research by

axiomatic field theorists, but they are beyond the scope of this book.

xii Preface to the Revised Edition
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Preface to the First Edition

The aim of this volume is to give a broad synthetic overview of 20th century field theories,

from the general theory of relativity to quantum field theory and gauge theory. These

theories are treated primarily as conceptual schemes, in terms of which our conceptions of

the physical world are formed. The intent of the book is to give a historico-critical

exposition of the conceptual foundations of the theories, and thereby detect a pattern and

direction in the evolution of these conceptions.

As an important component of culture, a conception of the physical world involves a

model of the constitution and workings of nature, and includes assumptions about the

mechanisms for fundamental interactions among the ultimate constituents of matter, and an

interpretation of the nature of space and time. That is, the conception involves what

philosophers usually call metaphysical assumptions. Talking about metaphysics is out of

fashion these days. This is particularly so in the profession of science studies, where the

primary concern now is with local and empirical successes, social interests, and power

relations. Who would care for the ontological status of curved spacetime or virtual quanta

when even the objective status of observed facts is challenged by the social constructivists?

However, as we shall see in the text, metaphysical considerations are of crucial importance

for path-breaking physicists in their investigations. One reason for this is that these

considerations constitute essential ingredients of their conceptual frameworks. Yet the

cultural importance of metaphysics goes much deeper and wider than its contribution to

professional research. My own experience might be illuminating.

When I began to study theoretical physics after reading the philosophical writings of

Descartes, Kant, Hegel, Russell, Einstein, Heisenberg, and David Bohm, I was attracted to

physics purely by cultural curiosity, trying to obtain a picture of the physical world

endorsed by the most recent developments in physics. I was told that the Newtonian

picture was not a proper one, that in the 19th century the mechanical worldview was

replaced by the electromagnetic one, essentially a field-theoretical picture of the world.

I also learnt that the 20th century had witnessed two profound conceptual revolutions in the

physical sciences, which were brought about by relativity theories and quantum theories.

As a result, we are equipped with new conceptual frameworks for probing the foundations

of the physical world. But what about an integrated picture of the world suggested by these

revolutionary theories? When I began doing research in the history and philosophy of

xiii
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science twelve years ago in Cambridge, England, I tried in vain to find such a picture in

works by physicists, or by the philosophers and historians of 20th century physics.

Of course I have learnt a lot from Ernst Cassirer, Moritz Schlick, Hans Reichenbach,

Karl Popper, Gerald Holton, Adolf Grünbaum, Howard Stein, John Earman, John

Stachel, Martin Klein, Thomas Kuhn, John Bell, Abner Shimony, Arthur Fine, Michael

Redhead, and many other scholars. For example, I have learnt that some metaphysical

presuppositions, such as the principles of universality and correspondence, played an

important heuristic role in theory construction by the founders of the revolutionary

theories. I have also learnt that for most educated people, some of the metaphysical

implications of these theories, such as the absence of the mechanical ether, the removal

of the flatness of spacetime, and the impossibility of causal and spatio-temporal descrip-

tions of individual events in the microscopic world have been accepted as important parts

of our picture of the world. Yet nowhere could I find an integrated picture, let alone a

cogent exposition of its evolution and of the pattern and direction of the evolution.

I decided to fill this gap, and the result is this volume.

The book is written primarily for students of theoretical physics who are interested in

the foundational problems of their discipline and are struggling to grasp the internal logic

and dynamics of their subject from a historical perspective. But I have also done my best to

make the text accessible to general readers with a basic scientific education who feel that

their cultural curiosity concerning the contemporary conception of nature cannot be

satisfied by popular writings. The last audience I have in mind are mainstream historians

and philosophers of science. Although the book has provided a basis for further cultural

and sociological analyses of these theories, and contains much material for philosophical

reflection, the project pursued in this volume under present circumstances is unlikely to be

interesting or even acceptable to these scholars. The disagreement comes from different

conceptions of science. Detailed arguments against current positions will be given in the

introductory and concluding chapters. Here I just want to highlight a few points at issue.

For many science studies scholars, any discussion of a world picture in terms of the

ultimate constituents and hidden mechanisms posited by a scientific theory as underlying

empirical laws seems equal to presupposing a naive realist position on the unobservable

entities and structures of the theory, and this is simply unacceptable. This antirealist

position has a long tradition. For the classical positivists, any statements about unobser-

vables, such as atoms or fields, that go beyond the scope of empirical evidence or logical

inference are meaningless and have to be expelled from scientific discourse; thus the world

picture problem is a pseudoproblem. For constructive empiricists or sophisticated instru-

mentalists living in the postempiricist period, theoretical terms for describing hypothetical

unobservables are permitted but accorded no existent status, because these terms are

merely tools for saving phenomena and making predictions, or a kind of shorthand for

observables. Then a question facing them is what the sources are of the effectiveness of

these tools.

To answer this question requires a clarification of the relationship between the tools and

the external world. No such clarification has ever been provided by the instrumentalists.

xiv Preface to the First Edition
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Nevertheless, they have tried to discredit the realist interpretation of theoretical terms by

appealing to the so-called Duhem–Quine thesis of underdetermination, according to which

no theoretical terms can be uniquely determined by empirical data. The convincing power

of the thesis, however, entirely rests on taking empirical data as the single criterion for

determining the acceptability of theoretical terms posited by a theory. Once empirical data

are deprived of such a privileged status, the simplistic view of scientific theory as consist-

ing only of the empirical, logico-mathematical, and conventional components is replaced

by a more tenable one, in which a metaphysical component (e.g. the intelligibility and

plausibility of a conceptual framework) is also included and taken to be a criterion for the

acceptability of a theory, thus putting scientific theories in a wider network of entrenched

presuppositions of the times and in a pervasive cultural climate, then the Duhem–Quine

thesis alone is not powerful enough to discredit the realist interpretation of

theoretical terms.

More radical is Kuhn’s position. If the Duhem–Quine thesis accepts the existence of a

multiplicity of conflicting theoretical ontologies, all of which are compatible with a given

set of data, and thus nullifies the debate on which ontology should be taken as the real one,

Kuhn (1970) rejects the reality of any theoretical ontology. He asks, since whatever

ontology posited by a scientific theory is always replaced by another different and often

incompatible ontology posited by a later theory, as the history of science seems to have

shown us, and there is no coherent direction of ontological development, how can we take

any theoretical ontology as the real ontology of the world? Yet a historical fact is that

explicitly or implicitly some hypothetical ontologies are always posited in the theoretical

sciences. Thus a problem facing Kuhn is why a theoretical ontology is so indispensable in

the theoretical structure of science.

Kuhn’s work has produced some resonances. Unlike the logical empiricists, who are

preoccupied exclusively by abstract logical and semantical analyses of scientific theories,

Kuhn has tried to develop his view of science on the basis of the historical examination of

actually existing theories. However, some of his followers are not so happy with his limiting

scientific practice solely to conceptual aspects. They passionately cry out for the importance

of experiments and institutions, social interests and power relations, and so on. In my

opinion, however, Kuhn is essentially right in this regard: the core of scientific practice lies

in theory construction and theoretical debates. Experiments are important, but their import-

ance would be incomprehensible without being put in a theoretical context. All external

factors would be interesting and valuable for our understanding of science, but only if they

had some bearing on a theory, on the genesis, construction, acceptance, use, and conse-

quences of a theory. Otherwise they would be irrelevant to our understanding of science. In

this regard, Paul Forman’s work (1971) is important because it describes the cultural climate

in Germany that helped the acceptance of the notion of acausality developed in quantum

mechanics, although it does not touch upon the question whether the cultural climate had

played any constitutive role in the formation of the notion of acausality.

Questions similar to this are taken up and answered affirmatively by the advocates of the

strong programme in the sociology of science, who uphold that science is a social

Preface to the First Edition xv
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construction (see Bloor, 1976; Barnes, 1977; Pickering, 1984). In a trivial sense few people

at present would dispute with them the socio-constructive character of science. Yet the

really interesting point at issue is their special position concerning nature. If nature is

assumed to play no role in the construction of science, then the social constructivists would

have no theoretical resources to address questions concerning the truth status and object-

ivity of scientific theories, and relativism and skepticism would be inescapable. Yet if

nature is allowed to have a role to play in the construction of science, then science is more

than a social construction, and the social constructivists would have achieved little in

illuminating the nature of science as knowledge of nature.

The latest fashion in science studies follows a radical version of social constructivism

that has absorbed much of its rhetoric from the cultural fad of postmodernism. The faddists

take science only as an art of rhetoric for persuasion, manipulation, and manufacture of

facts and knowledge; knowledge only as a power move, having nothing to do with truth or

objectivity; and objectivity only as an ideology, having nothing to do with how scientific

knowledge is actually made. They argue that the important tasks for science studies

scholars are not to find out who discovered facts and who constructed concepts and

theories, but rather who controlled laboratories; not to explain why science works in the

sense that the redshift predicted by the general theory of relativity really can be observed,

but rather to question who benefitted from science. A problem for the faddists is that they

can only talk to each other, and will never be able to talk to scientists seriously about their

major practice, that is, about their theoretical activities.

Another influential position is Putnam’s (1981) internal realism. This allows us to talk

about abstract entities, truths, and reality, but only within a theoretical framework. Since

any talking is always conducted within a certain framework, it seems impossible to escape

from this position. It should be noticed that this position has a close kinship with Carnap’s

position on linguistic frameworks (1956). Both reject the external question concerning the

objective reality of theoretical entities independent of our linguistic frameworks, thus

having denied any objective and rational criteria for choosing between linguistic frame-

works. The justification for the position, as Putnam puts it, lies in the claim that we have no

access to metaphysical reality if it exists at all. Assuming that the ontologies posited by

successive theories can be shown to have no connection to each other, then this position is

indistinguishable from Kuhn’s position. But what if there is a coherent direction of the

evolution of ontological commitments in successive theories? Then Putnam will have to

face the old question raised by the realists: what is the noumenal basis for the coherent

direction?

Thus to justify a conceptual history of physics focusing on the underlying assumptions

about the ultimate constitution and workings of nature, we have to answer two questions.

First, why are these metaphysical assumptions indispensable for physics? Second, do we

have any access to metaphysical reality? An affirmative answer to the second question will

be given in the last chapter. Here is a brief outline of my position on the first question.

As is well known (see Burtt, 1925; Koyré, 1965), at the end of the medieval period there

was a decline of Aristotelian philosophy and a revival of Neoplatonism with a Pythagorean

xvi Preface to the First Edition
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cast. The latter took mathematics as the foundation of reality and the universe as funda-

mentally mathematical in its structure. It was assumed that observable phenomena must

conform to the mathematical structures, and that the mathematical structures should have

implications for further observations and for counterfactual inferences which went beyond

what were given. Since then there has been a strong tendency, particularly among

mathematical physicists, to take mathematical structures as conceptual frameworks for

describing the elementary entities of the physical world and their behaviors.

Another aspect of the changing metaphysics in the same period was a replacement of

the final cause by the efficient cause in the conception of causality, which was concomitant

with the replacement of the power of authority by the power of rational, i.e. causal,

reasoning, that is, with the rise of scientific rationality itself. Thus forces, instead of the

Aristotelian telos, as agents of causality were taken to be the metaphysical foundations of

natural phenomena. In some sense, all subsequent developments in physics can be

regarded as being driven by searching for a model, mechanical or otherwise, for describing

forces, understood as causal agents.

The concurrence of these changes led to a rise, in the 17th century, of a hypothetico-

deductive method in physics, as developed by Descartes, Boyle, and, to some extent,

Newton, for explanation and prediction. It is in this particular structure of physical theory

that we can find a deep root for the indispensability of ontological assumptions. Forces,

fields, the ether, rigid or dynamical spacetime, virtual quanta, confined quarks, gauge

potentials, all these hypothetical (at certain stages of development, they were called

metaphysical) entities are indispensable for theoretical physics because they are required

by the historically emergent hypothetico-deductive method that is inherent in the discip-

line. The assumption of some ultimate ontology in a theory provides the basis for reducing

some set of entities to another simpler set, thus endowing the theory with a unifying power.

No proper understanding of theoretical physics and its power would be possible without

paying enough attention to this characteristic of its theoretical structure. In this regard,

I think Meyerson (1908) is right when he holds that modern science as an institution which

emerged since the time of Copernicus is only a further stage of a natural metaphysics,

whereby commonsense assumes the existence of permanent substance underlying observ-

able phenomena.

The treatment of field theories in this volume is highly selective. Considering the rich

content of the subject it could not be otherwise. The selection is guided by my view of

scientific theory in general and my understanding of field theories in particular. These have

provided perspectives from which various topics are examined and interpreted, and thus

have determined, to a large extent, the significance of the topics in the evolution of the

subject. The general framework in which material is selected and interpreted relies heavily

on some organizing concepts, such as those of metaphysics, ontology, substance, reality,

causality, explanation, progress, and so on. These concepts, however, are often vague and

ambiguous in the literature. To clear the air, I devote chapter 1 to spelling out my usage of

these concepts and to addressing some topics of methodological importance. The departure

point of the story, namely the rise and crisis of classical field theories up to Lorentz’s work,
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is outlined in chapter 2. The main body of the text, in accord with my understanding of the

structure of the developments that I wish to elaborate, is divided into three parts: the

geometrical programme, the quantum field programme, and the gauge field programme.

Each part consists of three chapters: prehistory, the formation of conceptual foundations,

and further developments and assessment. The philosophical implications of the develop-

ments, especially those for realism and rationality, are explored in the concluding chapter.

A remark about the Bibliography. Only those works that have actually been used in the

preparation of this volume are listed in the Bibliography. In addition to original contribu-

tions of crucial importance, recent scholarly works that provide interpretations of the

original works are also listed in the Bibliography. Yet no effort has been made to offer

an exhaustive bibliography of the secondary literature; only those works having direct

bearing on my interpretation of the subject are included. As to the general background of

the intellectual history of modern times, to which the first two chapters frequently refer,

I simply invite readers to consult a few of the outstanding historiographical works instead

of giving out detailed references to the original texts, which in fact can be found in the

books suggested.

My work on this project proceeded in two phases. During the first phase (from 1983 to

1988 at the University of Cambridge, England) I benefitted importantly from many

discussions with Mary Hesse and Michael Redhead, my supervisors, and with Jeremy

Butterfield, my closest friend in Cambridge. Each of them read several earlier versions of

the manuscript and made numerous remarks and suggestions for revision. I express my

deep gratitude for their invaluable criticisms, help, and, most importantly, encouragement.

I am also grateful to Henry K. Moffatt for his concern, encouragement, and help, and to

David Wood for friendship and help.

The second phase began with my moving from Cambridge, England, to Cambridge,

Massachusetts, USA, in 1988. During the last seven years, I have been fortunate to have

numerous opportunities to discuss matters with Silvan S. Schweber and Robert S. Cohen,

to both of whom I owe a considerable debt; I have also had some detailed discussions with

John Stachel and Abner Shimony. I have been deeply impressed by their knowledge and

understanding of contemporary physics and philosophy, and greatly appreciate their

significant criticisms and suggestions about all or part of the manuscript. Since the mid-

1980s I have benefitted from a long-term friendship with Laurie Brown and James

T. Cushing, and I am indebted to them. I am grateful to Peter Harman for stimulation

and encouragement. I am also grateful to many physicists for clarifying conversations,

among them Stephen Adler, William Bardeen, Sidney Coleman, Michael Fisher, Howard

Georgi, Sheldon Glashow, David Gross, Roman Jackiw, Kenneth Johnson, Leo Kadanoff,

Francis Low, Yoichiro Nambu, Joseph Polchinski, Gerardus’t Hooft, Martinus Veltman,

Steven Weinberg, Arthur Wightman, Kenneth Wilson, Tai Tsun Wu, and Chen Ning

Yang.

The research for this work was supported first by a combination of an Overseas

Research Studentship from the ORS Committee of the United Kingdom, a Chancellor’s

Bursary from the University of Cambridge, and an Overseas Research Student Fees
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Bursary from Trinity College of Cambridge University (1983–85); and then by a Research

Fellowship from Trinity College (1985–90), by a grant from the National Science

Foundation [Grant DIR-No. 9014412 (4-59070)] (1990–91), and a grant from Brandeis

University (1991–92). Without such generous support it would have been impossible to

complete this work. In addition, the effectiveness of my work in the second phase has been

much enhanced by affiliations with Harvard University, Brandeis University, Boston

University, and Massachusetts Institute of Technology. To all of these institutions I am

very deeply indebted. I am especially grateful to Erwin N. Hiebert and Gerald Holton of

Harvard, Silvan S. Schweber of Brandeis, Robert S. Cohen of Boston University, and Jed

Buchwald and Evelyn Simha of the Dibner Institute for the History of Science and

Technology, MIT for their hospitality.

My most extended debt is to the members of my family, who, under difficult conditions,

have given emotional and practical support to my pursuit of academic excellence without

any reservation, and have tolerated my ‘singlemindedness’. For all these and many things

else, I thank them.
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1

Introduction

The treatment of the subject in this monograph is selective and interpretive, motivated and
guided by some philosophical and methodological considerations, such as those centered
around the notions of metaphysics, causality, and ontology, as well as those of progress
and research programme. In the literature, however, these notions are often expressed in a
vague and ambiguous way, and this has resulted in misconceptions and disputes. The
debates over these notions (and related motivations) concerning their implications for
realism, relativism, rationality, and reductionism have become ever more vehement in
recent years, because of a radical reorientation in theoretical discourses. Thus, it is
obligatory to elaborate as clearly as I can these components of the framework within
which I have selected and interpreted the relevant material. I shall begin this endeavor by
recounting in Section 1.1 my general view on science. After expounding topics concerning
the conceptual foundations of physics in Sections 1.2–1.4, I shall turn to my understanding
of history and the history of science in Section 1.5. The introduction ends with an outline of
the main story in Section 1.6.

1.1 Science

Modern science as a social institution emerged in the 16th and 17th centuries as a cluster of
human practices by which natural phenomena could be systematically comprehended,
described, explained, and manipulated. Among important factors that contributed to its
genesis, we find crafts (instruments, skills, and guilds or professional societies), social
needs (technological innovations demanded by emerging capitalism), magic, and religion.
As an extension of everyday activities, science on the practical level aims at solving
puzzles, predicting phenomena, and controlling the environment. In this regard, the
relevance of crafts and social needs to science is beyond dispute.1

Yet, as a way of meeting human beings’ curiosity about the nature of the cosmos in
which they live, of satisfying their desire to have a coherent conception of the physical
world (an understanding of the construction, structures, laws, and workings of the world,
not in terms of its appearances but in terms of its reality, that is, in terms of its true picture,
its ultimate cause, and its unification), more pertinent to the genesis of modern science,
however, were certain traditions in magic and religion, namely the Renaissance Hermetism

1
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and the Protestant Reformation, as pointed out by Frances Yates (1964) and Robert Merton
(1938), respectively. In these traditions, the possibility and ways of understanding,
manipulating, and transforming the physical world were rationally argued and justified
by appealing to certain preconceptions of the physical world, which were deeply rooted in
the human mind but became dominant in modern thoughts only through the religious
Reformation and the rise of modern science.

The most important among these preconceptions presumes that the physical world has a
transcendental character. In Hermetic tradition, a pagan cosmology of universal harmony
was assumed, in which idols possessed occult power, yet humans shared with these
transcendental entities similar properties and capacities, and could have exchange and
reciprocity with them. In religious traditions, the transcendence of the world lay in God’s
consciousness, because the very existence of the world was a result of God’s will, and the
working of nature was designed by him. This transcendence assumption has underlain the
basic ambiguity of modern science, which is both mystical and rational at the same time. It
is mystical because it aims at revealing the secrets of nature, which are related either to the
mysteriously preestablished universal harmony or to divine Providence. It is rational
because it assumes that the secrets of nature are approachable by reason and accessible
to human beings. The rationalist implication of the transcendence assumption was deliber-
ately elaborated by Protestant theologians in their formulation of cosmology. Not only was
the formulation, in addition to other factors, crucial to the genesis of modern science but it
has also bequeathed some essential features to modern science.

According to Protestant cosmology, God works through nature and acts according to
regular laws of nature, which are consciously designed by him and thus are certain,
immutable, inevitable, and in harmony with each other. Since God’s sovereignty was
thought to be executed through regular channels and reflected in the daily happenings of
the world, the orderly world was believed to be fully susceptible to study by scientists who
tried to find out causes and regularities of natural phenomena with the help of their
empirical experience. The cosmological principles of Protestant theology (which related
God with natural phenomena and their laws) provided religious motivations and justifica-
tions for the study of nature. For the followers of Calvinism, the systematic, rational, and
empirical investigations of nature were vehicles to God or even the most effective means of
begetting in man a veneration of God. The reason for this was that the incessant investi-
gations of, and operations upon, nature would gradually unfold reason, increasingly
approximate perfection, and finally discover the true nature of the works of God and
glorify God. This transcendental motivation has guided modern theoretical sciences ever
since their emergence. And a secularized version of it is still prevalent in contemporary
scientific literature.2

Although its ethical and emotional motivations for rationally and systematically under-
standing and transforming the world originated from Puritan values, which were in
concordance with the ethics of capitalism (systematically calculated conduct in the
domains of economy, administration, and politics), modern science as an intellectual
pursuit was mainly shaped by the revived ancient Greek atomism and rediscovered
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Archimedes and particularly by the Renaissance Neoplatonism. The latter was tied to
Platonic metaphysics or to a mystical cosmology of universal harmony and system of
correspondence, yet aimed at a rational synthesis of human experience of natural phenom-
ena with the help of mathematical mysticism and mathematical symbolism, and thus
attracted the curiosity and fired the imagination of Copernicus and Kepler, as well as
Einstein, Dirac, Penrose, Hawking, and many contemporary superstring theorists.

Another preconception prevalent in the Renaissance magic was about the “uniformity of
nature.” Its magicians believed that same causes always led to same effects, and as long as
they performed the ritual acts in accordance with the rules laid down, the desired results
would inevitably follow. Although the belief in associative relations between natural
events had only an analogical basis, it was surely the precursor of the mechanical idea
that the succession of natural events is regular and certain and is determined by immutable
laws; that the operation of laws can be foreseen and calculated precisely; and that the
element of chance and accident is thus banished from the course of nature.

The carving out of a domain of nature with its regular laws helped to move God further
and further away from the ideas of causality in empirical science, to demarcate nature as
separated from the domain of supernatural phenomena, and to take naturalistic causes as a
ground for the explanation of natural phenomena. Related with this was the belief that
natural forces were manipulatable and controllable. Without this belief, there would be
no practice in astrology, alchemy, and magic operated in symbolic languages. The math-
ematical symbolism was respected just because it was believed to be the key to the
operation by which natural forces could be manipulated and nature conquered.

It is interesting to notice that the occult and scientific perspectives coexisted and
overlapped in the 16th and 17th centuries when science was in formation and that the
magical and religious preconceptions helped to shape the characteristics of science, such as
(i) rationalism and empiricism as well as objectivity, which were related with the transcen-
dental character of nature as conceived by Protestant cosmology; (ii) causal reasoning that
was based on the idea of the “uniformity of nature”; (iii) mathematical symbolism in its
theoretical formulations; and (iv) the will to operate as manifested in its experimental spirit.

Yet, unlike magic and religion, science has its distinctive tools for its undertaking: the
understanding and manipulation of the world. Important among them are (i) professional
societies and publications; (ii) rational criticism and debates based on a skeptical spirit
and a tolerance of differences; (iii) empirical observation and experiments, logic, and
mathematics, the systematic use of which leads to distinctive modes of demonstration;
and, most importantly, (iv) fruitful metaphors, conceptual schemes, and models, with
which theoretical structures the structures and workings of the world can be approached,
described, and understood.

A scientific theory must have some empirical statements, in the sense of having
falsifiable consequences and hypothetic statements that are not individually falsifiable
but are crucial for understanding and explaining phenomena. The hypothetic statements
are expressed in theoretical terms: unobservable entities and mechanisms as well as
abstract principles. There is no dispute among philosophers of science about the function

1.1 Science 3

available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108566926.003
Downloaded from https://www.cambridge.org/core. Access paid by the UCSF Library, on 06 Oct 2019 at 19:58:29, subject to the Cambridge Core terms of use,

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108566926.003
https://www.cambridge.org/core


of theoretical terms in a theory as heuristic devices for organizing experiences. What is at
issue is their ontological status: Should we take them realistically? For sense data empiri-
cism, the answer is simply negative. But Comte’s anathema against the undulatory theory
and Mach’s opposition to the atom turned out to be grave mistakes. For conventionalism,
the foundation of science is much wider than sense data and includes, in addition to
logic and mathematics, conventions. In particular, it takes conventional mathematical
expressions as foundations of reason to which observables and unobservables are
subordinated. But “how real are these constitutive conventions?” is a question to which
the conventionalists are reluctant and unable to answer. For internal realism, the reality of
theoretical terms is accepted, but only within the theory in which these terms appeared, and
cannot be divorced from the theory. The reason is that we have no access to a metaphysical
reality if it exists at all. My disagreement with internal realism will be given here and there
in the text.

Concerning the ontological status of theoretical terms, the position that I am going to
defend in the last chapter is a special version of structural realism. Briefly stated, the
position holds that the structural relations (often expressed directly by mathematical
structures, but also by models and analogy indirectly) in a successful theory should be
taken as real, and the reality of unobservable entities are gradually constituted and, in an
ideal situation, finally determined in a unique way by these structural relations.

An immediate objection to this position is that this is a disguised phenomenalism, in
which empirical truths of observables are replaced by mathematical truths of observables,
and in which there is no room for the reality of unobservables. Critics would argue that the
problem of giving an interpretation proves to be much more difficult than just writing out
equations that summarize the observed regularities.

To anticipate my arguments in the last chapter, suffice it to point out that in addition to
the structural relations for observables, there are structural relations for unobservables,
which are more important for understanding and explanation. To the objection that any
such structural relation must be ontologically supported by unobservable entities, my
answer is that in any interpretation, while structural relations are real in the sense that they
are testable, the concept of unobservable entities that are involved in the structural relations
always has some conventional elements, and the reality of the entities is constituted by, or
derived from, more and more relations in which they are involved. Once we have accepted
that unobservable entities are ontologically constituted and epistemologically constructed
from real (observable and testable) structural relations, we have more flexibility in accom-
modating changing interpretations of these entities.

1.2 Metaphysics

Metaphysics, as I understand it, consists of presuppositions about the ultimate structure of
the universe. First, it is concerned with the question about what the world is really made of,
or what the basic ontology of the world really is. Is the world made of objects, properties,
relations, or processes? If we take objects as the basic ontology, then further questions

4 Introduction

available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108566926.003
Downloaded from https://www.cambridge.org/core. Access paid by the UCSF Library, on 06 Oct 2019 at 19:58:29, subject to the Cambridge Core terms of use,

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108566926.003
https://www.cambridge.org/core


follow: What categories of objects are there? Are there mental objects as well as physical
objects? What are the basic forms of the physical objects – particle, field, or some other
form? In addition, what is the nature of space and time? A difficult question central to
ontological discussion is about the criteria of reality, because metaphysicians are always
concerned with real or fundamental or primary entities rather than epiphenomena or
derivatives. A classical answer to this question by modern philosophers, such as Descartes
and Leibniz, is that only a substance is real. A substance exists permanently by itself
without the aid of any other substance, and is capable of action without any external cause.
Yet, as we shall see, there can be other conceptions of reality, based on the concepts of
potentials, structures, or processes instead of substance.

Second, metaphysics is also concerned with principles that govern the nature and
behavior of the fundamental entities of the world. For example, there is a principle of
identity, which says that individuals should be able to change over time and remain one
and the same. Similarly, the principle of continuity says that no discontinuous changes
are possible. There are many other metaphysical principles that have played important
regulative or heuristic roles in the construction of scientific theories, such as the principles
of simplicity, unity, and spatiotemporal visualizability. But the most important among
these principles is the principle of causality, which is supposed to dictate the working of
nature and helps to make the action of entities intelligible.

Thus, by appealing to ontological assumptions and regulative principles, metaphysics
supplies premises and bolsters the plausibility of scientific arguments, and is quite different
from empirical, practical, and local statements about observed phenomena and their
regularities. Traditionally, metaphysics is highly speculative. That is, its assertions are
unexamined presuppositions and are not required to be empirically testable. However,
these presuppositions of epistemic and ontic significance are so entrenched in a culture that
they appear to scientists as commonsense intuitions. Since these entrenched assumptions
give a seemingly plausible picture of the world, and have virtually determined the deep
structure of the thinking modes of people who share these assumptions, metaphysics
comprises an important part of a culture.

William Whewell once said that

physical discoverers have differed from barren speculators, not by having no metaphysics in their
heads, but by having good metaphysics while their adversaries had bad; and by binding their
metaphysics to their physics, instead of keeping the two asunder.

(Whewell, 1847)

As we shall see in the text, metaphysical assumptions can be fleshed out with physical
parameters. More important than this, however, is that metaphysics provides a comprehen-
sive framework of concepts within which specific theories can be proposed and tested. As
is well known, ancient science originally developed from metaphysical speculations. But
even now science is still associated with this or that world picture provided by metaphys-
ical ideas. An explanation of a phenomenon is always given in terms of a specific world
picture. The question of which ontology, matter, field, energy, or spacetime best explains
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phenomena is extremely important for a physical theory, far more important than the
details of its empirical laws. For example, the empirical content of Newtonian mechanics
has been modified only slightly by Einstein’s theory of relativity, yet no one would deny
that this is a great step in the development of physics, since the old ideas about Euclidean
space, absolute time and absolute simultaneity, and action at a distance were swept aside,
and the world picture thereby changed.

Examples of the interactions between physics and metaphysics are many. The guidance
of the metaphysical assumption, concerning the universality of the principle of relativity, in
the evolution from the electromagnetic theory of the 19th century to the special and general
theories of relativity is widely acknowledged. On the other hand, developments in physics,
particularly in quantum mechanics, quantum field theory, and gauge theory, also have
profound metaphysical implications and have radically changed our conception of the
physical world, as we shall discuss in the main text. A corollary of mutual penetration
between physics and metaphysics is this. Not only is metaphysics indispensable for
physical research, but physics has also provided us with a direct access to metaphysical
reality. For example, experimental investigations of the Aharonov–Bohm effect and
Bell inequality have greatly clarified the ontological status of quantum potentials and the
nature of quantum states, respectively, both of which were thought to be inaccessible
metaphysical questions. For this reason, Abner Shimony (1978) calls this kind of research
experimental metaphysics, emphasizing the important role of physics in testing meta-
physical assumptions.

Thus, it is inappropriate to take metaphysics only as an acceptable remainder of
scientific theory from which empirical content and logical-mathematical structures have
been removed. Rather, it provides scientific theory with a conceptual framework which is
endowed with special scientific content. First, it provides a basic model of physical reality
so that the theory is intelligible. Second, it prefers certain types of explanation on the basis
of certain conceptions of causality. For example, in the case that the mechanical conception
of efficient cause is taken as a basis for explanation, this metaphysical assumption has not
only determined the hypothetico-deductive structure of physical theory but also entails a
built-in reductionist methodology. Moreover, since the positivists are agnostic with respect
to causes, and only the realists take causes seriously, the built-in implication of the
metaphysical assumption for realism should also not be ignored.

1.3 Causality

The rise of modern science was accompanied with the replacement of authorities or
traditions by causes in explaining phenomena. One of the ultimate goals of science is to
understand the world, and this is approached by scientific explanation, that is, by finding
out causes for various phenomena. According to Aristotle, however, there are different
kinds of cause: material, formal, efficient, and final causes. Before the rise of modern
science, teleological explanation based on the notion of final cause was a dominant mode
of explanation. With the revival of Neoplatonism, Archimedeanism, and atomism in the
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Renaissance, there began a transformation in basic assumptions of scientific explanation.
Copernicus, Kepler, Galileo, and Descartes, for example, believed that the underlying
truth and universal harmony of the world can be perfectly represented by simple and
exact mathematical expressions. The mathematization of nature led to a certain degree of
popularity of formal cause. But the most popular and most powerful conception
of causality, in fighting against the teleological explanation, was a mechanical one based
on the notion of efficient cause. Different from final and formal causes, the idea of efficient
cause focuses on how the cause is transmitted to the effect, that is, on the mode of this
transmission. According to the mechanical view, causality can be reduced to the laws of
motion of bodies in space and time, and observable qualitative changes can be explained
by purely quantitative changes of unobservable constituting corpuscles.

Mechanical explanation had different variations. According to Descartes, the universe is
an extended plenum and no vacuum can exist, any given body is continuously in contact
with other bodies, and thus the motion of several parts of the universe can only be
communicated to each other by immediate impact or pressure, and no action at a distance
would be possible. There is no need to call in the force or attraction of Galileo to account
for specific kinds of motion, still less the “active power” of Kepler. All happens in
accordance with the regularity, precision, and inevitability of a smoothly running machine.
According to Newton, however, force is the causal principle of motion, although force
itself has to be defined by the laws of motion. For Newton, as well as for Huygens and
Leibniz, the intelligibility of causality was principally lodged in the concept of force. Then
a serious question is about the concrete mechanism for transmitting force. This question is
so central to the subsequent development of physics that it actually defines the internal
logic of the development. The search for a solution to this question has led to the advent of
field theory, quantum field theory, and, finally, gauge theory.

There are different forms of mechanical explanation. First, natural phenomena can be
explained in terms of the arrangement of particles of matter that are actually involved in the
phenomena and in terms of the forces acting among them. In the second form, some
mechanical models are adopted to represent phenomena. These models, the so-called toy
models, are not necessarily taken as representations of reality but are seen as demonstrating
that phenomena can in principle be represented by mechanisms. That is, these mechanical
constructions rendered phenomena intelligible. Third, mechanical explanation can also be
formulated in the abstract formalism of Lagrangian analytic dynamics. The equations
of motion obtained thereby are independent of the details of mechanical systems, but
phenomena are nevertheless explained in mechanical terms of mass, energy, and motion,
and thus are subsumed under the principles of mechanical explanation involved in the
formalism, although they are not represented by a specific visualizable mechanical model.

Among the three forms, the use of models is of special importance. Even the abstract
formalism of analytic dynamics needs to be illustrated by models. Moreover, since one
of the major motivations in physical investigations is to find out the agent of force at
the foundational level when direct causes at the phenomenal level fail to explain, the
postulation of models involving hypothetic and unobservable entities and mechanisms is
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unavoidable. Thus, the necessity of hypothesis is inherent in the very idea of mechanical
explanation, or in the search for efficient causes.

Any hypothesis must be consistent with the fundamental laws of nature and with all the
generally accepted assumptions about the phenomena in question. But a hypothesis is only
justified by its ability, in conjunction with the fundamental laws and general assumptions,
to explain phenomena. Thus, its specific content is to be adjusted to permit deduction of
statements about the phenomena under investigation. But how can it be possible for a
hypothesis about unobservables to be able to explain phenomena? And how can the
hypothesis be adjusted so that this goal can be achieved? A tentative answer to these
questions, based on the position that I shall argue for in the last chapter, is that only when
the structure of a model (any hypothesis is a model), based on analogy drawn from
everyday experiences or other scientifically known phenomena, is similar to the structure
of the phenomena can a hypothesis fulfill its explanatory function.

The hypothetico-deductive structure of physical theory has immediate metaphysical
implications: if a set of mutually consistent hypotheses with a set of unobservable entities
serves as causes of the phenomenal world, then it seems undeniable that the hypothetic
world gives a true picture of the real world, and the phenomenal world can be reduced to
this real world. For example, most mechanical explanations suggest a real world with the
hidden ontology of unobservable atoms or elementary particles in motion as the substratum
underlying the physical reality. There are other possibilities. For example, Leibniz took the
intensive continuum of forces as the metaphysical foundation of phenomena. Other
physicists in the 18th and 19th centuries went beyond mechanical explanation but still
worked within the general framework of the hypothetico-deductive framework, suggesting
different nonmechanical ontologies, such as active principles, fire, energy, and force
fields.3 With each different ontology, physicists offered not only a different physical theory
or research programme, but also a different conception of a real world that underlies the
phenomenal world.

1.4 Ontology

In contrast with appearances or epiphenomena, and also opposed to mere heuristic and
conventional devices, ontology as an irreducible conceptual element in the logical con-
struction of reality is concerned with a real existence, that is, with an autonomous existence
without reference to anything external. Since an ontology gives a picture of the world, it
serves as a foundation on which a theory can be based. This helps to explain its reductive
and constitutive roles in the theoretical structure of science.

Although the term ontology often refers to substance, as in the case of the mechanical
world view, in which the basic ontology is particles in motion, this is not necessarily so.
The concept of ontology, even in the sense of an ultimately true reality, is wider than that
of substance, which in turn is wider than entities and individuals. For example, it can be
argued, as the Neoplatonists like Kepler would do, that mathematical relations, as they
represent the structure of the universe, are the foundations of reality; even forces, as the
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causal principle, have to be defined in terms of mathematical relations. While it can be
argued that any mathematical structure has to be supported by physical relations between
entities, from a constitutive perspective, a physical entity – if it is not merely an empty
name – can only be defined by the relations in which it is involved. This is only one
example of what Cassirer calls the “functional mode of representing reality.” Another
example can be found in Whitehead’s philosophy of process. According to Whitehead,
activity-functioning is not a function of a changeless underlying stuff; rather, a physical
object is a connection, a more or less permanent pattern of the basic functioning. He argues
that nature is a structure of evolving processes, the reality is the processes, and the
substantial things issue out of the process of activity and becoming, which is more
fundamental than the things.

This is, of course, a very controversial topic. According to Julius Mayer, who follows
Leibniz in taking forces as the primary agency of nature, forces, as the embodiment of
nature’s activity, should be viewed as nonmechanical yet substantial entities. And for
Meyerson, entity is essential to explanation and should not be dissolved in relations or
processes. More importantly, a historical fact is that the notion of ontology is almost
always connected with that of substance. This connection constitutes an underpinning in
the discourse of physical sciences and cannot be passed over in the examination of the
foundations of physics.

Then what is substance? Substance is always characterized by a constellation of primary
and essential qualities. These qualities exist in space and time and are conserved in the
changes of their spatial locations and temporal moments, and to these all other qualities can
be reduced. Since in scientific discourses the nature of reality can only be discussed
in terms of its symbolic representations, ontology in general, and substance in particular,
as a symbolic model of reality, is a piece of science itself and cannot be separated from
science. Thus, the understanding of what are the primary qualities is different in different
theories, and each theory determines its own kind of substance. However, a generally
shared assumption, since the time of Leibniz, holds that substance must be fundamental
(in contrast with epiphenomena), active or the source of activity, and self-subsistent,
meaning that the existence of substance is not dependent upon the existence of anything
else. One of the main conclusions of this book is that a conceptual revolution generally
turns a previous substance into an epiphenomenon, and thus changes our conception of
what is the basic ontology of the world.

In classical physics, Descartes took space or extension as substance. Newton’s case was
much more complicated. In addition to substance, his ontology also included force and
space. And his substance referred not only to passive material particles, but also to the
active ether. For Leibniz, substance was a center of primitive activity. This activity was not
the manifestation of a stuff or matter, but the activity itself was the substance, and matter
was an appearance on the surface of this activity.

The dominant view after Leibniz was to take substance as inherently active objects,
usually divided into different ontological categories: discrete individuals (such as visible
massive particles and invisible atoms) and continuous plenum (such as the Cartesian
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extension and the classical field). An individual is a spatially bounded object and at
least has some other properties. It is usually characterized as what can be identified,
re-identified, and distinguished from other members of its domain.4 Here identity is
ensured by the conservation of essential qualities, and distinguishability has its origin in
impenetrability, which presupposes a spatial bound of the object. The concept of individual
is usually connected to that of particle because both have to be discrete, but it is narrower
than the latter owing to its requirements of distinguishability and impenetrability. In
quantum theory, quantal particles are identifiable but neither re-identifiable nor distinguish-
able from their like. They are thus not individuals but can still be accounted as particles
mainly because of the conservation of rest-mass, charge, and spin.

This is one example of the theory dependence of our conception of substance. Another
interesting example is that of the ontological status of energy. Traditionally, energy was
thought to be one of the most important features of substance since it indicated that its
carrier was active, and, as the measure of ability to act, it was conserved. However, as a
measurable property rather than a self-subsistent object, energy itself was usually not to be
regarded as substance. For example, when Carl Neumann claimed that potential energy
was primary and able to propagate by itself, Maxwell maintained that energy could only
exist in connection with material substance.5 For the same reason, energeticism, according
to which energy as pure activity is the basis of physical reality, was usually accused of
being phenomenalism because of its rejection of substance. Yet it can be interpreted
otherwise. What if energy is taken as substance with the new feature of being always
active, always changing its form while keeping its quantity constant? Then energeticism
would seem to be a precursor of James’s functionalism and Whitehead’s ontology of
process.

These two examples suggest that an ontological assumption is fundamental not only to a
specific theory but also to a research programme. Let us have a closer look, from this
perspective, at the genesis of the field theory programme. The electromagnetic field was
taken to be responsible for continuously transmitting electromagnetic force through space.
The substantiality of the field in 19th century physics is a subject for debate. Sometimes it
is argued that Maxwell established the substantiality of the field because he proved the
presence of energy in the field. But this claim is questionable. For Maxwell, the field was
not an object but merely a state of the mechanical ether that obeyed Newton’s laws of
motion. This means that for Maxwell the field was not self-subsistent and hence could
not be substantial. What the presence of energy in the field established was just the
substantiality of the ether rather than that of the field.

Sometimes it is also argued that the removal of the mechanical ether entails the removal
of the substantiality of the field, and this thereby supports the claim that spacetime points
are the basic ontology of field theory.6 In my opinion, however, it is precisely the removal
of the mechanical ether that establishes the nonmaterial substantiality of the field. The
reason for this is that, in this case, the field becomes the only possible repository of the field
energy, and the field energy presupposes a substance as its repository. As to spacetime
points, the reason why they cannot be viewed as the basic ontology of field theories is that
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in the framework prior to the general theory of relativity, it is impossible to argue that they
are active or the source of activity, while in the framework of the general theory of
relativity, they are not self-subsistent since they are always occupied and, most importantly,
individuated by the gravitational field.7 In my opinion, the assumption that the continuous
substantial field is the basic ontology of the world must be taken as the first of the basic tenets
of field theories, though this was not always the case in the history of physics.

The field is distinct from the individual by its continuity, in contrast with the discrete-
ness of the individual, and by the superimposability between its different portions, in
contrast with the impenetrability between different individuals. To be sure, the field is
also capable of displaying a form of discreteness through its periodicity introduced by
boundary conditions (see Section 6.5). Yet, this kind of discrete existence is different from
that of individuals, which exist permanently while the discreteness of the field exists only
transiently.8

There is something deeper than these apparent distinctions when the electromagnetic
field is taken to be a basic ontology of the world, rather than merely a mathematical device
or a state of the mechanical ether.9 The field is a new kind of substance, with Leibniz’s
primitive force as its precursor. It differs from both material individuals and the mechanical
ether by its nonmechanical behavior. The introduction of this new nonmechanical ontology
initiated a new programme, the field programme. The field programme differs from the
mechanical programme in its new ontology and new mode of transmitting action by the
field. The emergence of Lorentz’s theory of the electron marked the end of the mechanical
programme in two senses. First, it discarded the mechanical ether so that the transmission
of the electromagnetic interaction could not be explained within the mechanical
programme. Second, it introduced an independent substantial electromagnetic field that
was not reducible to the mechanical ontology. And this prepared the way for the further
advancement of the field programme (see Chapter 2).

It is not so difficult to accept the importance of ontological assumptions as conceptual
foundations for scientific research. But the Kuhnians would argue that the historical fact
that any ontology posited by a theory is always replaced by a different and often contradict-
ory ontology posited by a later theory seems to have convincingly indicated that our
ontological assumptions have nothing to do with the real world. As I shall argue in the last
chapter, however, the historical replacement of ontologies, at least in the context of 20th
century field theories, is not without a pattern and a direction. That is, an old ontology
always turns out to be an epiphenomenon and can be derived from a new and more
fundamental ontology. And this certainly has lent support to a realist interpretation of
theoretical ontology.

Two caveats should be immediately added. First, this pattern is not always realized in a
unilinear way but often through a dialectical synthesis. Second, ontological reduction is
only one dimension of scientific development. Because of the existence of objective
emergence, as I shall show in Section 11.4 in the context of gauge theory, different levels
of the world have their relatively autonomous ontologies, which are not reducible to an
ultimate substratum. This entails a kind of ontological pluralism.
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1.5 History and the History of Science

History is not just a collection of past events but consists of movements with causes,
patterns, and directions. If we consider the huge amount of information buried in past
events, historiography cannot be simply a copy of the real history but must be selective.
Material is selected according to its historical significance, which is determined by a
historian’s interpretation. Since our interpretation of the past is gradually shaped in the
light of the present, and of the future toward which we are moving, and also because
historiography begins with the handing down of tradition, which means the carrying of the
lesson of the past into the future, historiography is a dialogue between the past and
the present whose purpose is to promote our understanding of the past in the light of the
present and our understanding of the present and future in the light of the past; that is, to try
to understand the transition from tradition to future.

Thus, a good piece of historiography has to provide a plausible or convincing hypoth-
esis about the cause, pattern, and direction of a historical movement, so that the past events
become understandable, and a perspective or a constructive outlook can enlarge our
understanding of the movement, thereby opening the way for further enquiries. Since
some causes are merely accidental and others are generalizable, central to the hypothesis
concerning our understanding of a past event is the question “what should be taken as the
major causes?” In the case of the history of science, this is a point at issue. The disagree-
ment in this regard between the social constructivists and the intellectual historians of
science has caused some tension between them.

It is true that science as a form of culture cannot be divorced from society. First, the
language that science uses is a product of social communication. Second, problems that
science tries to solve, motivations, and material and technical resources for solving
problems are all provided by society. Third, institutions for mobilizing the resources for
scientific investigations are supported and constrained by the socioeconomic structures at
large. All these considerations point to the social character of scientific activities. More-
over, a scientist can only acquire his ideas, metaphors, and conceptual schemes for solving
problems and interpreting his results from his cultural environment, in which tradition is
adapted to the current situation. This circumstance accords scientific knowledge a certain
social, cultural, and historical specificity. At this trivial level, there is almost a unanimous
consensus on the social character of science.

In the social constructivist account of science, “social” refers to social relations among
scientists as well as between scientists and society at large, including groupings of
scientists, scientific institutions, and socioeconomic structures. The social also refers to
nonscientific forms of culture, such as religion and magic. But the special feature of social
constructivism is that it defines the social in contrast with the individual and the intellec-
tual. In this nontrivial sense of social constructivism, however, its account of scientific
activities is incomplete, biased, and seriously flawed. The reason for its being flawed is that
the constructivist account omits or even deliberately rejects the fact that all scientific
activities are severely constrained and persistently guided by the aim of knowledge of
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nature. In fact, the aim of knowledge of nature is built into the very concept of science as a
particular social institution. Having missed this crucial point, the social constructive
account of scientific activities cannot be accepted as it is presented now. For this reason,
I take conceptual history, which summarizes humanity’s persistent intellectual pursuit,
rather than social history as the main body of the history of science, although I also admit
that on the basis of a conceptual history, a social history may be interesting, if it
successfully provides a more complete picture of how science as a pursuit of knowledge
is actually developed.

Sometimes the history of physics is written mainly in terms of its empirical conquests.
Yet it can be written in a different way. The development of fundamental physics
necessarily involves great changes in ontological assumptions. The history of physics
shows that most great physicists have intended their research to be the search for a true
world picture, which serves to prepare the way for a conceptual revolution. This has not
been an accidental side feature of the growth of physics but rather the central feature of its
most important advance. Thus, the history of physics is in a sense the history of the
expressions of worldview, whose core consists of ontological assumptions encapsulated in
the descriptive schemes. More specifically, what I plan to do in this volume is, with a
historical and critical exposition of 20th century field theories, to detect a pattern in, and the
direction of, the evolution of the changing worldview suggested by these theories; that is,
to unfold the ontology shift and ontological synthesis that have occurred in these theories.

1.6 An Outline of the Main Story

In my account, except for an intellectual precursor of Faraday’s speculation of field as the
conditions of space, the field programme, in the sense in which the field is taken to be a
basic ontology of the world, started with Lorentz’s theory of the electron and became
widely accepted after the advent of Einstein’s special theory of relativity. However, both
theories presupposed an independent ontology of space or spacetime points as the support
of the fields. So in a reductionist sense, the field programme at this stage was not a
complete programme.

I begin my main story with the next step in the development of the field programme, that
is, with Einstein’s general theory of relativity (GTR). In GTR, the gravitational fields
transmitting interactions are inseparably bound up with the geometrical structures of
spacetime. For this reason, I call GTR and subsequent developments in its direction the
geometrical programme.

The interpretation of GTR is a controversial issue. It depends on whether matter, field,
or spacetime is taken to be its basic ontology; it also depends on the understanding of the
relations between matter, fields, and spacetime. Historically, there were three interpret-
ations. First, Einstein himself, following Mach, took ponderable bodies as the only
physical reality that fully determined the gravitational field and the geometrical structures
of spacetime. The discovery of the vacuum solutions of the gravitational field equations
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made this interpretation untenable (see Section 4.3). Then, Hermann Weyl and Arthur
Eddington developed a view (the second interpretation) according to which the geometrical
structures of spacetime were taken as the physical reality to which the gravitational fields
were to be reduced. Gravitation in this view was interpreted as a manifestation of the
curvature of the spacetime manifold; that is, gravitation was geometrized. I call this
the strong geometrical programme (see Section 5.2). Einstein himself never endorsed
this programme. In his unified field theory, Einstein gave another interpretation of his
own. He took the gravitational field as a part of a total field that represented the
ultimate physical reality, with spacetime being its structural quality. In a sense, this was
an expansion of Einstein’s gravitization of the geometry of spacetime, originating from his
point-coincidence argument of 191510 in justifying the principle of general covariance.
I call this the weak geometrical programme (see Sections 4.2 and 5.1–5.3). Although the
mathematical formalism remains the same, the ontological priority in different interpret-
ations is different.

GTR constitutes the starting point of the geometrical programme. In the further devel-
opments of the programme, four generalizations were made: (i) the unification of gravity
and electromagnetism; (ii) the unification of the mass and spin effects by introducing
torsion of the spacetime manifold; (iii) the unification of gravity and quantum effects; (iv)
the unification of matter and fields. Most of these generalizations were made in the strong
geometrical programme. I shall show, however, that the attempts, within the strong
geometrical programme, to incorporate quantum effects inevitably led to the very collapse
of the programme (see Section 5.3). This justifies my claim that the strong geometrical
programme is inappropriate. But the weak geometrical programme was also unsuccessful
in its attempts to extend its scope to the cases of electromagnetic, weak, and strong
interactions.

Moreover, there is a serious flaw in the geometrical programme which has its seed in
GTR itself. That is, the equations of GTR cannot avoid singular solutions or singularities,
either in the big bang of an expanding universe or in collapsing stars or black holes. The
unavoidable occurrence of singularities implies that GTR must break down in the case of
sufficiently strong gravitational fields. However, there is another kind of generalization of
the geometrical programme, which is related to the recent developments of gauge theory
within the framework of quantum field theory and by which the singularity difficulty can
be overcome. This promising attempt will be discussed in Part III.

Another important variant of the field programme in 20th century physics (started with
the quantum electrodynamics of Jordan and Dirac) is the quantum field programme.
Paradoxically, the field programme seems to be undermined by quantum theory. First,
quantum theory puts a limit to the continuous distribution of energy throughout space, and
this conflicts with the field ontology. Second, it also violates the principle of separability,
according to which distant systems with zero interaction energy should be physically
independent of one another. Finally, in quantum theory, there is no room for particles to
have continuous spatiotemporal paths during their quantum jumps or between their
creation and annihilation, and this conflicts with the mode of transmitting interactions in
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the field programme. So how can I claim that quantum field theory (QFT) should be
viewed as a variant of the field programme? The answer to this depends on my interpret-
ation of the basic ontology and of the mode of transmitting action in QFT.

Then what is the ontology of quantum theory? The question is difficult to answer in
general, since the situation in nonrelativistic quantum mechanics is different from that in
QFT. In nonrelativistic quantum mechanics, this problem is closely related with the
interpretation of the wave function. De Broglie and Schrödinger held a realistic interpret-
ation of the wave function. They assumed a field ontology and rejected the particle
ontology because, they argued, quantal particles obeying quantum statistics showed no
identity and thus were not classically observable individuals. But this realistic view ran into
severe difficulties: it implied a nonphysical multidimensionality in many-body problems, a
nonrealistic superposition of states (such as the famous Schrödinger cat), and the collapse
of wave functions in measurement, which has defied any explanation up to the present
time. These difficulties indicated that the classical field was not an appropriate candidate
for the ontology of nonrelativistic quantum mechanics.

In his probabilistic interpretation, Max Born rejected the reality of the wave function,
deprived it of energy and momentum, and assumed a particle ontology. However, Born did
not claim a classical particle ontology. There were a number of difficulties, such as
quantum statistics and the double slit experiment, that prevented him from doing so. As
a response to these difficulties, Werner Heisenberg interpreted the wave function as a
potential (see Section 7.1). It should be noted that this significant concession to a realistic
field ontology had its roots in the dilemma faced by the probability interpretation with a
particle ontology, and prepared the way for a great ontological shift in QFT.

In sum, the situation in nonrelativistic quantum mechanics is this. In addition to a
number of mathematical devices that cannot be interpreted realistically, the conceptually
incoherent fusion of a mathematical structure (wave equations) based on a field ontology
and a physical interpretation (the probability interpretation) based on a particle ontology
makes it extremely difficult to find a coherent ontology, in terms of classical particles or
fields, for this theory. Two ways out are possible. An instrumentalist solution to the
difficulty is to take all the theoretical entities only as an analogical construction for
economically describing observed phenomena, but not as a faithful description of what
the quantum world really is. But this is only an evasion rather than a solution to the
interpretation problem in quantum theory. Or one can try to remould our conception of
substance, not restricting ontology to the dichotomy of classical particle and field. The
remoulding process in the early history of QFT is examined in Section 7.1 and can be
summarized as follows.

A significant change in the conception of the basic ontology – in terms of conceiving a
new natural kind – in quantum field theory happened when fermion field quantization was
introduced. Before that, there were two quantization procedures for the many-body
problem: second quantization and field quantization. These procedures presuppose,
respectively, a particle ontology and a field ontology. The second quantization procedure
actually is only a transformation of representation in a quantum system of particles, having
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nothing to do with the field ontology. In this formulation, the particles are permanent, their
creation or destruction is just an appearance of jumps from or into the vacuum state, and
the probability wave is only a mathematical device for calculation. By contrast, the field
quantization procedure starts with a real field and reveals the particle aspect of the field by
using the operators of creation and destruction, which can be constructed from the
local field operators through Fourier transformation and interpreted as representing the
appearance or disappearance of field oscillators or the excitation and de-excitation of
the field itself.

However, when the quantization condition in nonrelativistic quantum mechanics is
applied to the field, what is quantized, however, is merely the motion (energy, momentum,
etc.) of the fields, which would appear as the energy quanta of the field, but not the fields
themselves. There is no question of actually turning the field into a collection of particles,
which would entail assuming a particle ontology, unless it is assumed that the quantization
of motion entails the quantization of the carriers of motion, that is, of the fields themselves.
But this is a significant metaphysical assumption, requiring a radical change of the
(metaphysical) classification scheme of substance.

The two approaches of quantization were not contradictory but parallel, starting from
different ontological assumptions. It is interesting to notice that Dirac, one of the original
proposers of both approaches, in his early works (1927b, c) conflated one with the other,
although he showed an inclination for the particle ontology, and for reducing a field into a
collection of particles. This inclination suggests that the radical metaphysical assumption
mentioned above was made by Dirac, although only unconsciously.

The introduction of fermion field quantization by Jordan and Wigner initiated further
radical changes in the interpretation of QFT. First, a realistic interpretation replaced the
probability interpretation of the wave function (as the quantum state): the wave function in
their formulation had to be interpreted as a kind of real and thus substantial field, otherwise
the particles as the quanta of the field could not get their substantiality from the field,
leaving unsolved some of the original difficulties faced by Schrödinger’s realistic inter-
pretation. Second, the field ontology replaced the particle ontology: the material particle
(fermion) was no longer regarded as having an eternally independent existence, but as
being a transient excitation of the field, a quantum of the field, thus justifying my claim that
QFT started a major variant of the field programme, namely, the quantum field programme.

But the reversion to the view of a real field evidently left a gap in the logic of models of
reality and destroyed the traditional classification scheme for the natural kind of substance.
A new natural kind of substance, the quantum field, was introduced or constructed or
discovered. This new natural kind cannot be reduced to the old ones: The new ontology
(the quantum field) cannot be reduced to the classical particle ontology because the field
quanta lack a permanent existence and individuality. It also cannot be reduced to the
classical field ontology because the quantum field has lost its continuous existence when
many of its properties are subjected to the restrictions posed by the quantization conditions.
It seems that 20th century field theories suggest that the quantum field, together with some
nonlinear fields (such as solitary waves), constitute a new kind of ontology, which Michael
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Redhead (1983) calls ephemeral. Among the founders of QFT, Jordan consciously made
the advance to the new ontology and remoulded the conception of substance, while Dirac
and Heisenberg unconsciously did so.

The new ontology of QFT was embodied in the vacuum state initially conceived by
Dirac in his hole theory.11 As an ontological background underlying the conceptual
scheme of quantum excitation and renormalization, the Dirac vacuum was crucial for
calculations, such as Weisskopf’s calculation of the electron self-energy and Dancoff’s
discussion on the relativistic corrections to scatterings. The fluctuations existing in the
Dirac vacuum strongly indicate that the vacuum must be something substantial rather than
empty. On the other hand, the vacuum, according to the special theory of relativity, must be
a Lorentz-invariant state of zero energy and zero momentum. Considering that energy has
been loosely thought to be essential to substance in modern physics, it seems that the
vacuum could not be taken as a kind of substance. Here we run into a profound ontological
dilemma, which hints at the necessity of changing our conception of substance and of
energy being a substantial property.

The mode of conveying interactions in QFT is different from that in the classical field
programme in two aspects. First, interactions are realized by local couplings among field
quanta, and the exact meaning of coupling here is the creation and annihilation of the
quanta. Second, the actions are transmitted, not by a continuous field, but by discrete
virtual particles that are locally coupled to real particles and propagate between them.12

Thus the description of interactions in QFT is deeply rooted in the concept of localized
excitation of operator fields through the concept of local coupling.

Yet the local excitation entails, owing to the uncertainty relation, that arbitrary amounts of
momentum are available. Then the result of a localized excitation would not only be a single
momentum quantum but must be a superposition of all appropriate combinations of momen-
tum quanta. And this has significant consequences. First, the interaction is transmitted not by a
single virtual momentum quantum, represented by an internal line in a Feynman diagram, but
by a superposition of an infinite number of appropriate combinations of virtual quanta. This is
an entailment of the basic assumption of a field ontology in QFT. Second, the infinite number
of virtual quanta with arbitrarily high momentum makes infinite contributions to the processes
from their interactions with real quanta. This leads to the famous divergence difficulty. Thus
QFT cannot be considered a consistent theory without this serious difficulty being resolved.
Historically, the difficulty was first circumvented by a renormalization procedure.

The essence of the original renormalization procedure is the absorption of infinite
quantities into the theoretical parameters of mass and charge. This is equivalent to blurring
the exact point model underlying the concept of localized excitations. While quantum
electrodynamics meets the requirement of renormalizability, Fermi’s theory of weak
interactions and the meson theory of the strong nuclear force fail to do so. This difficulty,
however, can be removed by using the idea of gauge invariance (Section 10.3). Gauge
invariance can also be used to fix the forms of fundamental interactions (Sections 9.1 and
9.2), on the basis of which a new programme, the gauge field programme, for fundamental
interactions develops within the quantum field programme.
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Gauge invariance requires the introduction of gauge potentials, whose quanta are
responsible for transmitting interactions and for compensating the additional changes of
internal properties of interacting degrees of freedom at different spacetime points. The role
gauge potentials play in gauge theory is parallel to the role gravitational potentials play in
GTR. Mathematically, while the gravitational potentials in GTR can be represented by a
geometrical structure (the linear connection in the tangent bundle), the gauge potentials can
also be represented by a similar type of geometrical structure, that is, the connection on the
principal fiber bundle. Deep similarity in theoretical and mathematical structures between
GTR and gauge theory suggests the possibility that the gauge theory can also be interpreted
as being deeply geometrical in nature.

Recent developments in fundamental physics develop ways of associating gauge
potentials with the geometrical structures in spacetime. In the particle-physics-oriented
supergravity and modern Kaluza–Klein theory, in which a fixed background is assumed,
the association is with those geometrical structures in the extra dimensions of spacetime
(Section 11.2). In the GTR-oriented loop quantum gravity and the more general gauging
gravity programme, in which no fixed background spacetime structure is assumed, the
association takes much more complicated forms (Section 11.3). In any case, it seems
reasonable to regard the gauge field programme as a synthesis of the geometrical
programme and the quantum field programme if we express the gauge field programme
in such a way that interactions are realized through quantized gauge fields (whose quanta
are coupled with the quanta of interacting fields and are responsible for the transmission of
interactions) that are describable by geometrical structures existing either in internal
spaces, or in the extra dimensions of spacetime, or in four dimensional spacetime with
richer structures than metrical ones.

It is interesting to note that the intimate link between the ontology of the quantum field
programme and that of the geometrical programme became discernible only after the gauge
field programme took the stage as a synthesis of the two. That is, interactions in both
programmes are realized through the physical entities of potentials. This historical fact
suggests that the concept of synthesis is helpful for recognizing the continuity of theoret-
ical ontologies in terms of their structural properties across conceptual revolutions. As we
noted in Section 12.4, the synthesis of scientific ideas requires a transformation of previous
ideas. When we extend the notion of synthesis to the discussion of basic ontologies in
scientific development, we find that ontological synthesis also requires a transformation of
previous conceptions of ontology and, as a general feature, results in rendering the primary
entity (the basic ontology) in the previous programme into an epiphenomenon of the new
basic ontology, and thus accompanies a conceptual revolution in which what is taken to be
the basic ontology has changed.

This feature suggests that the concept of ontological synthesis has captured
some characteristics of conceptual revolutions, whose result is the birth of new research
programmes based on new ontologies. On this view, a direct incorporation of the old
ontology of a prerevolutionary programme into the new ontology of the postrevolutionary
programme is very unlikely. Nevertheless, some of the discovered structural relations of
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the world, such as external and internal symmetries, geometrization, quantization, etc.,
embodied in the old ontology will certainly persist across the revolutions. I suggest that
here is a coherent direction for ontological development, toward the true structure of local,
though enlargeable, domains of investigation. Thus the occurrence of conceptual revolu-
tions by no means implies that the development of theoretical science, as Kuhn suggests, is
radically discontinuous or incommensurable. Rather, it is continuous and commensurable,
compatible with a certain kind of scientific realism (Section 12.5).

On the other hand, by drawing a new concept of ontological synthesis from the
historical analysis of 20th century field theories, we also find that the growth of science
does not necessarily take a unilinear form of continuity and accumulation, thus having
avoided the trap of the untenable position of “convergent realism.” The idea of ontological
synthesis as a dialectical form of continuity and accumulation of world structures is more
powerful than the idea of convergence in explaining the mechanism of conceptual revolu-
tions and the patterns of scientific progress. Since the very idea of scientific rationality lies
in the intention of obtaining more and more knowledge of the real structures of the world,
then on the synthetic view of scientific growth, the conceptual revolution is one way of
realizing this rationality (Section 12.6).

The future direction of fundamental research suggested by the synthetic view is
different from that suggested by Kuhn’s view of incommensurability. For some Kuhnians,
the direction of scientific research is dictated mainly by social factors, having little to do
with intellectual factors. For others, a set of intellectual factors are important within a
particular paradigm, yet play no role, or are even incomprehensible, in a new paradigm. On
the synthetic view, however, as many internal structures of earlier theories as possible have
to be preserved.

The suggestion for future research by the synthetic view is also different from that made
by the unilinear view. According to the unilinear view, the existing successful theory must
be taken as a model for future development. Yet on the synthetic view, scientists should be
advised to keep their minds open to all kinds of possibilities, since a new synthesis beyond
the existing conceptual framework is always possible. Looking at the future development
of field theory from such a perspective, it is quite possible that its future does not
exclusively rely on the researches within the gauge field programme but also on the use
of the results produced by S-matrix theory, whose underlying ideas, such as those of
ontology and the nature of forces, are radically different from those of the field programme.

Notes

1 See Zilsel (1942).
2 See, for example, Gross (1992) and Weinberg (1992).
3 See Cantor and Hodge (1981).
4 See Strawson (1950).
5 The above interpretation of the ontological status of energy will play an important role in the
discussion of Chapter 7.

6 See, for example, Redhead (1983).
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7 For the ontological primacy of the gravitational fields over spacetime points, some arguments will
be given in Section 4.2.

8 In some non-linear field theories, such as the theory of solitary waves, this distinction is blurred.
Then impenetrability becomes the most important criterion for individuality.

9 It happened first in Lorentz’s theory of the electron in which the ether had no mechanical
properties and was synonymous with the absolute rest space, and then in Einstein’s special theory
of relativity in which the concept of an ether was simply removed from its theoretical structure.

10 The argument was stimulated by Schlick’s work in 1915. See F. O. Engler and J. Renn (2013).
11 The residue of the particle ontology of the hole theory in the conception of the vacuum state was

removed through some technical developments (Furry and Oppenheimer, 1934; Pauli and
Weisskopf, 1934) and reconceptualization (see Sections 7.4 and 7.6; Schwinger, 1948b).

12 The propagation of virtual particles is only a metaphor, because no definite spatial trajectory of an
identifiable virtual particle can be traced out. The ontological status of virtual particles is a
difficult question. Some preliminary discussion can be found in Brown and Harré (1988). The
difficulty in conceptualizing the propagation of virtual particles is covered up by Feynman with
his path-integral formulation (see Feynman and Hibbs, 1965).
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2

The Rise of Classical Field Theory

Although the developments that I plan to explore began with Einstein’s general theory of
relativity (GTR), without a proper historical perspective, it would be very difficult to grasp
the internal dynamics of GTR and subsequent developments as further stages of a field
programme. Such a perspective can be suitably furnished with an adequate account of the
rise of the field programme itself. The purpose of this chapter is to provide such an account,
in which major motivations and underlying assumptions of the developments that led to the
rise of the field programme are briefly outlined.1

2.1 Physical Actions in a Mechanical Framework

As we mentioned in Chapter 1, two intellectual trends, the mechanization and
mathematization of the world that occurred in the early modern period, effectively
changed people’s conceptions of reality and causality. According to mechanical philoso-
phers, such as Descartes and Boyle, the physical world was nothing but matter in motion.
According to the Neoplatonists, such as Kepler and Henry More, the physical world was
mathematical in its structure. As a synthesis of the two, the inner reality of the physical
world appeared as merely material bodies with their motions governed by mathematical
laws. Here, matter can take either the form of plenum, as in the case of Descartes, or the
form of corpuscles, as in the case of Gassendi, Boyle, and Newton. The difference
between the two mechanical systems led to different understandings of physical action,
as we shall see in a moment.

The mechanization of the world also implied that the true nature of phenomena, the
essence and cause of all changes and effects, can be found in the motion of material bodies
in space. For example, Boyle argued that the essence of color was nothing but the
displacement of molecules. But Kepler, inspired by Neoplatonism, maintained that
the cause of phenomena, the reason “why they are as they are,” lay in the underlying
mathematical structures; whatever was true mathematically must be true in reality. The
difference in the conception of causality, namely, the efficient cause versus the formal
cause, also led to different understandings of physical action, which, as we shall see, were
intertwined with different understandings stemming from different mechanical systems.

21
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An issue central to our interests is how to explain physical actions – such as gravity,
electricity, and magnetism – that are transmitted apparently at a distance. In the Cartesian
system, since there was no empty space, the apparent action at a distance had to be
mediated by some subtle forms of matter, some ethereal substances, such as fire, air, and
various effluvia through impact or pressure. A typical example of this kind of mechanical
explanation was Descartes’s theory of magnetism. According to Descartes, the effluvia of
subtle matter circulated through the body of a magnet and the surrounding space in a closed
loop. Since the flux of the effluvia rarefied the air between magnet and iron, they were
forced together by the pressure of the external air. In this way, Descartes reduced the
magnetic action, which was apparently transmitted across a distance, to a contact action
caused by the motion of material particles.

In an atomistic system where atoms were separated by void space, it was still possible,
as argued by Boyle, to explain apparent action at a distance by contact action, in terms of
local motion of some mediating substances with impact or pressure receiving from and
exerting upon bodies that acted upon one another. But the admittance of the void space
entailed, logically, the possibility of accepting action at a distance as a reality. In history,
the notion of action at a distance was widely accepted mainly because Newton’s theory
of gravity enjoyed empirical successes in astronomy, while Descartes’s vortex theory of
gravity, based on the concept of contact action, failed, as was soon realized by Huygens.
The difficulties in explaining such physical phenomena as cohesion, elasticity, and mag-
netism in terms of ultimate action by contact also helped its acceptance.

But another important factor that also contributed to its wide acceptance was the formal
conception of causality fostered by the Neoplatonists. According to this conception, if
certain phenomena could be subsumed under certain mathematical laws of force, then they
were explained, and thus were intelligible and real. Hence, the equation of Newton’s
second law of motion, F = ma, seemed to have established a causal relation, namely, force
is the cause of a body’s acceleration. Since the mathematical law was regarded as the true
cause of the phenomena, there was no need to search for the agent of force. Some of
Newton’s disciples and successors – particularly the British empiricist philosophers Locke,
Berkeley, and Hume – took this conception very seriously. Newton himself, deep inside,
felt that the ability of bodies to act where they were not was unintelligible, although
sometimes he was also inclined to take this formal conception of causality as a refuge.

The notion of action at a distance was criticized by Leibniz. By appealing to a
metaphysical principle of continuity, according to which causes and effects were continu-
ously connected to one another, Leibniz rejected the idea of corpuscles moving in a void
space, because it meant discontinuous changes of densities of bodies at their boundaries.
For him, a body never moved naturally except when touched and pushed by another body,
and the occult quality of attraction could only happen in an explicable manner by the
impulsion of subtle bodies.

Leibniz’s criticism of action at a distance was rejected by Roger Boscovich, who based
his rejection, ironically, also on the principle of continuity. If the ultimate particles of
matter were finite, Boscovich argued, there would be a discontinuous change of densities at
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their boundaries, and if they came into contact, their velocities would change discontinu-
ously and an infinite force would be required. Without invoking an infinite regression of
elastic parts, Boscovich concluded that the primary elements of matter must be simple
points of no extent, with the capacity to exert forces on one another with magnitudes
depending on their mutual distances. That is, the impact of bodies must ultimately involve
forces at a distance, which can be represented by a continuous function of the distance
between particles.

How to interpret Boscovich’s force function is an interesting question. Is it only an
abstract relation? Or should we take it as representing a continuous reality? If it is only a
relation, then how can it be transformed into an entity so that it can propagate independ-
ently through space? If it represents a continuous reality, then what is its nature and
constitution and how can we depict the transmission of action through this continuous
medium? These questions are interesting, not only because of the intrinsic merits of
Boscovich’s ideas (replacing extended particles by mathematical points having mechanical
properties and taking force as a quasientity existing somehow independently of material
particles) but also because of their impact on later philosophers and physicists, such as
Kant and Faraday. As to Boscovich himself, he was well in the positivist tradition of
mathematical physics. He defined force solely in terms of a mathematical function describ-
ing the change of motion, without any intention of examining the ultimate nature of force.
For Boscovich, as for Newton, force did not denote any particular mode of action, nor any
mysterious quality, but only the propensity of masses to approach and recede.

2.2 The Continuous Medium

Although the formal conception of causality, which had its roots in Neoplatonism, was
reinforced by the new philosophical trends of empiricism and positivism, the search for an
efficient cause of the apparent actions at a distance persisted. This search had its roots in the
mechanical world view. Ultimately, mechanical explanation required identifying perman-
ent substances that underlay mechanisms, with which the cause was effectively transmit-
ted, step by step, to the effect. A good example of this irresistible urge can be found in
Newton’s speculation on the ether.

The idea of an ether had a long history, and Newton was not the initiator. It was so
central to the mechanical world view that from the early rise of mechanical philosophy, it
had become quite popular in the literature. The reason for this was that an ethereal
substance could provide a medium for transmitting motion across a distance and, more
importantly, a variety of ethereal fluids possessing nonmechanical qualities could be
deployed for explaining various nonmechanical phenomena, such as cohesion, heat, light,
electricity, magnetism, and gravitation. For example, Descartes and his followers had
proposed several effluvia for explaining optical, electric, and magnetic phenomena.

As subtle media for transmitting actions or mediating agents for nonmechanical effects,
various ethereal substances (such as the optical and gravitational ether, electric, magnetic,
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and caloric fluids, fire and phlogiston, the changes in whose distribution or states would
lead to observable changes in ordinary bodies) were supposed to be of a different nature
from mechanism: They were rare, invisible, and intangible, capable of penetrating gross
bodies and permeating all space. By appealing to such a notion of the ether, Newton tried
to give a causal explanation of gravity. Without invoking the Cartesian concept of pressure
and impact exerted by contiguous particles, Newton interpreted gravitation as the effect of
forces of repulsion exerted by the particles of a rarefied medium, dispersed unevenly in the
gravitating bodies and throughout the void space, and operating on ponderable bodies by
repulsive forces.

Newton took the ether as the cause of gravity and the agency of attraction and derived
his idea of an ether from the analogy of nature: Just like the light rays, Newton thought that
the ethereal fluids were also formed of hard and impenetrable particles. But whereas bodies
could move and float in the ether without resistance, the ether particles, as the constituents
of a subtle form of matter, were supposed to be much rarer, subtler, and more elastic,
having no vis inertiae and acting by laws other than those of contact action. However, these
specific features do not qualify Newton’s ether as nonmechanical because it was still
constituted of material particles. Moreover, the action at a distance of gravity was only
replaced by repulsive forces that also acted at a distance separating the ether particles.

Nevertheless, there was an important feature in Newton’s ether that signaled a departure
from mechanical philosophy. That is, although consisting of material particles, which were
inert in their nature, Newton’s ether possessed repulsive forces that were active and could
not be reduced to inertia. Thus, as an active agent of gravity, or more generally, as an active
substance, Newton’s ether, as realized by Kant, was the metaphysical principle of the
constitution of forces.

The idea of an ether as an active substance, which was buried in Newton’s speculative
writings, was articulated more clearly by Leibniz. For Leibniz, the whole world, ordinary
bodies as well as rays of light, contained thin fluids, the subtle matter. Even space was not
devoid of some subtle matter, effluvia, or immaterial substance. All these ultimately were
constituted by a force plenum. The force plenum was an active substance because force as
the cause of motion embodied activity. Thus, for Leibniz, nature’s dynamism was innate in
the force plenum, and all particulars were aspects of one dynamic unity. As suggested by
Peter Heimann and J. E. McGuire,2 in the developments from Descartes through Boyle,
Newton, Leibniz, and later scientists, we find a decline of inert extension and a rise of
active forces in the ontology of substance. That is why I take activity as part of the
definition of substance in modern science.

However, a profound difficulty, which we have already encountered in Newton’s ether,
is that any continuous medium, whether active or not, if it consists of material particles,
cannot provide an ontological basis for an alternative mode of transmitting actions to the
mode of action at a distance. The reason, as pointed out by Kant, is that every particle with
a sharp boundary always acts upon something outside itself, and thus acts where it is not.
Thus, a real alternative to action at a distance requires a new conception of continuous
medium.

24 The Rise of Classical Field Theory
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Except for some speculations about force plenum, fire, or effluvia, a scientifically
important proposal for such a conception did not occur until Thomas Young’s wave theory
of light in 1802, in which an elastic fluid was proposed as the medium for a new mode of
transmission of action across a distance: a step-by-step transmission by the undulatory
motions of the fluid. This luminiferous ether soon took the form of elastic solid in Fresnel’s
formulation of 1816.

At first, the luminiferous ether was still conceived as consisting of point-centers of force
or particles and forces acting between them (Navier, 1821; Cauchy, 1828), and the
continuous transmission of action was thus reduced to the action among the contiguous
centers or particles. Thus action at a distance was not replaced by a real alternative, since
Kant’s argument applies here, but was only to be transferred to a lower level.

The concept of a really continuous and deformable medium, not consisting of dimen-
sionless points or extended but rigid bodies with sharp boundaries, was developed in the
1840s by George Stokes and William Thomson in their mathematical studies of the
luminiferous ether. In their new conception of a continuous medium, the action between
the infinitesimal portions of the medium, into which we might conceive the medium to be
divided, was transmitted by a redistribution of strain, not of parts, through the whole
medium, and the notion of force was replaced by that of pressure and stress acting over
infinitesimal portions of the medium. What characterizes their mathematical studies of
continuous media is that these were purely formal procedures to calculate the changes of
infinitesimal portions of the continuous medium, without any reference to the hidden
connection of the medium system. A concept crucial to their studies was that of the
potential, previously developed by Laplace, Poisson, and Green, which was intimately
connected with transmitting action in a continuous medium.

Originally, a potential in Laplace’s theory of gravitation, or in Poisson’s electrostatics
for that matter, was not defined as an actual physical property of the space, but only a
potential property: A force would be exerted at a point in a space if a test mass (or charge)
were introduced into the space at that point. That is, the gravitational (or electrostatic)
potential had no property except the potentiality for exerting an attractive force on masses
(charges) introduced into the space where the potential was defined. There were two ways
of treating the potential. If treated with an integral formulation, in which all actions
between particles at a distance were integrated, a potential exhibited no continuous
transmission of action through a physically continuous medium but was used only as an
ad hoc device, with which the force at every point of a space could be defined as the
resultant of sources acting at a distance. Then the concept of a potential seemed to be
irrelevant to the study of continuous media.

But a potential was also a quantity satisfying a certain partial differential equation. Since
the differential laws, first invented by Newton, related immediately adjacent states of a
system, they entered physics well suited to expressing the action exerted between contigu-
ous portions of a continuous medium and, in the case of partial differential equations, to
representing the evolution of a continuous system. More specifically, in the differential
equation r2V ¼ 4πρ, the second derivative of a potential V in the neighborhood of any
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point was only related to the density at that point in a certain manner, and no relation was
expressed between the value of the potential at that point and the value of ρ at any point at a
finite distance from it. Thus formulated, the notion of the potential could be transformed
into the notion of the continuous medium with physical reality. This continuous medium
would provide a physical basis for an alternative mode of transmitting action, both for
action at a distance and for action by contact. In this mode, each point of the medium was
characterized by certain mathematical functions representing physical quantities, such as
energy, presented there, and the apparent action at a distance was explained by the changes
in the states of stress in the medium.

Turning the continuous potential into such a physically continuous medium was in
harmony with the aim of searching for efficient causes of the apparent actions at a distance.
But how could it be possible to take a mathematical device that was supposed to be
continuous as a representation of a physical medium if the medium actually was discon-
tinuous? One possibility is to take the discontinuity as being smoothed out in a physical
process. Although physically imaginable, metaphysically it is unsatisfying. It also misses
the point that there exists a mathematical model that is able to deal with action in a strictly
continuous medium, and in which the principle of continuity is satisfied.

Some mathematical physicists in the 1840s treated the problem in a different manner.
Stokes, for example, took the continuity, or fluidity, or elasticity for that matter, not as a
macroscopic effect of constituent particles, but as a condition that attained perfection only
in a perfectly continuous substance. He also took the motion of ordinary continuous
medium as determinable from the equations of perfectly continuous substance. Here we
find a juncture at which the Neoplatonist conception of reality, “whatever is true math-
ematically is true in reality,” came into play and helped mathematical physicists to shape
their novel conception of a continuous substance. Conceptually, this move had profound
consequences for the development of field theory.

2.3 The Mechanical Ether Field Theory

The rise of field theory in the 19th century was the result of several parallel developments.
Most important among them were, first, the success of the wave theory of light, mainly due
to the work of Young and Fresnel, which assumed an elastic luminiferous ether as an
ontological basis for explaining optical phenomena, and second, the investigations of
electricity and magnetism, started by Faraday and elaborated by Thomson, Maxwell, and
many other physicists, which led to a recognition that the luminiferous ether might also be
the seat of electromagnetic phenomena and thus play an explanatory role in the theory of
electromagnetism, similar to its role in the wave theory of light.

The electric and magnetic phenomena can be quite successfully described within
the framework of action at a distance. Earlier examples, before the work by Faraday and
Maxwell, can be found in the formulations of the French physicists Coulomb, Poisson, and
Ampère; later cases can be found in the formulations of the German physicists Weber
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and Helmholtz. Thus, the motivation for developing a different framework was mainly that
of explanation rather than description. That is, the purpose was to find the underlying cause
of the apparently distant actions, and to explain them in terms of transmission of action in a
continuous medium.

But such an attempt had existed in the history of physics for a long time, certainly much
earlier than Faraday and Maxwell coming onto the stage. If we take the concept of the field
as signifying a region of space considered, with respect to the potential behavior of test
bodies moved about in it, as an agent for transmitting actions or as a medium whose local
pressure and stress was the cause of the behavior of the test bodies, then, as pointed out by
John Heilbron (1981), the electricians of the 1780s already had this concept, though not
the word.

However, the concept of the field developed in the 18th century and the early
19th century was essentially an ad hoc device rather than a representation of physical
reality. The reason was obvious: The field was conceived only as the field of a body’s action
without other properties, and thus had no independent existence. Taking this into consider-
ation, we find that the novelty of the developments initiated by Faraday lay in transforming
the ad hoc device into a representation of physical reality, by arguing and demonstrating
that the medium had other properties in addition to that related with a body’s potential
behavior. Most important among the additional properties were continuity and energy.

The concept of the electromagnetic field as a new type of continuous medium was first
derived from the analogies with fluid flow and, in particular, with elastic media. In 1844,
Faraday modified Boscovich’s hypothesis of material particles being point-centers of
converging lines of force, and suggested that the electric and magnetic actions between
neighboring particles were transmitted not at a distance but through lines of force. He
further suggested that the electric and magnetic phenomena could be characterized by these
lines of force, whose directions represented the directions of the forces. In contrast with, for
example, Poisson’s idea of the potential, Faraday’s modification of Boscovich’s idea
appeared to be the first conception of a field theory of electromagnetism: While Poisson’s
potential was completely determined by the arrangement of the particles and charges, and
thus could be eliminated from the description of electromagnetism, Faraday proposed an
independent existence for continuous lines of forces, through which the electromagnetic
forces could be continuously transmitted.

At first, Faraday argued against identifying these abstract lines of force with some
space-filling elastic media, such as the luminiferous ether consisting of subtle particles.
However, influenced by Thomson, who took the luminiferous ether seriously, Faraday
adopted a more sympathetic attitude toward the idea of an ether. He was willing to regard
magnetic force as a function of the ether, although he admitted that he had no clear idea
about the actual physical process by which the lines existed and transmitted the actions. For
some time, Faraday was not quite sure about the ontological status of the lines of force:
They may be a mental representation of the intensity and direction of the force at a point or
a kind of physical reality, either as a “state of mere space” or as a state of a substantial,
though not ponderable, medium which “we may call ether” (Faraday, 1844).
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For the continuous lines of force to be a physical reality, Faraday proposed four criteria:
they had to (i) be modified by the presence of matter in the intervening space; (ii) be
independent of the bodies on which they terminate; (iii) be propagated in time; and
(iv) exhibit a limited capability of action, which amounted to assuming energy being
seated in the intervening space. The last criterion was a necessary condition for the
continuity and reality of the lines of force or of the field as it was called later. It is not
difficult to see that if the continuity of motion was assumed, the field had to possess some
energy: If a particle were placed in the intervening space at a point previously empty of
matter, it might acquire certain kinetic energy, and this energy had to come from the
surrounding space; otherwise, the conservation of energy would be violated. (If action
were propagated between bodies in a finite time, and if its energy were not present in the
intervening space in the interval, it would not be conserved during that interval.) All these
criteria would guide later transformation of the concept of the field from an ad hoc device
to a representation of physical reality by Thomson, and particularly by Maxwell.

Maxwell would not have been able to proceed without Thomson’s pioneering work. By
mathematical analogy, Thomson suggested a formal equivalence, first, in 1845, between
electromagnetic phenomena and Fourier’s work on heat conduction, and then, in 1847,
between electrostatics and electromagnetism, on the one hand, and the equilibrium condi-
tions of an elastic solid, on the other. He used Stokes’ solutions to the general equation of
equilibrium of an elastic solid for the case of pure strain to represent electrostatic action,
and solutions for the case of pure rotation to represent electromagnetic action. In 1849 and
1850, Thomson applied this line of reasoning more systematically and argued that a theory
of magnetism could be developed by investigating continuous distributions of magnetic
material which he called the field.

At first, Thomson did not specify the details of the field, only suggesting, on the basis of
Faraday’s discovery of magneto-optical rotation, that the lines of magnetic force could be
identified with the luminiferous ether, a rotational and elastic continuous medium. From
this idea of a mechanical ether, Thomson proposed several theories in which the ether was
a dynamic substance, underlying the unity of nature and differentiating itself into various
particulars of nature. From the 1850s, Thomson began to be interested in speculating
about the hidden machinery represented by his mathematical results. In 1856, he gave a
mechanical representation of his formal results of 1847. Knowing about Helmholtz’s work
of 1858 on vortex motion, which showed that a certain vortex motion would have a kind of
permanence, Thomson argued that, on the assumption that the ether was a perfect fluid
throughout space, these permanent vertex rings of the fluid could be identified as ordinary
atoms. This was the first model connecting the discrete atom with a continuous plenum,
explaining matter by the ether and avoiding particles acting at a distance or by contact.

Thomson’s ideas about the ether were extremely influential in the second half of the
19th century. However, all the models he proposed were mechanical in character.
Although he greatly helped Maxwell with his work on the continuous medium and
the potential, Thomson himself did not properly understand Maxwell’s theory of the
electromagnetic field. In 1884, he claimed:
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I never satisfy myself until I can make a mechanical model of a thing. If I can make a mechanical
model I can understand it. As long as I cannot make a mechanical model all the way through I cannot
understand: and that is why I cannot get the electromagnetic theory.

(Thomson, 1884)

Starting with Thomson’s mathematical analogy, Maxwell went beyond it and into a
physical analogy. From the similarity between electromagnetic and continuous phenom-
ena, he argued that electric and magnetic forces must involve actions through a continuous
medium. To develop his theory of the electromagnetic field, Maxwell translated the
solutions of formally equivalent problems in the mechanics of a continuous medium and
potential theory into the language of electricity and magnetism. From the resultant wave
equations, Maxwell inferred that “light consists in the transverse undulations of the same
medium which is the cause of electric and magnetic phenomena” (1861–1862). However,
this identification of the magneto-electric and luminiferous media was not yet an electro-
magnetic field theory of light, for the “transverse undulations” that constituted the light
waves were not given any definite interpretation in terms of electromagnetic variables.
What Maxwell had accomplished was not a reduction of light to electricity and magnetism
but rather a reduction of both to the mechanics of a single ether.

Maxwell’s idea of an ether, like Thomson’s, was also completely mechanical in
character. In his “On physical lines of force” of 1861–1862, Maxwell successfully
embodied Faraday’s idea of continuous transmission of force across a distance in terms
of a limiting case of a chain of material particles within a mechanical model. Soon
afterwards, beginning in 1864, Maxwell retreated from this kind of specific account of
the mechanical ether. His 1864 paper “A dynamical theory of the electromagnetic field”
was a turning point for his transition from designing specific models to adopting an abstract
and generalized dynamic (Lagrangian) approach. To avoid any unwarrantable assumption
concerning the specific mechanism of the ether, and still maintain his commitment to the
mechanical world view, Maxwell derived his famous wave equations by using the
Lagrangian variational principle (1873). He felt that this dynamical theory was mechanical
because Newtonian mechanics can be reformulated by using the Lagrangian formalism.

In a sense, Maxwell was right. His interpretation of the laws he discovered was
mechanical because his ether was a Newtonian dynamical system. There can be non-
mechanical interpretations of his laws if the underlying dynamical system is taken to be
non-Newtonian. But Maxwell was not ready for such a radical revision of the concept of
the field. He gave a mathematical formulation of the field-theoretical conception of electric
and magnetic action. But he did not fully articulate his concept of the field, because his
field was only conceived as a state of an unknown dynamical system, the ether. When he
was specific, his ether appeared as a limit of a dielectric of polarized particles. As a state of
such a mechanical substance, the field did not have an ontologically independent status,
neither in the sense of being irreducible nor in the sense of being coequal with matter.

It is often claimed that one of Maxwell’s most important contributions to field theory
was that he established the reality of the field energy with his wave equations. It is true that
he had indeed said that “in speaking of the energy of the field, however, I wish to be
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understood literally.” It is also true that the solutions of his equations showed the time
delay in transmitting the electromagnetic actions, which implied that some physical
processes must be taking place in the intervening space. Thus, what Faraday’s lines of
force represented were something really existing in this intervening space. But does this
mean that Maxwell took the field as an ontologically independent physical reality that
carries energy transmitted from one body to another? Far from it. With respect to what was
propagating, Maxwell said:

We are unable to conceive of propagation in time, except either as the flight of a material substance
through space, or as the propagation of a condition of motion or stress in a medium already existing
in space.

(1873)

With respect to where the energy resided, he said:

How are we to conceive this energy as existing in a point of space, coinciding neither with the one
particle nor with the other? In fact, whenever energy is transmitted from one body to another in time,
there must be a medium or substance in which the energy exists after it leaves one body and before it
reaches the other.

(1873)

The purpose of this argument was to show that a medium in which the propagation took
place and the energy resided was indispensable. Thus, what Maxwell’s famous “energy
arguments” established was not the reality of the energy of the field but rather the reality of
the energy of the ether.

Maxwell left no room for doubt that his conception of a mechanical medium as the seat
of the field was incompatible with another understanding of the field, which “is supposed
to be projected from one particle to another, in a manner quite independent of a mechanical
medium” (Maxwell, 1873). What Maxwell’s arguments were directed against was Carl
Neumann’s view of the field, which was proposed in his theory of potential energy in 1868.
Neumann’s conception of the field went beyond the framework of a mechanical ether field
and was well in the tradition of the concept of the force–energy field.

Neumann was not the first to contribute to the formation of the concept of the force–
energy field in German physics. Although German physics in the 19th century generally
favored the concept of action at a distance, there was a profound intellectual tradition in
Germany which in its spirit was in favor of a field theory. What I mean here is the
Leibnizian–Kantian tradition of rationalist metaphysics, which was influential among
19th century German intelligentsia through the natural philosophy of Schelling and Hegel.

From the principle of unity of substance and activity, Leibniz derived his concept of
substance as an intensive continuum of force. This substance was a dynamic plenum, rather
than an extensive plenum of matter, which pervaded the whole universe, underlay the unity
of nature, and differentiated itself into the varied particulars of nature. Similarly, Kant wrote:

The elementary system of the moving forces of matter depends upon the existence of a substance
(the primordially originating force) which is the basis of all moving forces of matter . . .. There exists
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a universally distributed all penetrating matter within the space it occupies or fills through repulsion,
which agitates itself uniformly in all its parts and endlessly persists in this motion.3

The above ideas emerged repeatedly in German physics. For example, Julius Mayer
maintained the notion of a metaphysical force substance which was independent of matter
but still had the same reality status as matter. To describe both light and heat transmitted
through space, Mayer required not only a material ether to carry light waves, but also an
independently transmitted and apparently immaterial force of heat. Mayer’s view of a
space-filling force field was resurrected in the new trend of energeticism, in which energy
was taken to be the basis of all reality, in the last decade of the 19th century.

Another stimulus to the development of field theory in Germany came from Gauss’s
speculation (1845) that there must be some forces which would cause the electric actions to be
propagated between the charges with a finite velocity. His pupil Bernhard Riemann, earlier
than Neumann, made some efforts to develop mathematical expressions for the propagation of
the potentials in time. Initially, Riemann (1853) attempted to analyze the processes of
gravitation and light in terms of the resistance of a homogeneous ether to change of volume
(gravitation) and shape (light). He reasoned that gravitation might consist of a continuous flow
of an imponderable space-filling ether into ponderable atoms, which would depend on the
pressure of the ether immediately surrounding the ponderable atoms, and the pressure in turn
would depend on the velocity of the ether. Thus, no action at a distance would exist. Riemann
conjectured that the same ether would also serve to propagate the oscillations that were
perceived as light and heat. A serious problem with Riemann’s speculations concerned the
possible ways in which a new ether could be continuously created.

A few years before Maxwell established his electrodynamics, Riemann’s more
sophisticated unified ether field theory took shape. Riemann assumed that the cause of
both motion and change of motion of a body at any point should be sought in “the form of
motion of a substance spread continuously through the entire infinite space” (1858).
He called this space-filling substance the ether, and proposed certain motions of a homo-
geneous ether which could reproduce the partial differential equations of gravitation and
light propagation. The first of the equations was a continuity equation about the flux of
the ether. The second equation was a wave equation for transverse oscillations in velocity
W (not oscillation in displacement) propagating at the speed of light. The combination of
the two motions for gravity and light produced a well-behaved velocity function, which
confirmed the possibility of unifying the two processes.

In a paper presented to the Göttingen Society of Science in 1858, Riemann proposed an
electromagnetic theory of light:

I have found that the electrodynamic effects of galvanic current may be explained if one assumes the
action of one electrical mass on the rest does not occur instantaneously but propagates to them with a
constant velocity (equal to the velocity of light c within the limits of observational error). The
differential equation for the propagation of electrical force, according to this assumption, will be the
same as that for the propagation of light and radiant heat.

(Published in 1867posthumously)
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With the help of the concept of “variations of density in the ether,” Riemann proposed
replacing Poisson’s equation for the electrostatic potentialr2V þ 4πρ ¼ 0 by the equation

r2V � 1=c2∂2V=∂t2 þ 4πρ ¼ 0, according to which the changes of potential would be
propagated outward from the charges with a velocity c (1861a). Thus, he found it possible
to incorporate electricity and electromagnetism into his programme of unifying the phys-
ical sciences.

In characterizing Riemann’s unification programme, we find that Riemann sought to
replace discrete forces acting at a distance with continuous retarded actions between
neighboring elements in the ether, with states and processes in the ether. In this way he
provided forces with an ontological basis and made the states of the ether and their
variations the reality of force. This was a shift of considerable importance for the
concept of energy, because the forces in this scheme can be understood as potential
energy when forces were spread throughout space with the variations of the ether’s
states. Riemann’s programme was also dynamic in character. He maintained that “the
laws of ether motion must be assumed for the explanation of phenomena,” and the
foundation for the dynamics of the ether was the principle of continuity of motion and
the maximum–minimum condition on the potential (1858). These ideas were similar to
those of the dynamical theories of Thomson, Maxwell, and, some time later, of
Fitzgerald, Lodge, and Larmor.

Riemann’s idea of an ether as a means of spreading forces in space transformed force
into energy states of the ether, and thus reinforced a more general recognition of energy as
an independent and conserved entity, as in the work of Neumann. To describe the apparent
force acting at a distance between particles of Weber’s electric ether, Neumann developed
Riemann’s earlier theory of propagated forces and retarded potentials in a new way. In a
paper presented to the Göttingen Society of Science (1868), Neumann considered “poten-
tial [energy] as primary, as the characteristic motive power, while conceiving force as
secondary, as the form in which that power manifests itself.” He then demonstrated that a
potential propagating with the velocity of light would entail all of the known laws of
electromagnetic action. In this way, he made Weber’s ether largely superfluous for the
description of the propagation of light. Although he might have had in mind a material
basis (such as an ether field) for propagating his potential, he made no reference to it and
thereby undermined the necessity of such a material foundation for a force–energy field.

By ignoring the unobservable ether, taking potential energy as fundamental and propa-
gating through space, Neumann gave to it the independent status of an energy field,
somewhat similar to Mayer’s space-filling force field. So with good reasons, the later
energeticists looked back to Neumann as well as to Mayer as pioneers of their viewpoint.

Now we can see what the point at issue was in the disagreement between Maxwell and
Neumann: Could there be an ontologically irreducible physical substance that was different
from material substance and was responsible for continuously transmitting the electromag-
netic action? Adhering to the mechanical conception of substance, Maxwell, in his
criticism of Neumann, denied this possibility and thus failed in this respect to contribute
to the new understanding of the nature of the electromagnetic field.
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The dominance of Maxwell’s, and particularly Thomson’s, mechanical view of the
ether as a universal substratum in the thinking of British physicists soon led to the rise of a
mechanical world view. Previously, there were electric particles of two kinds, bearing
specific forces; magnetic particles of two kinds with their specific forces; and heat particles
and light particles. As a result of the works of Thomson and Maxwell, however, this
variety of particles and forces soon disappeared from the literature, giving way to a variety
of motions in the ether: The phenomena of electricity and magnetism were explained as the
motions and strains of the ether; heat was also viewed as nothing but patterns of motion in
the ether. The underlying assumption was that all natural phenomena should be explainable
by the dynamics of the universal ethereal substratum.

Ironically, however, the later developments of British physics following Maxwell’s
dynamical theory of the electromagnetic field of 1864 can be characterized as a process of
demechanization and incorporation of the German, especially the Leibnizian, ideas of a
nonmechanical but primordial substance. For example, W. K. Clifford was influenced by
Riemann. Heinrich Hertz was influential in Britain after his discovery of electromagnetic
waves, which made him and the general public believe in the reality of the field. In
addition, Leibniz’s idea of a primordial substance can be found in almost every British
physicist’s work, including those of Thomson and Larmor.

Echoing Thomson’s dynamical programme of a universal ether, that the whole physical
world was emergent from the vortex motion of the ether, Lodge said:

One continuous substance filling all space: which can vibrate as light; which can be sheared
into positive and negative electricity; which in whirls constitutes matter; and which transmits by
continuity, and not by impact, every action and reaction of which matter is capable. This is the
modern view of the ether and its functions.

(1883)

However, Lodge maintained that “the properties of ether must be somewhat different from
that of ordinary matter.” Thus he hinted at the nonmechanical nature of the ether.

Fitzgerald, who was concerned with the ether theory through the 1880s and 1890s, also
held the view that “all of nature was to be reduced to motions in the universal plenum”
(1885). According to Fitzgerald, there were two kinds of vortex motion. First, there were
localized vortex atoms that constituted matter. Second, there were vortex filaments strung
out throughout the universal fluid, and conferring on the fluid as a whole the characteristic
properties of ether – its being the bearer of light and various forces. That is, both matter and
ether were emergent from the universal plenum as a result of its satisfying exactly
MacCullagh’s system of dynamical assumptions, which, as Stokes pointed out, appeared
to be unrealizable by any material dynamical system.4 Here, we find another hint of a
nonmechanical ether.

Larmor was the last of the great British ether theorists. He synthesized the works of his
predecessors and carried the existing trends to their logical conclusion. This synthesis was
achieved in the context of a dynamical programme that represented the extreme develop-
ment of the traditional mechanical ether theory, and thus paved the way for going beyond
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it. Here the dynamical programme means the Lagrangian formulation. Traditionally, in the
Lagrangian approach to the ether theory, the abstract treatment would be followed, sooner
or later, by an attempt to give a specific account of the hidden machinery that gave rise to
the effects abstractly treated by the Lagrangian formalism – either in a realistic way or at
least by means of an illustrative model. But Larmor suggested that

the concrete model is rather of the nature of illustration and explanation, by comparison of the
intangible primordial medium with other dynamical systems of which we can directly observe the
phenomena.

(1894)

Thus, a crucial change in outlook was brought about by having the tail wag the dog:
whereas the abstract Lagrangian approach had previously been regarded as a step toward
the ultimate theory, which would display the ether as a specific mechanical system, now
the abstract theory was in Larmor’s view to be regarded as the final and ultimate theory,
while specific models were significant only for heuristic or pedagogical reasons.

Larmor soon went even further in relinquishing the fundamental tenets of the British
ether theory. In 1894, he gave up the vortex atom as the basis of mechanical matter. In
1900, he claimed that “matter may be and likely is a structure in the ether, but certainly
ether is not a structure of the matter,” thus parting company with the material ether tradition
of Thomson. “Chiefly under the influence of Larmor,” commented E. T. Whittaker (1951),
“by the close of the century, it came to be generally recognized that the ether is an
immaterial medium, not composed of identifiable elements having definite locations in
absolute space.”

This recognition helped physicists to take the idea of an energy field more seriously.
The convertibility and conservation of various forms of energy indicated that energy
embodied the unity of all natural power. Thus, an energy field seemed to be a suitable
candidate for the universal substratum. Although the foundation of the conservation of
energy was still conceived to be mechanical energy, the nonmechanical implications of an
energy field made the penetration of this conception into physicists’ consciousness a
necessary step for the transition from the conception of a mechanical ether field to a
conception of an independent nonmechanical electromagnetic field.

2.4 The Electromagnetic Field Theory

In the mechanical ether field theory, the electromagnetic field was more than an intellectual
device for explaining apparent actions at a distance in terms of a continuous medium
transmitting local actions. Rather, because the electromagnetic field possessed some
properties other than those associated only with the transmission of actions (most import-
ant among them were energy and the property that the transmission of action through the
field had the velocity of light and took time), the electromagnetic field could be conceived
to be a representation of physical reality. However, since the electromagnetic field was
conceived by the British physicists only as a state of the mechanical ether, rather than an
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independent object, I have called their theory the mechanical ether field theory instead of
electromagnetic field theory.

Aside from continuity, the distinction between the ether and ordinary matter was
quite vague. This was particularly so in the unified ether theory of matter of Thomson
and Larmor, in which the material particles were conceived either as smoke rings or
vortical atoms in the plenum, as suggested by magneto-optical rotation, or as centers of
rotational strains in the elastic ether. Since both the ether and ordinary matter were
characterized by mechanical terms, there was no clear-cut distinction between the two.
Of course, the electromagnetic field obeyed Maxwell’s equations, while the material
particles obeyed Newton’s laws of motion. Yet, since the electromagnetic field was only
a state of the mechanical ether that was supposed to obey Newton’s laws, it was always
assumed by the ether theorists that the electromagnetic laws could be reduced to the
mechanical laws although the failure to design a convincing mechanical model had
postponed the task of reduction for the future. Moreover, since the relation between
charge and ordinary matter was out of the scope of the ether field theory, the interactions
between ordinary matter and the ether could only be dealt with in mechanical rather
than electromagnetic terms. This further disqualifies the theory as an electromagnetic
field theory.

The dynamical approach to electromagnetism, which was developed by the British
physicists from Maxwell to Larmor and by Hertz and Lorentz on the Continent, and in
which no mechanical details about the ether were postulated, was crucial for the rise of the
electromagnetic field theory. Hertz, for example, was still committed to the idea of a
mechanical ether, which could be represented in terms of the motion of hidden masses, and
whose parts were connected by a mechanical structure. However, since Hertz detached the
equations from any specific mechanical interpretation, and thus completely separated the
mathematical formalism from its representation by mechanical models, his axiomatic
approach fostered the development of the idea that the electromagnetic field had no
mechanical properties.

A crucial step in developing an electromagnetic field theory was taken by Lorentz. In
contrast with the British physicists who were interested in the mechanical constitution of
the ether underlying the electromagnetic field, Lorentz gave his attention to the electric
constitutions of material bodies and of the ether that was thought to be perfectly transparent
to the uncharged matter. He first separated the ether completely from matter and then dealt
with the interactions between the ether and matter using his theory of the electron. In his
ontological dualism, the material bodies were supposed to be systems of electrified
particles (ions or electrons) that were embedded in the ether, and whose properties, such
as charge or even mass, were electromagnetic rather than mechanical in nature. His ether
was divested of all mechanical properties and thus was separated from matter completely.
The electromagnetic fields in this scheme were taken to be the states of the ether. Since the
ether had no mechanical properties and its properties were just the same as in a void space,
which underlay both the electromagnetic field and matter, the electromagnetic field
enjoyed the same ontological status as matter. That is, it represented a physical reality
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independent of matter rather than a state of matter, and possessed, just as matter did,
energy, and thus qualified as a nonmechanical substance.

Lorentz’s conception of the ether was subject to several constraints and open to different
interpretations and assessments.5 Since the conception was crucial to his discussion of
the relationship between the ether and matter, and also crucial to his general view of the
physical world, it merits a few more words. Lorentz took the stationary character from
Fresnel’s conception of the ether, but modified it. For him, the ether was everywhere
locally at rest. This means “that each part of this medium does not move with respect to the
other and that all perceptible motions of celestial bodies are relative motions with respect to
the ether” (Lorentz, 1895). Thus, the ether served as a universal reference frame, which
gave correct measurements of length and time and played the same role played by absolute
space in Newton’s mechanics.

Moreover, Lorentz’s ether was, in a special sense, substantial. The substantiality of the
ether was required by his contraction hypothesis, which in turn was required by his
commitment to the stationary ether. Lorentz tried to explain away the negative result of
the Michelson–Morley experiment of 1887 by assuming that, in addition to the electric and
magnetic forces, the molecular forces responsible for the dimension of a body would also
be affected when the body moved through the ether, and thus the resultant contraction of
the body’s dimension would eliminate the effects to be expected within Fresnel’s frame-
work of the stationary ether. As a cause of a physical phenomenon, the alteration of the
molecular force, which was supposed to be caused by some unknown physical interaction
between the ether and the molecules of a body, the ether must be substantial so that it could
interact with the molecules. However, since Lorentz’s ether was perfectly transparent to
uncharged matter, and no assumption was made about its structure, its substantiality
inferred from the hypothesis of physical contraction was not enough to differentiate it
from the vacuum.

In his discussion of the relationship between matter and the ether, Lorentz generalized
Maxwell’s dynamical approach and assumed that the dynamical system consisted of two
parts: matter constituted by charged particles (electrons) and the electromagnetic fields that
represented the states of the ether. Thus the relationship was reduced to a purely electro-
magnetic one, the interactions between electrons and the fields, no mechanical connection
between the ether and matter being assumed to exist. More precisely, the presence and
motion of a charged particle changed the local state of the ether and thus altered the field
with which the charged particle acted on other charged particles at a later time. That is, the
field resulted from the presence of charges and the change of their distribution, and acted
on charges by exerting a certain “pondero-motive” force, the so-called Lorentz force.

Lorentz’s discussion of the relationship between matter and the ether amounted to the
electrodynamics of moving electrons in the electromagnetic field. In his formulation, the
kinetic and potential energies of the field were rederived and turned out to be the same as
given by Maxwell’s results. The only addition was his equation for the Lorentz force.
Thus, his electrodynamics appeared as a synthesis of Maxwell’s concept of the electro-
magnetic field, in which the actions were propagated at the speed of light, and Continental

36 The Rise of Classical Field Theory

available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108566926.004
Downloaded from https://www.cambridge.org/core. Access paid by the UCSF Library, on 06 Oct 2019 at 17:11:57, subject to the Cambridge Core terms of use,

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108566926.004
https://www.cambridge.org/core


electrodynamics, in which the electric actions were explained in terms of forces acting
between the charged particles.

A special feature of Lorentz’s electrodynamics was that while the charged particles
experienced the ponderable force from the ether (through the field), the ether and the field
experienced no reaction from the charged particles. This was necessary for maintaining his
stationary ether hypothesis. Poincaré criticized Lorentz for his violation of Newton’s third
law of motion, the equality of action and reaction. But for Lorentz the ether was not a
system of masses capable of motion and interacting by forces.6 Thus, for Lorentz, not only
were the ether and fields nonmechanical, but the charged particles that constituted material
bodies were also nonmechanical, in the sense that they violated Newton’s third law of
motion.

It is true that Lorentz believed in the absolute character of space and time and retained
the ether as an absolute reference frame. In spite of this, however, Lorentz began a major
revision of the foundations of physics, because he rejected the universal validity of
Newton’s laws of motion, rejected the mechanical foundations of the electromagnetic
field, and envisaged the foundations of physics on a purely electromagnetic ontology
and concepts. Not only was the validity of the electrodynamical equations assumed to be
fundamental without underlying mechanical explanation, but the laws of nature were
reduced to properties defined by the electromagnetic equations. In particular, the laws of
mechanics were viewed as special cases of the universal electromagnetic laws. Even the
inertia and mass of a material body, according to Lorentz, had to be defined in electromag-
netic terms and could not be assumed constant. Thus, a fundamental principle of Newton’s
mechanics was rejected.

Lorentz’s electrodynamics was well received in the 1890s. In an antimechanistic
cultural climate, which was testified to by Mach’s philosophical criticism of mechanics
and the rise of energeticism, Lorentz’s work was influential and played a decisive role in
the cultural debate between the electromagnetic versus mechanistic world views. Einstein,
who had taken it as his mission to carry the field theory programme started by Faraday,
Maxwell, and Lorentz to its completion, in his final years once commented on the
importance of the step taken by Lorentz in developing the field theory:

It was a surprising and audacious step, without which the later development [of the field theory
programme] would not have been possible.

(Einstein, 1949)

Notes

1 For details, see Cantor and Hodge (1981), Doran (1975), Harman (1982a, b), Hesse (1961), and
Moyer (1978).

2 See McGuire (1974).
3 Cf. Wise (1981), from which I have quoted.
4 See Stein (1981).
5 For a different interpretation and assessment, see, for example, Nersessian (1984).
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6 As pointed out by Howard Stein, the Lorentz force was not derived from Maxwell’s stress
defining the flow of momentum; otherwise there would have been no violation of the third law
that amounted to anything but the conservation of momentum. In that case, since part of the flow
transferred some momentum to the moving bodies through the Lorentz force, the amount of the
momentum of the field must be changed. Since the mid-19th century, the conversion and
conservation of energy was widely accepted, which implied the acceptance of nonkinematic
forms of energy. And this made plausible nonkinematic forms of momentum, which can be
ascribed to the electromagnetic fields without definite masses moving with definite velocities as
their bearers. Thus, the apparent conflict between mechanics and electrodynamics is not
irreconcilable. For details, see Stein (1981).
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Part I

The Geometrical Programme for
Fundamental Interactions

The rise of classical field theory had its deep roots in the search for an efficient cause of
apparent actions at a distance. In the case of electromagnetism, Thomson and Maxwell
in their ether field theory succeeded in explaining the distant actions by introducing a
new entity, the electromagnetic field, and a new ontology, the continuous ether. The
field possessed energy and thus represented physical reality. But as a state of the
mechanical ether, it had no independent existence. In Lorentz’s electrodynamics,
the field was still a state of the ether. However, since Lorentz’s ether was deprived of
all material properties and became synonymous with a void space, the field enjoyed an
independent ontological status on par with matter. Thus in physical investigations there
emerged a new research programme, the field theory programme based on a field
ontology, in contrast with the mechanical programme based on a particle ontology
(together with space and force).

The new programme acquired a fresh appearance in Einstein’s special theory of
relativity (STR), in which the superfluous ontology of the Lorentz’s ether was removed
from the theoretical structure. But in some sense, the field theory programme was not yet
completed. In Lorentz’s electrodynamics as well as in STR, the fields had to be supported
by a space (or spacetime). Thus the ultimate ontology of these field theories seemed not to
be the fields, but the space (or spacetime), or more exactly the points of spacetime. As we
shall see in Chapter 4, this hidden assumption concerning the ultimate ontology of a field
theory was not without consequences. With the development of the GTR, however,
particularly with his point-coincidence argument (see Section 4.2), Einstein showed that
spacetime had no independent existence, but only existed as structural properties of the
gravitational fields. Perhaps for this reason, Einstein regarded GTR as the completion of
the classical field theory programme. I take GTR as the starting point of my discussion of
20th century field theories, because it was the first theory in which the field was the only
ontology responsible for transmitting forces.

As the agent for transmitting forces, the gravitational fields in GTR plays its role
through ontologically constituting the geometrical structures of spacetime, which as
derivative structures appears as ways of encoding the dynamical information of the
former. Historically, GTR started a subprogramme within the field theory programme,
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the geometrical programme. Further developments along this line attempted to associate
other force fields (such as the electromagnetic fields) or even matter and its properties
(such as spin and quantum effects) with the geometrical structures of spacetime.
The subprogramme was successful in some areas, such as relativistic astronomy and
cosmology and failed in other areas. Conceptually, however, the investigations
within this subprogramme have provided a basis for a geometrical understanding
of gauge field theory and for a synthesis of quantum field theory (QFT) and GTR
(see Section 11.4).

40 The Geometrical Programme for Fundamental Interactions
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3

Einstein’s Route to the Gravitational Field

Einstein, in his formative years (1895–1902), sensed a deep crisis in the foundations of
physics. On the one hand, the mechanical view failed to explain electromagnetism, and this
failure invited criticisms from the empiricist philosophers, such as Ernst Mach, and
from the phenomenalist physicists, such as Wilhelm Ostwald and Georg Helm. These
criticisms had a great influence on Einstein’s assessment of the foundations of physics. His
conclusion was that the mechanical view was hopeless. On the other hand, following Max
Planck and Ludwig Boltzmann, who were cautious about the alternative electromagnetic
view and also opposed to energeticism, Einstein, unlike Mach and Ostwald, believed in
the existence of discrete and unobservable atoms and molecules, and took them
as the ontological basis for statistical physics. In particular, Planck’s investigations into
black body radiation made Einstein recognize a second foundational crisis, a crisis in
thermodynamics and electrodynamics, in addition to the one in the mechanical view. Thus
it was “as if the ground had been pulled out from under one, with no firm foundation to be
seen anywhere, upon which one could have built” (Einstein, 1949).

Einstein’s reflections on the foundations of physics were guided by two philosophical
trends of the time: critical skepticism of David Hume and Mach, and certain Kantian strains
that existed, in various forms, in the works of Helmholtz, Hertz, Planck, and Henri Poincaré.
Mach’s historico-conceptual criticism of Newton’s idea of absolute space shook Einstein’s
faith in the received principles, and paved for him a way to GTR. But a revised Kantian view,
according to which reason played an active role in the construction of scientific theory,
exerted a perhaps even more profound and persistent influence upon Einstein’s thinking, and
virtually shaped his style of theorizing. For example, Poincaré’s emphasis on “the physics of
the principle,” (1890, 1902, 1904) together with the victory of thermodynamics and the
failure of “constructive efforts,” convinced Einstein that “only the discovery of a universal
formal principle could lead to assured results” (Einstein, 1949). A universal principle
discovered by Poincaré and Einstein was the principle of relativity. This principle applied
to both mechanics and electrodynamics, and thus served as a firm foundation for physics as a
whole. An extension of the principle of relativity, from the case of inertial reference
frames, which was dealt with in STR, to the general case of noninertial reference frames,
incorporated gravitational fields into the scheme through another principle, the equivalence
principle. And this led Einstein to GTR, a theory of gravitational fields.
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3.1 Guiding Ideas

It is well known that Einstein’s critical spirit was nurtured by his reading the writings
of Hume and Mach when he was young. While Hume’s skepticism and his relational
analysis of space and time might penetrate into young Einstein’s unconsciousness, Mach’s
influence was more tangible. Although Mach himself liked to insist that he was neglected,
his empirico-criticism actually exerted enormous influence from the 1880s on. Einstein
(1916d) once commented that “even those who think of themselves as Mach’s opponents
hardly know how much of Mach’s view they have, as it were, imbibed with their mother’s
milk.” What circumstances made Mach so influential?

First, the revival of empiricism and the spread of a phenomenalist attitude among
practicing scientists, as a reaction to the speculative natural philosophy, created a receptive
climate for Mach’s empirico-criticism. For example, Boltzmann (1888) wrote of Gustav
Kirchhoff that he “will ban all metaphysical concepts, such as forces, the cause of a
motion.” Second, the mechanical view – according to which physical reality was charac-
terized by the concepts of material particles, space, time, and forces – failed to explain
electromagnetism. In the domain of electromagnetic phenomena, after Hertz’s experiment
in which the electromagnetic wave was detected, the wave theory prevailed, in which
physical reality was characterized by the continuous wave field. A mechanical explanation
of the field, based on the concept of the ether, was undermined by the negative result of the
Michelson–Morley experiment. As a response to the failure, there emerged a more radical
view of energeticism, in addition to the electromagnetic one. The energeticists rejected
the existence of atoms, and believed in the ultimate continuity of nature; they took the laws
of thermodynamics as their foundations, and energy as the only ultimate reality, and thus
presented an antimechanical view.

In justifying their radical criticism of the mechanical view, some energeticists (Ostwald,
Helm, and J. T. Merz) appealed to positivism: Hypothetic entities, such as atoms and the
ether, were to be omitted because their properties were not accessible to direct observation.
Taking such a position, Merz (1904), for example, issued a call “to consider anew the
ultimate principles of all physical reasoning, notably the scope of force and action of
absolute and relative motion.” It is not difficult, therefore, to see why Mach’s empirico-
criticism, which provided an epistemology for the phenomenologically oriented interpret-
ation of new branches of physics, was so influential.

But Mach’s major strength, as far as Einstein was concerned, came from his historico-
conceptual analysis of mechanics. As a follower of Hume’s empirical skepticism,
Mach wanted to make clear the empirical origin of suspicious concepts by tracing their
roots in the history of the concepts. According to Mach’s general theory of knowledge,
scientific constructs, such as concepts, laws, and theories, were just tools for economically
describing experience and factual information. His study of the history of science revealed,
however, that some constructs, though originally provisional, in time received meta-
physical sanctions (because of successful applications) and became virtually unassailable.
Thus insulated from the ongoing scene of action of science, where criticism, revision, and
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rejection were the rule, these constructs acquired the status of logical necessity, or received
acceptance as self-evident and intuitively known truths. Mach accepted no such invulner-
able truths.

Mach’s major book, The Science of Mechanics, first published in 1883, was well known
for his devastating critique of what he called the “conceptual monstrosity of absolute
space.” It was a conceptual monstrosity because

no one is competent to predicate things about absolute space and absolute motion; they are pure
things of thought, pure mental constructs, that cannot be produced in experience. All our principles of
mechanics are . . . experimental knowledge concerning the relative positions and motions of bodies.

(Mach, 1883)

Mach’s criticism of absolute space consisted of four points: (i) space had no independent
existence; (ii) it was only meaningful to talk of space in terms of the material objects in the
universe and their properties and relations; (iii) motion was always relative to another
object; (iv) the inertial forces arose in objects rotating or accelerating with respect to a
material frame of reference. This criticism displayed Mach’s iconoclasm and courage
against the intrusion of empirically ungrounded a priori metaphysics in science; it also
showed that Mach’s empiricism was a powerful weapon for a critical reevaluation of
classical physics.

Einstein read Mach’s Science of Mechanics around the year of 1897. He recalled that
“the book extended a deep and persisting impression upon me . . . owing to its physical
orientation towards fundamental concepts and fundamental laws” (1952c), and that the
book shook his dogmatic faith that mechanics was “the final basis of all physical thinking”
(1949). According to Einstein, GTR came “from skeptical empiricism of somewhat the
kind of Mach’s” (with Infeld and Hoffmann, 1938), and “the whole direction of thought of
this theory [GTR] conforms with Mach’s, so that Mach quite rightly is considered as a
forerunner of general relativity theory” (1930b).

While Humean–Machian skepticism liberated Einstein from the dogmatic faith in the
universality of the principles of classical physics (mechanics, and thermodynamics as well
as electrodynamics), in his search for a new conception of the firm foundations of physics,
Einstein was mainly guided by a revised version of Kantianism. It is true that with the rise
of classical field theory and the discovery of non-Euclidean geometries, many a priori
principles (such as the axioms of Euclidean geometry and those about absolute space and
action at a distance) that Kant took as indispensable for the construction of experience were
discarded, and a widespread conviction was that Kant’s apriorism in general, and his view
of space and geometry in particular, were no longer tenable.

Yet in terms of the structure and cognitive content of scientific theories, Kantian
rationalism – in the sense that (i) universal principles prescribed by reason were consti-
tutive of our experience of the world and were able to provide a consistent and coherent
world picture that can serve as the foundation of physics and (ii) all empirical knowledge of
the actual world must conform with these principles – survived the developments in
physics and mathematics. Although the universal formal principles were no longer taken
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to be fixed a priori, but as historically evolving or mere conventions, the legitimacy
of theoretical constructions was powerfully argued for by many physicists and mathemat-
icians as prominent as Planck and Poincaré, whose works Einstein studied carefully.

It is well known that Einstein’s reading of Poincaré’s book Science and Hypothesis
(1902), before his formulation of STR, was an experience of considerable influence on
him.1 Some influences were tangible, others much subtler. In the former category we find
Poincaré’s denial of absolute space and time, and of the intuition of simultaneous events at
different places; his objection to absolute motion; his reference to the principle of relative
motion and to the principle of relativity. In order to locate the subtler influence of Poincaré
upon Einstein, we have to take Poincaré’s conventionalist epistemology seriously.2

The major epistemological problem for Poincaré was how objective knowledge and its
continuous progress were possible in spite of apparently disruptive changes in mathematics
and physics (Poincaré, 1902). In addressing this quasi-Kantian problem, Poincaré, taking
into consideration the discovery of non-Euclidean geometries, the crisis of the mechanical
view, and his own idea of the physics of the principles (see below), rejected the orthodox
Kantian positions on (absolute) space, (Euclidean) geometry, and (Newtonian) physics.
For Poincaré, science as a whole is empirical rather than a priori in nature.

Yet Poincaré was also fully aware that without being conceived in terms of an intellec-
tual system, the mute occurrences would never become empirical facts, and that without
understanding, no sense-appearances would become scientific experience, just as Kant
(1783) asserted. Thus, according to Poincaré, a scientific theory must involve, in addition
to empirical hypotheses, fundamental or constitutive hypotheses or postulates. Unlike the
former, the latter, as the basic language of a theory, were the result of a conventional
choice, not contingent on experimental discoveries. Empirical facts may guide the choice
or change of language, but they play no decisive role in this respect. They could decisively
affect the fate of empirical hypotheses, but only within a chosen language.

Then what was the objective content of science in terms of which the continuous
progress of science could be defined? Poincaré’s answer to this question can be summar-
ized with three notions: the physics of the principles, the relativity of ontology, and
structural realism.

According to Poincaré, unlike the physics of the central force, which desired to discover
the ultimate ingredients of the universe and the hidden mechanisms behind the phenomena,
the physics of the principles, such as the theories of analytic dynamics of Lagrange and
Hamilton and Maxwell’s theory of electromagnetism, aimed at formulating mathematical
principles that systematized experimental results achieved on the basis of more than two
rival theories, expressed the common empirical content and mathematical structure of these
rival theories, and thus were neutral to different theoretical interpretations but susceptible
to any of them.

The indifference of the physics of the principles to ontological assumptions was
approved by Poincaré, because it fitted rightly into his conventionalist view of ontology.
Based on the history of geometry, he accepted neither an a priori ontology that was fixed
absolutely and had its roots in our mind nor an intrinsic ontology that can be discovered by
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empirical investigations. For Poincaré, ontological assumptions were just metaphors, they
were relative to our language, and thus were changeable.

But in the transition from an old theory with its ontology to a new one, some structural
relations expressed by mathematical principles and formulations, in addition to empirical
laws, might remain true if they reflected physical reality. Poincaré is well known for his
search for the invariant forms of physical laws. But the philosophical motivation behind
this drive may be more interesting. Influenced by Sophus Lie, Poincaré took the invariants
of groups of transformations, which described the structural features of collections of
objects, as the foundation of geometry as well as physics (as a quasi-geometry). Here we
have touched on the core of Poincaré’s epistemology, namely, structural realism. Two
features of this position are worth noticing. First, we can have objective knowledge of the
physical world. Second, this knowledge is relational in nature. We can grasp the structures
of the world, but we can never reach the things-in-themselves. This further justifies the
claim that Poincaré’s position was only a revised version of Kantianism.

Looking at the crisis of physics, which became apparent after the Michelson–Morley
experiment of 1887, from such a perspective, Poincaré realized that what was needed was a
theoretical reorientation, or a transformation of the foundations of physics. However, for
Poincaré, what was crucial for the progress of physics was not the change of metaphor,
such as the existence or nonexistence of the ether, but the formulation of powerful
mathematical principles that reflected the structures of the physical world. Among these
principles that of relativity stood prominently in his mind, and he contributed substantially
to its formulation.

In contrast with his frequent references to Mach, Einstein rarely mentioned Poincaré’s
name. Yet, the salient affinity between Einstein’s rationalist style of theorizing and
Poincaré’s revised Kantianism escapes nobody who is familiar with Einstein’s work. An
illuminating text, in this regard, is Einstein’s Herbert Spencer Lecture at Oxford, entitled
“On the method of theoretical physics” (1933a), where he summarized his position as
follows: “The empirical contents and their mutual relations must find their representation
in the conclusions of the theory.” But the structure of the theoretical system “is the work of
reason,” “especially the concepts and fundamental principles which underlie it . . . are free
inventions of the human intellect.” “Experience may suggest the appropriate mathematical
concepts, but they most certainly cannot be deduced from it . . . the creative principle
resides in mathematics . . . I hold it true that pure thought can grasp reality” with more unity
in the foundations. As a genetic empiricist, as Poincaré was, Einstein acknowledged that
the intuitive leap in the creation of concepts and principles must be guided by experience of
the totality of sensible facts, and that “experience remains, of course, the sole criterion of
physical utility of a mathematical construction.” However, since “nature is the realization
of the simplest conceivable mathematical ideas . . . pure mathematical constructions . . .

furnish the key to the understanding of natural phenomena.”
Emphasizing the affinity, however, should not blind us to the difference in theorizing

between Einstein and Poincaré. The main difference lies in the fact that on the whole,
Einstein was more empirical than Poincaré. This is particularly true in terms of their
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assessments of the structure of specific theories. In the case of STR, Einstein was not as
indifferent as Poincaré was to the existential status of the ether. Not only did Einstein take
the hypothetic physical entity of the ether more seriously than Poincaré, but his willingness
to remove the superfluous yet not logically impossible concept of the ether also reflected
the empiricist influence of Mach’s principle of the economy of thought. In the case
of GTR, concerning the geometrical structure of physical space, Einstein significantly
deviated from Poincaré’s geometrical conventionalism and adopted an empirical concep-
tion of the geometry of physical space. That is, he took the geometry of physical space as
being constituted and determined by gravitational fields (see Section 5.1).

3.2 The Special Theory of Relativity (STR)

In addition to Einstein, the special theory of relativity (STR) is inseparably associated with
the names of Lorentz (transformations), Poincaré (group), and Minkowski (spacetime).
Minkowski’s work (1908) was a mathematical elaboration of Einstein’s theory. Einstein
acquainted himself with the problems that were central and ideas that were crucial to the
formulation of STR by carefully studying the works by Lorentz (1895) and Poincaré
(1902). Poincaré’s STR (1905) was a completion of Lorentz’s work of 1904, and the latter
was a result of Poincaré’s criticism (1900) of Lorentz’s earlier work. Yet, one of Lorentz’s
motivations in his (1892, 1895, 1899) was to solve the puzzle posed by the negative result
of the Michelson–Morley experiment. Although it can be argued otherwise,3 historically at
least, the Michelson–Morley experiment was the starting point of a sequence of develop-
ments which finally led to the formulation of STR.

What was central to the developments was the concept of the ether. Lorentz took
Fresnel’s stationary ether as the seat of electromagnetic fields, which together with the
electron were taken to be the ultimate constituents of the physical world (the so-called
electromagnetic world view). Although the ether was considered by Lorentz to be endowed
with a certain degree of substantiality, it had nothing to do with energy, momentum, and all
other mechanical properties except that it was at absolute rest. Thus the real function of the
immobile ether in Lorentz’s theory was only as an embodiment of absolute space, or as a
privileged frame of reference, with respect to which the states of physical objects, whether
they were at rest or in motion, could be defined, and in which the time was taken to be the
true time and the velocity of light was constant.

Thus, unlike the mechanical ether, the Lorentz ether allowed electromagnetic fields to
enjoy an ontological status on a par with matter. Yet, the retreat from Newton’s conception
of relative space (all inertial frames of reference, with a linear uniform motion with
respect to each other at a constant velocity, were equal in the description of mechanical
phenomena, no one having privilege over the others) posed a big puzzle for Lorentz’s
electromagnetic world view. The concept of an immobile ether, by which stellar aberration
could be explained in terms of the partial entrainment of light waves by bodies in its
motion relative to the ether (see Whittaker, 1951), was simply incompatible with the
principle of relativity valid in mechanics and implied that there were effects of bodies’
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absolute motion with respect to the ether. The Michelson–Morley experiment showed that
no such effects were detectable by optical (or equivalently by electromagnetic) procedures.
This suggested that the principle of relativity seemed also valid in electrodynamics. If
this were the case, the ether would be deprived of its last function as the privileged frame
of reference and become superfluous, although not in contradiction with the rest of
electrodynamics.

Committed to the privileged status of the ether, Lorentz tried to explain the apparent
relativity in electrodynamics, namely the persistent failure with optical means to detect the
effects of bodies’ absolute motion with respect to the ether, by assuming that the real effect
of absolute motion was compensated by other physical effects, the contraction of the
moving bodies in the direction of bodies’ motion through the ether, and the apparent
slowing down of clocks in the motion through the ether. Lorentz took these effects as
caused “by the action of the forces acting between the particles of the system and the ether”
and represented it with his newly proposed rules for second-order spatial transformation
(Lorentz, 1899). Here, the empiricist tendency and ad hoc nature of Lorentz’s position are
obvious: the observed relativity in the electromagnetic processes was not taken to be a
universally valid principle but as a result of some specifically assumed physical processes,
whose effects cancelled each other, and thus in principle could never be observed.

Poincaré (1902) criticized Lorentz’s ad hoc hypothesis and encouraged him (i) to search
for a general theory whose principle would explain the null result of the Michelson–Morley
experiment; (ii) to show that the electromagnetic phenomena occurring in a system could
be described in terms of equations of the same form whether the system was at rest or in
uniform translational motion; and (iii) to find transformation rules between frames of
reference which were in relative uniform motion, so that with respect to these transform-
ations the forms of the equations were invariant.

Lorentz’s (1904) was designed to agree with Poincaré’s principle of relativity according
to which “optical phenomena depend only on the relative motions of the material bodies”
(Poincaré, 1899). Mathematically, except for some minor errors, Lorentz succeeded in
presenting a set of transformation rules, the so-called Lorentz transformations, under which
the equations of electrodynamics were invariant. But the spirit of Lorentz’s interpretation
of the Lorentz transformations failed to agree with the principle of relativity.

The main reason for the failure was that it treated different reference systems in different
ways. In system S, whose coordinate axis was fixed in the ether, true time was defined; in
system S0, which was in relative motion to S, although the transformed spatial quantities
were taken as representing a real physical change, the transformed temporal coordinate
(local time) was taken only as an auxiliary quantity for mathematical convenience, without
the same significance as true time. Thus, Lorentz’s interpretation was asymmetrical, not
only in the sense that the spatial and temporal transformations had different physical status,
but also in the sense that the transformations between two systems were not taken to be
reciprocal in nature, and hence did not form a group and did not ensure strict invariance of
the laws of electrodynamics. Moreover, Lorentz restricted his transformations to the laws
of electrodynamics, and retained the Galilean transformations for mechanical systems.
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For these reasons, Lorentz (1915) admitted “I have not demonstrated the principle of
relativity as rigorously and universally true,” and that it was “Poincaré . . . [who] obtained a
perfect invariance of the equations of electrodynamics and formulated the ‘postulate of
relativity’, terms which he was the first to employ.”

Here, Lorentz referred to two facts. First, during the period from 1895 to 1904, Poincaré
formulated the principle of relativity in terms of (i) the impossibility of detecting absolute
motion by any physical method, and (ii) the invariance of physical laws in all inertial
frames of reference.4 If we also take notice of Poincaré’s postulate of the constancy of the
speed of light (1898),5 then as convincingly argued by Jerzy Giedymin (1982; see also
Zahar, 1982), the nonmathematical formulation of the principle of relativity and the
postulate of the limiting and constant speed of light should be credited to Poincaré.

Second, in his (1905), Poincaré assumed from the outset that “the principle of relativity,
according to which the absolute motion of the earth cannot be demonstrated by experiment,
holds good without restriction.” From such an understanding of relativity as a universal
principle, Poincaré presented precise Lorentz transformations, interpreted them symmetric-
ally by imposing group requirements, and expressed them in the form of a transformation
group, under which the laws of electrodynamics were invariant. Thus Poincaré formulated
STR, simultaneously with Einstein, in its mathematical form.

Poincaré’s achievement was not an accident but the result of a long intellectual journey,
begun with his abandonment of absolute space and time, and continued with his criticism
of absolute simultaneity (1897, 1898, 1902),6 which was based on his postulate of the
constancy of the speed of light. The journey was driven by his increasing skepticism of the
electromagnetic world view in general and of the existence of the ether in particular, and
the skepticism was guided by his conventionalist epistemology. In Science and Hypothesis,
Poincaré declared:

We do not care whether the ether really exists; that is a question for metaphysicians to
deal with. For us the essential thing is that . . . [it] is merely a convenient hypothesis, though one
which will never cease to be so, while a day will doubtless come when the ether will be discarded
as useless.

(1902)

Poincaré was indifferent to the hypothesis of the ether because, in line with his view of the
physics of the principles (see Section 3.2), his major interest was in the content common to
two or more rival theories, which was statable in the form of a general principle. Thus,
what was important to him was not the hypothesis of the ether itself, but its function within
the theory for which it might be responsible. Since it was increasingly clear that the
hypothesis of the ether was in conflict with the principle of relativity, in his St. Louis
Lecture (1904), Poincaré dismissed the suggestion that the ether should be viewed as part
of the physical systems to which the principle of relativity applied.

There is no doubt that Einstein had drawn inspiration and support for his first work on
relativity from the writings of Poincaré. Yet, Einstein’s simultaneous formulation of STR
had its own merit: it was simpler in physical reasoning and saw more clearly the physical
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implications of the principle of relativity, although Poincaré’s formulation was superior in
its mathematical elaboration (see Section 3.3).

Einstein is famous for solving the ether puzzle by cutting the Gordian knot. At the
beginning of his (1905c), he said:

The unsuccessful attempts to discover any motion of the earth relative to the “light medium”, suggest
that the phenomena of electrodynamics as well as of mechanics possess no properties corresponding
to the idea of absolute rest. They suggest rather that . . . the same laws of electrodynamics and optics
will be valid for all frames of reference for which the equations of mechanics hold good. We will
raise this conjecture (hereafter called the Principle of Relativity) to the status of a postulate . . . .

In the same sentence, Einstein added his second postulate: “light is always propagated in
empty space with a definite velocity c which is independent of the state of motion of the
emitting body,” without giving an explicit reason. While the first postulate was firmly
entrenched in the tradition of mechanics, the second was accepted only as a consequence of
the wave theory of light, in which the luminiferous ether was the medium for light to travel
in. Einstein did not refer in his second postulate to the ether, but to any inertial frame. Since
the Galilean transformations could not explain the constancy of the speed of light, the
Lorentz transformations with their apparently local time had to play a role in relating
phenomena between inertial systems.

Under the Lorentz transformations, the equations of electrodynamics remained
unchanged, but the laws of mechanics changed because, in Lorentz’s theory of the
electron, they were transformed according to the Galilean transformations. Thus, Einstein
found that central to the ether puzzle was the notion of time employed by Lorentz, whose
theory was burdened with ad hoc hypotheses, unobservable effects, and asymmetries. The
transformation rules for the laws of electrodynamics and mechanics depended on two
different notions of time: a mathematical notion of local time for the former and a physical
notion of true time for the latter. But Einstein’s extension of the principle of relativity to
electrodynamics implied the equivalence of inertial systems related by the Lorentz trans-
formations. That is, the local time was the true time, and the true times in different inertial
systems differed because each of them depended on its relative velocity. This meant that
there was no absolute time and simultaneity, and the notion of time had to be relativized.

The relativization of time, together with the rejection of interpreting Lorentz’s spatial
transformations as physical contraction caused by the ad hoc molecular forces, led Einstein
to the conclusion that no state of motion, not even a state of rest, can be assigned to the
ether. Thus the ether, as a privileged frame of reference for the formulation of the laws of
electrodynamics, proved to be superfluous and amounted to nothing but the empty space
with which no physical processes were associated.

The removal of the ether undermined both the mechanical and the electromagnetic
world views, and provided a foundation for the unity of physics. In the case of electro-
dynamics, Einstein’s two postulates were in harmony with the new kinematics, which was
based on the relativistic notion of space and time and associated with the Lorentz
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transformations. For mechanics and the rest of physics, the old kinematics, which was
based on the notion of absolute time and absolute simultaneity (although the notion of
space was relative) and associated with the Galilean transformations, was in conflict with
Einstein’s postulates. The unity of physics based on Einstein’s two postulates required an
adaptation of mechanics and the rest of physics to the new kinematics. The result of the
adaptation is a relativistic physics, in which simultaneity depends on the relative state of
moving systems, the transformation and addition of velocities obey new rules, and even
mass is no longer an invariant property of a physical entity, but is dependent on the state of
motion of the system with respect to which it is described, and thus is changeable.

3.3 The Geometrical Interpretation of STR

According to Felix Klein (see Appendix 1), the geometry of an n-dimensional manifold
is characterized as the theory of invariants of a transformation group of an n-dimensional
manifold. Klein’s elegant and simple approach was promptly accepted by most mathemat-
icians of the time. A surprising application of this idea was the discovery by Poincaré and
Hermann Minkowski that STR was none other than a geometry of a four-dimensional
spacetime manifold,7 which can be characterized as the theory of invariants of the
Lorentz group.8

In his 1905 paper, Poincaré introduced several ideas of great importance for a correct
grasp of the geometrical import of STR. He chose the units of length and time so as to
make c = 1, a practice that threw much light on the symmetries of relativistic spacetime. He
proved that Lorentz transformations form a Lie group. He characterized the group as the
linear group of transformations of four-dimensional spacetime, which mixed spatial and
temporal coordinates but left the quadratic form s2 ¼ t2 � x2 � y2 � z2 invariant. Poincaré
further noted that if one substituted the complex valued function (it) for t, so that (it, x, y, z)
were the coordinates in four-dimensional space, then the Lorentz transformation was
simply a rotation of this space about a fixed origin. Besides, he discovered that some
physically significant scalars and vectors, e.g. electric charge and current density, can be
combined into Lorentz invariant four-component entities (which were subsequently called
“four-vectors”), thus paving the way for the now familiar four-dimensional formulation of
relativistic physics.

In spite of all these contributions by Poincaré, however, the geometrical interpretation
of STR was mainly developed by Minkowski. In his (1907), Minkowski grasped the most
profound significance of the principle of relativity as bringing about “a complete change
in our ideas of space and time”: now “the world in space and time is in a certain sense a
four-dimensional non-Euclidean manifold.” In (1908), he noted that the relativity postulate
(about the Lorentz invariance of physical laws) “comes to mean that only the four-
dimensional world in space and time is given by phenomena.”

According to Minkowski, physical events invariably include place and time in combin-
ation. He called “a point of space at a point of time, that is, a system of values x, y, z, t” “a
world point.” Since everywhere and everywhen there was substance, he fixed his “attention
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on the substantial point which is at the world point.” Then he obtained, as an image of “the
everlasting career of the substantial point, a curve in the world, a world-line.” He said: “In
my opinion physical laws might find their most perfect expression as reciprocal relations
between these world-lines.” For this reason, he preferred to call the relativity postulate “the
world postulate,” which “permits identical treatment of the four coordinates x, y, z, t.” He
declared: “Henceforth space by itself, and time by itself, are doomed to fade away into
mere shadows, and only a kind of union of the two will preserve an independent reality.”

The change in the ideas of space and time brought about by STR included the
relativization of time, which made inertial systems equivalent (only as different partitions
of physical events into classes of simultaneous events) and the ether superfluous. As a
result, the absolute space embodied in the ether was replaced by the relative spaces of
inertial systems, although noninertial systems were still defined with respect to an absolute
space. In Minkowski’s reformulation of STR, the relative space and the relative time of
each inertial system can be obtained by projections of a single four-dimensional manifold,
“the world,” as Minkowski called it, or as it is now usually called, Minkowskian spacetime.

Minkowski took STR as having endowed the four-dimensional manifold with a fixed
kinematic structure that was independent of dynamical processes. This captured the
essence of STR as a new kinematics. The kinematic structure appeared as a chronogeo-
metry characterized by the Minkowskian metric gij = diag (1, �1, �1, �1), which
uniquely determined the inertial structure of Minkowskian spacetime (defined by a
free-falling system and characterized by affine connection).9 Minkowski represented
physical entities as geometrical objects at a world-point (he called them spacetime
vectors). Since the representation was independent of frames of reference, it was
uniquely determined. Thus, instead of an absolute Newtonian space, physicists then
had an absolute four-dimensional spacetime manifold, which was conceived as a stage
of physical events, while physical laws can be expressed as relations between geomet-
rical objects situated on the stage.

In this way, Minkowski reduced the Lorentz invariance of physical laws to a
chrono-geometrical problem in the four-dimensional manifold. Minkowskian chronogeo-
metry is characterized by the Lorentz invariance of the Minkowskian interval
defined as s2 ¼ gij x

i � yið Þ xj � y jð Þ (here i, j = 0, 1, 2, 3), and this invariance fixed gij as
diag (1, �1, �1, �1) globally. The fact that Euclidean distance is always nonnegative
while the corresponding Minkowskian interval can be positive, negative, or even zero
for nonzero (xi � yi) implies that the chronogeometry characterized by the Lorentz (or
Poincaré) group is in effect non-Euclidean.

In Minkowski’s interpretation, it becomes clearer that STR is a theory of space and
time, characterized by a kinematic group, the Poincaré group, defined in the four-
dimensional Minkowskian spacetime manifold. The Poincaré group and its invariants
determine the chrono-geometrical structure, which in turn determines the inertial structure
of Minkowskian spacetime. The last point is true, however, only when there is no
gravitation. But gravitation was going to come to the focus of Einstein’s attention soon
after his work on STR in (1905c).
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3.4 The Introduction of Gravitational Fields: The Principle of Equivalence

STR eliminated the absolute space associated with the ether as a privileged frame of
reference, only to reestablish the relative spaces associated with the inertial frames of
reference as a class of privileged frames of reference, or the static Minkowskian spacetime
as a privileged frame of reference. If the spirit of the principle of relativity was to argue for
the invariant forms of physical laws under the changes of the frames of reference, namely,
to deny the existence of any privileged frame of reference, then, Einstein asked himself, “Is
it conceivable that the principle of relativity is also valid for systems that are accelerated
relative to one another?” (1907b).

The pursuit of this research agenda finally led to the discovery of the general theory of
relativity, which in Einstein’s mind always referred to the extension of the principle
of relativity, or to the elimination of privileged frames of reference. Historically, and also
logically, the starting point of this pursuit was the exploration of the proportionality
between inertial and gravitational masses and the formulation of what was later to be
called the equivalence principle.

In examining the general meaning of mass-energy equivalence (M = m0 + E0/c
2, where

M is the mass of a moving system and E0 is its energy content relative to the rest system),
which was one of the consequences of the relativity of simultaneity, Einstein found that “a
physical system’s inertial mass and energy content appear to behave like the same thing,”
both of them being variable. More importantly, he also found that in the measurement of
mass variation, it was always implicitly assumed that it could be carried out with the scale,
and this amounted to assuming that mass–energy equivalence

holds not only for the inertial mass, but also for the gravitational mass or, in other words, inertia and
gravity are under all circumstances exactly proportional . . . The proportionality between inertial and
gravitational masses is valid universally for all bodies with an accuracy as precisely as can currently
be determined; . . . we must accept it as universally valid.

(Einstein, 1907b)

On the basis of the proportionality or equivalence between inertial and gravitational
masses, Einstein suggested a further equivalence of profound significance, with the help
of a gedanken experiment.

Consider two systems Σ1 and Σ2. Σ1 moves in the direction of its x axis with a constant
acceleration γ relative to Σ2 that remains at rest. In Σ2, there is a homogeneous gravitational
field in which all bodies fall with an acceleration �γ. Einstein wrote:

As far as we know, the physical laws referred to Σ1 do not differ from the laws referred to Σ2; this is
due to the fact that all bodies undergo the same acceleration in the gravitational field. Hence, in the
present state of our experience, we have no inducement to assume that the systems Σ1 and Σ2 differ in
any respect. We agree therefore to assume from now on the complete physical equivalence of a
gravitational field and the corresponding acceleration of the reference frame.

(1907b)

Einstein referred to this statement as the equivalence principle (EP for short) in (1912a),
and called this idea “the happiest thought of my life” in (1919).
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For the extension of the principle of relativity, Einstein introduced, via EP, the gravita-
tional field as a constitutive factor in the inertio-geometrical structure of spacetime. EP
deprived the uniform acceleration of absoluteness, seemed to reduce the gravitational field
to the status of relative quantity (see comments on this below), and thus made inertia and
gravity inseparable. Yet, the only empirical evidence Einstein cited for EP was that “all
bodies undergo the same acceleration in the gravitational field.” What this fact supports is
just the so-called weak EP, which entails that mechanical experiments will follow the same
course in a uniformly accelerated system and in a system at rest in a matching homoge-
neous gravitational field. But what Einstein claimed was the so-called strong EP, which
assumed that two such systems were completely equivalent, so that it was impossible to
distinguish between them by means of physical experiments of any kind. In the following
discussion, EP always refers to the strong EP.

Conceptually, EP extended “the principle of relativity to the case of the uniformly
accelerated translation of the reference system” (Einstein, 1907b). The heuristic value of
EP “lies in the fact that it enables us to substitute a uniformly accelerated reference frame
for any homogeneous gravitational field” (1907b). Thus, “by theoretical consideration of
processes which take place relative to a system of reference with uniform acceleration, we
obtain information as to how the processes take place in a homogeneous gravitational
field” (1911). As we shall see in Section 4.1, this interpretation of EP played a guiding role
in Einstein’s understanding of the (chrono-)geometrical structures of space(-time) in terms
of gravitational fields.

Originally, the classical gravitational field (in the sense that it was similar to the
Newtonian scalar gravitational field), introduced, through EP, as a coordinate effect, was
of a special kind. It was defined on the relative space associated with a uniformly
accelerated frame of reference, rather than on the four-dimensional spacetime. Thus, the
occurrence of the field depended on the choice of frame of reference, and could always be
transformed away. Moreover, since EP was valid only for the uniformly accelerated frame
in Minkowskian spacetime, the inertial structure of Minkowskian spacetime (the affine
connection determined by the Minkowskian metric gij) and the classical gravitational
field obtained through a coordinate transformation could only be taken as a special case
of the general gravitational field that is a four-dimensional extension of the classical
gravitational field.

It is often argued that since EP cannot be applied to the nonuniformly accelerated and
rotational frames of reference for introducing arbitrary gravitational fields, it fails to
relativize arbitrary acceleration in general, fails to eliminate the privileged frames of
reference, and thus fails to be a foundation of GTR.10 It is true that EP has only very
limited applicability. It is also true that even the combination of EP and STR is not enough
for the formulation of GTR. The reason is simple. What EP establishes is only the local
equivalence of free-falling nonrotating frames of reference with the inertial frames of
reference of STR. But the Minkowskian metric that characterizes the inertial systems of
STR, as a reflection of the flatness of Minkowskian spacetime, is fixed. So it cannot serve
as a foundation of GTR, in which the gravitational fields are of a dynamic nature, reflecting
the curved nature of spacetime.11
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However, the methodological importance of EP lies in the fact that if it is possible to
prove (through a transformation of the coordinate system which was connected, e.g., with a
change from an inertial frame of reference to a uniformly accelerated one) that the inertial
structure of the uniformly accelerated frame of reference is indistinguishable from the
classical gravitational field, then it is imaginable that the inertial structures of rotational
and arbitrarily accelerating frames of reference (obtainable by nonlinear transformations of
the coordinates) might also be equivalent to general gravitational fields: those fields that
correspond to the inertial structures of rotational frames would be velocity dependent, and
those that correspond to the inertial structures of arbitrarily accelerating frames would be
time dependent. If this were the case (we shall call this assumption the generalized version
of EP), then all kinds of frames of reference would have no intrinsic states of motion, and
all of them could be transformed to inertial ones. In this case, they are equivalent, and the
difference between them comes solely from different gravitational fields.

Thus, what EP suggests is not the dependence of the gravitational field on the choice of
frame of reference. Rather, it suggests a new way of conceiving the division between
relative spaces and the gravitational fields. If the origin of structures responsible for the
inertial effects (affine connections) lies in the gravitational fields rather than relative spaces,
then the latter possess no intrinsic quality and all their structures have to be conceived as
being constituted by gravitational fields. Here we find that the internal logic of extending
the principle of relativity inevitably led to a theory of gravitation.

The significance of EP for GTR can be established in two steps. First, GTR for Einstein
meant that all Gaussian coordinate systems (and the frames of reference to which they were
adapted) were equivalent. The generalized EP had shifted all physically meaningful
structures from relative spaces associated with frames of reference to the gravitational
fields, so the frames of reference had no intrinsic structures and could be represented by
arbitrary coordinate systems. None of them had any privilege over the others. In the sense
that the generalized EP took away the physical significance of any coordinate systems, and
thereby made them equivalent, it was a necessary vehicle for Einstein to use to achieve the
goal of GTR. Second, in an arbitrary coordinate system, the Minkowskian metric gij
became changeable. In view of EP, it could be taken as a gravitational field. Although it
is only a special kind of gravitational field, the Minkowskian metric gij provided a starting
point for the extension to a four-dimensional formulation of an arbitrary gravitational field.
In this sense, EP also provided Einstein with an entrance to the theory of gravitation, the
physical core of GTR.

It is interesting to notice that, as in his postulation of the principle of relativity and the
principle of the constancy of the speed of light, Einstein in his formulation of EP and his
exploration of a more speculative generalized EP provided us with no logical bridge from
empirical evidence to universal principles. People are often puzzled by the fact that
Einstein’s principles were not “deduced from experience by ‘abstraction’.” Yet, as Einstein
later confessed: “All concepts, even those which are closest to experience, are from the
point of view of logic freely chosen conventions” (1949). From the discussion of Einstein’s
exploitation of EP, we may get some flavor of how deep and how powerful the influence of
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Poincaré’s conventionalism was upon Einstein’s style of theorizing. The great success of
Einstein’s research may encourage philosophers of science to explore the source of the
fruitfulness of the conventionalist strategy.

Notes

1 See, for example, Seelig (1954), p. 69.
2 It is interesting to notice that Poincaré’s epistemological position has become the subject of
controversy in recent years. Interested readers can find a disagreement between Gerald Holton
(1973) and Arthur Miller (1975), on the one hand, who took Poincaré the theoretical physicist as
mainly an inductivist, and Jerzy Giedymin (1982) and Elie Zahar (1982), on the other, who took
Poincaré’s conventionalist position as a decisive factor in his independent discovery of the
special theory of relativity.

3 For example, Holton (1973) presents powerful arguments for the irrelevance of the Michelson–
Morley experiment to Einstein’s formulation of STR.

4 For example, in 1895 Poincaré asserted the impossibility of measuring “the relative motion of
ponderable matter with respect to the ether.” In 1900, he told the Paris International Congress of
Physics that “in spite of Lorentz,” he did not believe “that more precise observations will ever
reveal anything but the relative displacements of material bodies” (1902). In his 1904 St. Louis
lecture, he formulated the principle of relativity as one “according to which the laws of physical
phenomena must be the same for a stationary observer as for an observer carried along in a
uniform motion of translation, so that we do not and cannot have any means of determining
whether we actually undergo a motion of this kind” (1904).

5 “Light has a constant speed. . . . This postulate cannot be verified by experience . . . it furnishes a
new rule for the determination of simultaneity” (Poincaré, 1898).

6 “There is no absolute time. . . . Not only have we no direct intuition of the equality of true time
intervals, but we do not even have a direct intuition of the simultaneity of two events occurring at
different places” (Poincaré, 1902).

7 Time was explicitly referred to as a fourth dimension of the world in some 18th century texts. In
his article “Dimension” in the Encyclopedie, D’Alembert suggested thinking of time as a fourth
dimension (see Kline, 1972, p. 1029). Lagrange, too, used time as a fourth dimension in his
Mechanique Analytique (1788) and in his Theorie des Functions Analytiques (1797). Lagrange
said in the latter work: “Thus we may regard mechanics as a geometry of four dimensions and
analytic mechanics as an extension of analytic geometry.” Lagrange’s work put the three spatial
coordinates and the fourth one representing time on the same footing. However, these early
involvements in four dimensions were not intended as a study of chronogeometry proper. They
were only natural generalizations of analytic work that was no longer tied to geometry. During
the 19th century this idea received little attention, while n-dimensional geometry became
increasingly fashionable among mathematicians.

8 The extended (non-homogeneous) Lorentz group is also called the Poincaré group, which is
generated by the homogeneous Lorentz transformations and translations.

9 Cf. Torretti (1983).
10 See Friedman (1983).
11 The same idea can be used against the infinitesimal notion of EP. For detailed discussion on this

point, see Torretti (1983), Friedman (1983), and Norton (1989).
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4

The General Theory of Relativity

In comparison with STR, which is a static theory of the kinematic structures of
Minkowskian spacetime, general theory of relativity (GTR) as a dynamical theory of the
geometrical structures of spacetime is essentially a theory of gravitational fields. The first
step in the transition from STR to GTR, as we discussed in Section 3.4, was the formula-
tion of EP, through which the inertial structures of the relative spaces of the uniformly
accelerated frames of reference can be represented by static homogeneous gravitational
fields. The next step was to apply the idea of EP to uniformly rotating rigid systems. Then
Einstein (1912a) found that the presence of the resulting stationary gravitational fields
invalidated the Euclidean geometry. In a manner characteristic of his style of theorizing,
Einstein (with Grossmann, 1913) immediately generalized this result and concluded that
the presence of a gravitational field generally required a non-Euclidean geometry and
that the gravitational field could be mathematically described by a four-dimensional
Riemannian metric tensor gμv (Section 4.1). With the discovery of the generally covariant
field equations satisfied by gμv, Einstein (1915a–d) completed his formulation of GTR.

It is tempting to interpret GTR as a geometrization of gravity. But Einstein’s interpret-
ation was different. For him, “the general theory of relativity formed the last step in the
development of the programme of the field theory. . . . Inertia, gravitation, and the metrical
behaviour of bodies and clocks were reduced to a single field quality” (1927). That is, with
the advent of GTR, not only was the theory of spacetime reduced to the theory of
gravitational-metric fields, but for any theory of other fields, if it is to be taken as
consistent, the interactions between these fields and the metric fields should be taken
seriously. This claim is justified by the fact that all fields are defined on spacetime, which is
essentially a display of the properties of metric fields and is dynamical and, quite likely,
capable of interacting with other dynamical fields.

When Einstein claimed the dependence of spacetime upon the metric fields, what he
meant was more than the describability and determination of the spacetime structures by
the metric fields. Rather, in his reasoning towards general covariance, Einstein finally took
a metaphysical position whereby the existence of spacetime itself was ontologically
constituted by the metric field (Section 4.2). Thus the dynamical theory of the metric field
is also a dynamical theory of spacetime as a whole, which, initially, was conceived as a
causal relationship between the metric fields and the distribution of matter and energy
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(Section 4.3), and various solutions to the field equations can serve as foundations for
various cosmological models (Section 4.4). Here, we find that GTR provides us, literally,
with a world picture. According to this picture, the gravitational fields individuate the
spacetime points and constitute various spacetime structures for supporting all other fields
and their dynamical laws.

4.1 The Field and Geometry

Conceptually, EP implies, or at least heuristically suggests, the possibility of an extension
of the principle of relativity from inertial systems to arbitrary systems. The extension can
be achieved by introducing gravitational fields as causal agents responsible for different
physical contents of relative spaces associated with different physical frames of reference.
To obtain a physical theory of general relativity, however, Einstein had first to free himself
from the idea that coordinates must have an immediate metrical significance. Second, he
had to obtain a mathematical description of the gravitational field that was solely respon-
sible for the metrical properties of spacetime. Only then could Einstein proceed to find the
correct field equations. A crucial link in this chain of reasoning, as John Stachel (1980a)
pointed out, was Einstein’s consideration of the rotating rigid disk.

An outstanding and mysterious feature of GTR is its dual use of the tensor gμv as the
metric tensor of the four-dimensional Riemannian spacetime manifold, and also as a
representation of the gravitational field. However, Einstein did not mention, until 1913,
the metric tensor as a mathematical representation of the gravitational field, nor mention
any need for a nonflat (non-Euclidean) spacetime, when he was still concerned only with
the static gravitational field, based on the consideration of EP in terms of uniformly
accelerated frames.

It is true that even in the context of STR, spacetime as a whole, as proclaimed by
Minkowski, had to be conceived as a non-Euclidean manifold. Yet a three-dimensional
relative space, associated with an inertial system and represented by a congruence of
parallel timelike world lines, was still Euclidean in nature. Also, the relative spaces
(associated with the uniformly accelerated frames of reference in the application of EP)
provided no clear indication of their geometrical nature: whether they were Euclidean in
nature or otherwise. Only when Einstein tried to extend his investigations of the gravita-
tional field from the static case to the nonstatic but time-independent case, the simplest one
of which occurred in the rotating rigid disk problem, was he convinced that a non-
Euclidean spacetime structure was needed for describing the gravitational field.

According to STR, rigid bodies cannot really exist. But it was possible to define, as an
idealization: (i) rigid inertial motion, (ii) a rigid measuring rod, and (iii) a dynamical system
capable of exerting rigid inertial motion.1 Assuming that this was the case, Einstein found that

in a uniformly rotating system, in which, on account of the Lorentz contraction [the measuring rod
applied to the periphery undergoes a Lorentzian contraction, while the one applied along the radius
does not], the ratio of the circumference of a circle to its diameter would have to differ from π.

(1912a)
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Thus a basic assumption of Euclidean geometry was not valid here.
In the final version of GTR, Einstein deployed the rotating disk argument to show that

Euclidean geometry does not apply to (a rotating system of coordinates) K0. The notion of
coordinates . . . which presupposes the validity of Euclidean geometry, therefore breaks down in
relation to the system K0. So, too, we are unable to introduce a time corresponding to physical
requirements in K0, indicated by clocks at rest relatively to K0.

(1916b)

But according to the extended version of EP,

K0 may also be conceived as a system at rest, with respect to which there is a gravitational field. We
therefore arrive at the result: the gravitational field influences and even determines the metrical laws
of the spacetime continuum. If the laws of configuration of ideal rigid bodies are to be expressed
geometrically, then in the presence of a gravitational field the geometry is not Euclidean.

(1921b)

A mathematical treatment of non-Euclidean geometry with which Einstein was familiar
was Gauss’s theory of two-dimensional surfaces. Unlike a Euclidean plane on which the
Cartesian coordinates signify directly lengths measured by a unit measuring rod, on a
surface it is impossible to introduce coordinates in the same manner so that they have a
simple metrical significance. Gauss overcame this difficulty by first introducing curvilinear
coordinates arbitrarily, and then relating these coordinates to the metrical properties of the
surface through a quantity gij, which was later called the metric tensor. “In an analogous
way we shall introduce in the general theory of relativity arbitrary coordinates, x1, x2, x3,
x4” (Einstein, 1922). Thus, as Einstein repeatedly claimed (e.g. 1922, 1933b, 1949), the
immediate metric significance of the coordinates was lost if one (i) admitted nonlinear
transformations of coordinates (as first suggested by the example of the rotating rigid disk
and demanded by EP), which invalidated Euclidean geometry, and (ii) treated a non-
Euclidean system in a Guassian way.

Another heuristic role of Gauss’s theory of surfaces was its suggestion concerning
the mathematical description of the gravitational field. “The most important point of
contact between Gauss’s theory of surfaces and the general theory of relativity lies in the
metrical properties upon which the concepts of both theories, in the main, are based”
(Einstein, 1922). Einstein first had the decisive idea of the analogy of mathematical
problems connected with GTR and Gauss’s theory of surfaces in 1912, without knowing
Riemann’s and Ricci’s or Levi-Civita’s work. Then he became familiar with these works
(the Riemannian manifold and tensor analysis) from Marcel Grossmann and obtained a
mathematical description of the gravitational field (Einstein and Grossmann, 1913).

Three points were crucial for achieving this goal. First, Minkowski’s four-dimensional
formulation provided a concise description of STR, which was regarded by Einstein as a
special case of the sought-for GTR. Second, the rotating disk problem suggested that the
spacetime structures, when a gravitational field is present, are non-Euclidean in nature.
Third, the metrical properties of a two-dimensional Gaussian surface were described by the
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metric gij rather than by arbitrary coordinates. Then, what was needed, as Einstein saw it
when he approached Grossmann for help, was a four-dimensional generalization of Gauss’s
two-dimensional surface theory, or, and this amounts to the same thing, a generalization of
the flat metric tensor of Minkowski’s formulation of STR to a nonflat metric.

In the final version of GTR, Einstein connected the gravitational field with the
metric gμv. In a Mikowskian spacetime where STR is valid, gμv = diag (�1, �1, �1, 1).
Einstein said:

A free material point then moves, relatively to this system, with uniform motion in a straight line.
Then if we introduce new spacetime coordinates x1, x2, x3, x4, by means of any substitution we
choose, the gμv in this new system will no longer be constant, but functions of space and time. At the
same time the motion of the free material point will present itself in the new coordinates as a
curvilinear nonuniform motion and the law of this motion will be independent of the nature of the
moving particle. We shall therefore interpret this motion as a motion under the influence of a
gravitational field. We thus find the occurrence of a gravitational field connected with a space-time
variability of the gμv.

(1916b)

Precisely based on this consideration, Einstein suggested that “the gμv describe the
gravitational field” and “at the same time define the metrical properties of the space
measured” (ibid.).

4.2 The Field and Spacetime: General Covariance

The achievement of mathematically describing gravitational (or more precisely the inertio-
gravitational) structures by the metric tensor gμv, which at the same time define the
chronogeometrical structures characterizing the behavior of clocks and rods, opened a
door for further investigations of the relationship between the gravitational field and
spacetime structures. The clarification of this relationship, however, was not on Einstein’s
agenda when he was in collaboration with Grossmann in 1913. The immediate task for
them, once a mathematical expression of the gravitational field had been found, was to
establish equations for the fields as dynamical structures. The guiding idea in this pursuit
remained the same as in Einstein’s previous investigations: extending the relativity
principle (RP) from inertial frames of reference to arbitrary ones so that the general laws
of nature would hold good for all frames of reference.2

It was this requirement of extending RP that led Einstein to the introduction of the
gravitational field via the formulation of EP, and to taking gμv as the mathematical
expression of the gravitational fields. Yet, with gμv at hand, this requirement can be put
in a mathematically more precise way: the equations satisfied by gμv should be covariant
with respect to arbitrary transformations of coordinates. That is, the principle of general
relativity required the field equations to be generally covariant.

The generally covariant equation for gμv was easily found by generalizing the
Newtonian equation for the gravitational potential (Poisson’s equation): The sources of
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the fields were obtained by relativistically generalizing the Newtonian mass density to the
rank-two stress-energy tensor Tμv; then they were related to the metric tensor and its first
two derivatives. The only generally covariant tensor that could be formed from the latter, as
Grossmann realized, was the Ricci tensor Rμv. Einstein and Grossmann discovered and
rejected the generally covariant equations that were based on the Ricci tensor, because
these equations failed to reduce to the Newtonian limit for weak static gravitational fields
(1913). Instead, Einstein derived a set of field equations that satisfied several apparently
necessary requirements, but were invariant only under the restricted covariance group.3

At first, Einstein was disturbed by his failure to find generally covariant equations. But
before long, he felt that it was unavoidable and posed a simple philosophical argument
against all generally covariant field equations. The argument referred to here is the well-
known hole argument. Interestingly enough, by first posing and then rejecting the hole
argument, the initial concern of which was causality or uniqueness or determinism,
Einstein had greatly clarified his understanding, within the framework of GTR, of the
relationship between the gravitational field and spacetime,4 which at first was made
mysterious by the double function of the metric tensor gμv.

Here is Einstein’s formulation of the hole argument:

We consider a finite portion Σ of the continuum, in which no material process occurs. What happens
physically in Σ is then completely determined if the quantities gμv are given as functions of the
coordinates xv with respect to a coordinate system K used for the description. The totality of these
functions will be symbolically designated by G(x).

Let a new coordinate system K0 be introduced that, outside of Σ, coincides with K, within Σ,
however, diverges from K in such a way that the g0μv referred to K

0, like the gμv (and their derivatives),
are everywhere continuous. The totality of the g0μv will be symbolically designated by G0(x0). G0(x0)
and G(x) describe the same gravitational field. If we replace the coordinates x0v by the coordinates xv
in the functions g0μv. i.e., if we form G0(x), then G0(x) also describes a gravitational field with respect
to K, which however does not correspond to the actual (i.e., originally given) gravitational field.
Now if we assume that the differential equations of the gravitational field are generally covariant,

then they are satisfied by G0(x0) (relative to K0) if they are satisfied by G(x) relative to K. They are then
also satisfied relative to K by G0(x). Relative to K there then exist two distinct solutions, G(x) and G0

(x), although at the boundary of the region both solutions coincide; i.e., what happens in the
gravitational field cannot be uniquely determined by generally covariant differential equations.

(1914b)

Three points are crucial to the argument. First, the new tensor field G0(x) (the “dragged-
along” field) can be obtained or generated from the original field G(x) by a point (or active)
transformation (or a diffeomorphism) on the manifold (“the continuum”), on which the
field is defined. The transformation is so contrived that the metric field G(x) is mapped onto
a new metric field G0(x), while the stress-energy tensor is mapped onto itself. Second, the
general covariance (GC) of a set of field equations entails that if G(x) is a solution of
the equations, the actively transformed (or dragged-along) field G0(x) is also a solution of
the equations. Third, G(x) and G0(x) are two physically different tensor fields at the same
point in the same coordinate system (K). With these points in mind Einstein felt that GC
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made it impossible to uniquely determine the metric field out of the stress–energy tensor.
That is, GC violated the law of causality, thus was unacceptable.

What underlay the hole argument against GC was the claim that G(x) and G0(x)
represented different physical situations in the hole (Σ). Then what was the justification
for such a claim? No justification was explicitly given. Tacitly, however, a consequential
position concerning the nature of spacetime was assumed. That is, the points of the
manifold were assumed to be physically distinguishable spacetime points even before
the metric fields were dynamically specified and assigned to them. It was this assumption
that entailed that mathematically different fields G(x) and G0(x) defined on the same
manifold point x should be taken as physically distinct fields. Otherwise, if the physical
identity of manifold points as spacetime points had to be specified, in fact constituted, by
the dynamical metric fields, then the legitimacy of defining two different metric fields at the
same spacetime point would be an open question, depending on one’s understanding of the
physical reality of spacetime (see below).

A serious question was whether this assumption was physically justifiable. In the
context of Newtonian theory, since absolute (nondynamical) space and time endowed
the points of an empty region of a manifold with their spatial and temporal properties, and
thus provided the points with preexisting physical identity, the assumption was justifiable.
In the context of STR, an inertial frame of reference (consisting of, e.g., rods and clocks in
rigid and unaccelerated motion or various combinations of test particles, light rays, clocks,
and other devices) played the similar role of individuating the points of an empty region of
a manifold as absolute space and time did in Newtonian theory, and thus the assumption
was also justifiable. In the context of GTR, however, there was no such absolute (non-
dynamical) structure that could be used to individuate the points of the manifold, and thus
the justification of this assumption was quite dubious. Yet, to examine the justification of
the underlying assumption of the hole argument thoroughly, more philosophical reflections
were needed.

In his struggle with difficulties connected with the field equations of limited invariance,
and in particular in his attempt to explain the precession of Mercury’s perihelion in
November 1915, Einstein developed a new idea of the physical reality of spacetime, which
turned out to be crucial to his rejection of the hole argument. According to Einstein (1915e,
1916a, 1949), with regard to the independent physical reality of space and time, there was
an essential difference between STR and GTR. In STR, the coordinates (associated with
frames of reference) had immediate physical (metrical) significance: first, the points of an
empty region of a manifold were individuated by the preexistent inertial reference frame.
Second, and this is related with the first point, these points had preexistent spatio-temporal
individuality, conferred to them by the preexistent, rigid background Minkowskian metric.
Phrased differently, this meant that spacetime has physical reality independent of dynam-
ical metric fields.

In GTR, however, all physical events were to be built up solely out of the movements of
material points, the meeting of the points (i.e., the intersection of these points’ world lines
or the totality of spatio-temporal point-coincidences) dictated by the dynamical metric
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field, according to Einstein, was the only reality. In contrast to what depended on the
choice of the reference system, the point-coincidences were naturally preserved under all
transformations (and no new ones were added) if certain uniqueness conditions were
observed. These considerations had deprived the reference systems K and K0 in the hole
argument of any physical reality, and took “away from space and time the last remnant of
physical objectivity” (Einstein, 1916b).

Since the points of a manifold in GTR must inherit all of their distinguishing spatio-
temporal properties and relations from the metric fields, a four-dimensional manifold could
be defined as a spacetime only when it was structured by metric fields.5 That is, in GTR
there would be no spacetime before the metric field was specified or the gravitational
equations were solved. In this case, according to Einstein, it would be senseless and devoid
of any physical content to attribute two different solutions G(x) and G0(x) of a set of field
equations to the same coordinate system or the same manifold. For this reason, Einstein
stressed that

the (simultaneous) realization of two different g-systems (better said, of two different gravitational
fields) in the same region of the continuum is impossible by the nature of the theory. . . . If two
systems of the gμv (or generally, of any variables applied in the description of the world) are so
constituted that the second can be obtained from the first by a pure space-time transformation, then
they are fully equivalent.

(Einstein, 1915e)

Logically, the lack of structures in GTR other than the metric fields for individuating the
points of a manifold as spacetime points justified the identification of a whole equivalence
class of drag-along metric fields with one gravitational field. The identification had
undermined the underlying assumption of the hole argument (the drag-along metric fields
were physically different) and averted the logical force of the hole argument (GC would
violate the law of causality), and had thus removed a philosophical obstacle in Einstein’s
way to the generally covariant equations. Moreover, since Einstein was convinced that the
physical laws (equations) should describe and determine no more than the physically real
(the totality of the spacetime coincidences), and that the statements of the physically real
would not “founder on any (single-valued) coordinate transformations,” the demand for
GC became most natural and imperative (ibid.). As a result, a definitive formulation of
GTR, that is, the generally covariant form of the field equations (the Einstein field
equations)

Gμv ¼ �k Tμv � 1
2
gμvT

� �
(4.1)

or, equivalently,

Gμv � 1
2
gμvG ¼ �kTμv, (4.2)

was quickly obtained (Einstein, 1915d).6
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For Einstein, GC was a mathematical expression of the extension of RP. This claim,
however, was rejected by Eric Kretschmann (1917) and other later commentators. They
argued that since any spacetime theory can be brought into a generally covariant form
purely by mathematical manipulation, and these generally covariant theories included the
versions of Newtonian spacetime theory that obviously violated RP, the connection
between GC and RP expressed by Einstein was an illusion. In fact, they argued, GC, as
a formal property of certain mathematical formulations of physical theories, was devoid of
any physical content.

The Kretschmannian argument can be rejected in two steps. First, from the above
discussion, we have seen clearly that GC, as it was understood and introduced in GTR by
Einstein, was a consequence of a physically profound argument, the point-coincidence
argument. The latter assumed that the physical reality of spacetime was constituted by the
points of intersection of the world lines of material points, which, in turn, were specified by
the dynamical metric fields. Thus, from its genesis, GC was less a mathematical requirement
than a physical assumption about the ontological relationship between spacetime and the
gravitational field: only physical processes dictated by the gravitational field can individuate
the events that make up spacetime. In this sense, GC is by no means physically vacuous.

Second, it is true that it is always possible, by introducing some additional mathematical
structures (such as the general metric tensor and curvature tensor), to bring a theory (such
as Newtonian theory or STR) that initially was not generally covariant into a generally
covariant form. To assert that the modified theory has the same physical content as
the original one, however, one has to make physical assumptions that these additional
structures are merely auxiliary without independent physical significance, that is, that they
are physically empty and superfluous. In the case of STR, for example, a restriction
(that the curvature tensor must be vanishing everywhere) has to be imposed so that the
Minkowskian metric (together with the privileged inertial frames of reference) can be
recovered. This kind of restriction, necessary for recovering the physical content of
theories prior to general relativity, makes the apparent GC in their formulations trivial
and physically uninteresting. It is particularly instructive to notice that since the solutions
of the trivial GC theories have to meet the restrictions imposed on the formulations, they
cannot be generally covariant themselves.

By ruling out the cases of trivial GC, the connection between GC and the extension of
RP seems deep and natural: both presuppose and endorse a specific view of spacetime, the
nature and implications of which will be elaborated in Part III, that rejects the substantiv-
alist view of spacetime, according to which spacetime has a physical reality independent of
the gravitational field.7

4.3 Matter versus Spacetime and the Field: Mach’s Principle

Although Kretschmann failed to prove rigorously that RP, as expressed in GC equations,
was only a requirement about the mathematical formulation without physical content, his
criticism did prompt Einstein to reconsider the conceptual foundations of GTR. In March
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1918, Einstein for the first time coined the expression “Mach’s principle” and listed it, in
addition to (a) RP and (b) EP,8 as one of three main points of view on which GTR rested:

(c) Mach’s principle: The G-field is completely determined by the masses of the bodies. Since mass
and energy are identical in accordance with the results of the special theory of relativity and the
energy is described formally by means of the symmetric energy tensor (Τμν), the G-field is condi-
tioned and determined by the energy tensor of matter.

(Einstein, 1918a)

In a footnote, Einstein said:

Hitherto I have not distinguished between principles (a) and (c), and this was confusing. I have
chosen the name “Mach’s principle” because this principle has the significance of a generalization of
Mach’s requirement that inertia should be derived from an interaction of bodies.

(Ibid.)

Einstein held that the satisfaction of Mach’s principle (MP) was absolutely necessary
because it expressed a metaphysical commitment concerning the ontological priority of
matter over spacetime. He claimed that the field equations (4.1) as an embodiment of MP
implied that no gravitational field would exist without matter. He also claimed that MP was
a statement about the spacetime structure of the whole universe, since all the masses of the
universe participated in the generation of the gravitational field (ibid.).

By stressing the importance of MP, Einstein tried to clarify the conceptual basis of
GTR. The logical status of MP in GTR, however, is much more complicated than Einstein
thought, as we shall see shortly. Einstein’s effort, nevertheless, revealed his Machian
motivation in developing and interpreting GTR. In fact, as early as 1913, Einstein had
already proclaimed the Machian inspiration of his theory: He postulated that

the inertial resistance of a body can be increased by placing unaccelerated inertial masses around it;
and this increase of the inertial resistance must fall away if those masses share the acceleration of
the body.

(1913b)

and claimed that

this agrees with Mach’s bold idea that inertia originates in an interaction of the massive particle under
consideration with all the rest.

(Einstein and Grossmann, 1913)

In a letter to Mach on June 25, 1913, Einstein wrote enthusiastically:

Your helpful investigations on the foundations of mechanics will receive a brilliant confirmation. For
it necessarily turns out that inertia has its origin in a kind of interaction, entirely in accord with your
considerations on the Newton pail experiment.

(1913c)

In the obituary he wrote when Mach died in 1916, Einstein even claimed that Mach “was
not far from postulating a general theory of relativity half a century ago” (1916d).

64 The General Theory of Relativity

available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108566926.007
Downloaded from https://www.cambridge.org/core. Access paid by the UCSF Library, on 06 Oct 2019 at 16:07:30, subject to the Cambridge Core terms of use,

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108566926.007
https://www.cambridge.org/core


As we indicated in Section 3.1, Mach’s ideas had exercised a profound influence upon
Einstein’s thinking. Most important among them was his criticism of Newton’s notion of
absolute space, which, according to Mach, was out of the reach of experience and had an
anomalous causal function: It affected masses, but nothing can affect it. Newton justified
his notion of absolute space by appealing to the notion of absolute motion with respect
to absolute space, which generated observable inertial effects, such as centrifugal forces in
the case of a rotating bucket. In arguing against Newton, Mach suggested instead that

Newton’s experiment with the rotating vessel of water simply informs us, that the relative rotation of
the water with respect to the sides of the vessel produces no noticeable centrifugal forces, but that
such forces are produced by its relative rotation with respect to the mass of the earth and other
celestial bodies.

(Mach, 1883)

Here the notion of absolute motion with respect to absolute space was replaced by motion
relative to physical frames of reference.9

Both relative motion and physical frames of reference were observable. Yet it was still
mysterious why relative motion would be able to produce inertial forces. Mach’s sugges-
tion, as was hinted immediately after the above quotation, was that inertial forces and
inertial masses, as well as the inertial behavior of bodies in a relative space associated with
the physical frame of reference, were determined by some kind of causal interaction
between bodies and their environment:

No one is competent to say how the experiment would turn out if the sides of the vessel increased
in thickness and mass until they were ultimately several leagues thick.

(Ibid.)

In other places, Mach asserted that the contribution to the production of inertial forces and
to the determination of the inertial behavior of bodies by “the nearest masses vanishes in
comparison with that of the farthest” (Mach, 1872). This brings out another characteristic
feature of Mach’s idea: The local inertial system or local dynamics is determined by the
distribution of matter in the whole universe.

When Einstein coined the expression “Mach’s principle” and asserted that the state of
space was completely determined by massive bodies, he certainly had in his mind
the whole complex of Mach’s ideas: space as an abstraction of the totality of spatial
relations of bodies (which were embodied in various frames of reference), the relativity of
motion, and the determination of inertia by the causal interactions of bodies. Mach’s idea
of causal interactions, however, was based on the assumption of instantaneous action at a
distance. The idea of distant actions explained why the distribution of distant masses
could play an essential role in the local dynamics (such as inertial forces), but it was
in direct contradiction with the field concept of action cherished dearly by Einstein. Thus,
to take over Mach’s ideas, Einstein had to reinterpret them in the spirit of field theory.
There was no particular difficulty in this pursuit because Einstein’s idea of gravitational
field served perfectly well as the medium of causal actions among massive bodies. Thus,
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according to Einstein, “Mach’s notion finds its full development” in the notion of gravita-
tional field (1929b).

There were other modifications of Mach’s ideas in Einstein’s discussion of MP, which
were also related with Einstein’s thinking within the field-theoretical framework. First,
what the energy tensor in the Einstein field equations described was not just the energy of
bodies but also that of the electromagnetic fields. Second, in Einstein’s generalization of
Mach’s ideas of inertia (that inertial masses, inertial forces, and the law of inertia had their
origin in the causal interactions of bodies), the notion “inertia” referred to inertial systems
(as distinct frames of reference in which the laws of nature, including local laws of
electrodynamics, took a particularly simple form) as well. Thus Mach’s ideas of inertia
provided inspiration not only for EP (if the causal interactions were taken to be gravita-
tional interactions) but also for the extension of RP, by which the inertial frames of
reference were deprived of their absolute character and became a special case of relative
spaces characterized by metric tensors (which describe both the inertio-gravitational fields
and the chrono-geometrical structures of spacetime).

As we noted above, Einstein’s distinction of MP from RP was a response to
Kretschmann’s criticism. Originally, Einstein might have felt that RP as an extension of
Mach’s idea of the relativity of inertia was enough to characterize the physical content
of GTR. Under the pressure of Kretschmann’s criticism that RP in the form of GC was
physically vacuous, however, Einstein felt that, to avoid confusion, it was necessary to
clarify the conceptual foundations of GTR. And this could be done by formulating a
separate principle, which was coined MP, to characterize some of the guiding ideas of
GTR, concerning (i) the relationship between the inertial motions (dictated by the geomet-
rical structures of spacetime) and the matter content of the universe; (ii) the origin and
determination of spacetime structure; and (iii) the ontological status of spacetime itself,
while at the same time maintaining the heuristic value of RP.

There is no doubt that Mach’s ideas motivated and inspired Einstein’s working on GTR.
However, the logical status of MP in GTR is another matter. This is a complicated and
controversial issue. One may follow Einstein and claim, loosely, that RP is a generalization
of Mach’s idea about the relativity of accelerated and rotational motions (and thus of
physical frames), that EP arises from Mach’s idea that inertia comes from (gravitational)
interactions between massive bodies, and that the Einstein field equations implement
Mach’s idea that matter is the only real cause for the metric structures of space (time),
which as an abstraction of material relations, in turn, dictate motions of bodies.10 Einstein,
however, went further and derived some testable non-Newtonian predictions from GTR.
These predictions, if confirmed, would lend strong support to Mach’s ideas about the
relativity of inertia and would entail that “the whole inertia, that is, the whole gij-field, [is]
to be determined by the matter of the universe” (Einstein, 1921b). For this reason, they
have been called Machian effects.

In fact, the following Machian effects were anticipated by Einstein as early as 1913,
well before the formulation of MP, on the basis of his tentative theory (with Grossmann) of
the static gravitational field. (A) The inertial mass of a body must increase when
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ponderable masses are piled in its neighborhood (Einstein, 1913b). (B) A body must
experience an accelerating force when nearby bodies are accelerated (Einstein, 1913a).
(C) A rotating hollow body must generate inside of itself a Coriolis field, which drags
along the inertial system, and a centrifugal field (Einstein, 1913c). These effects (especially
effect (C), namely the dragging along of inertial systems by rotating masses) were used by
Einstein and later commentators as criteria for the Machian behavior of solutions of the
field equations of GTR (Einstein, 1922). But the most characteristic aspect of Einstein’s
Machian conception was expressed in his assertion (D):

In a consistent theory of relativity there can be no inertia relative to “space”, but only an inertia of
masses relative to one another. Hence if I have a mass at a sufficient distance from all other masses in
the universe, its inertia must fall to zero.

(1917a)

Assertion (D), however, is contradicted by the existence of a variety of solutions of
Einstein’s field equations. The first among them is the Schwarzschild solution. In
extending Einstein’s (1915c), in which an approximate gravitational field of a static
spherically symmetrical point-mass in a vacuum was obtained, Schwarzschild (1916a),
with the assumption that the gravitational potentials are continuous everywhere except at
R = 0 (R as well as θ and ϕ is a polar coordinate), obtained an exact solution for an isolated
point-mass in otherwise empty spacetime (a star or the solar system):

ds2 ¼ 1� α=rð Þc2dt2 � dr2= 1� α=rð Þ � r2 dθ2 þ sin 2θdϕ2
� �

, (4.3)

where

r ¼ R3 þ α3
� �1=3

, with α ¼ 2Gm=c2:

This solution implies that the metric at infinity is Minkowskian; thus a test body has its full
inertia however far it may be from the only point-mass in the universe. It is obvious that
this solution is in direct contradiction with assertion (D).

Einstein knew the Schwarzschild solution quite early and wrote, on January 9, 1916, to
Schwarzschild: “I liked very much your mathematical treatment of the subject” (1916b).
Yet the clear anti-Machian implications of the treatment urged Einstein to reaffirm his
Machian stand to Schwarzschild:

In the final analysis, according to my theory, inertia is precisely an interaction between masses, not an
“action” in which, in addition to the masses contemplated, “space” as such participates. The essential
feature of my theory is just that no independent properties are attributed to space as such.

(1916b)

To meet the challenge to the Machian conception, posed by the Schwarzschild solution and
by a plausible boundary condition of the field equations11 (which specifies that the metric
at infinity has a Minkowskian character), Einstein, in his classic paper (1916c), appealed to
the concept of “distant matter which we have not included in the system under consider-
ation.” These unknown masses could serve as the source of the Minkowski metric at
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infinity, thus providing a Machian explanation of Minkowskian boundary conditions, and
as a major source of all inertia.

If a Machian conception is taken for granted, then there is a self-consistent justification
for the existence of distant masses. It is observed that to a very high degree of accuracy
inertia in our part of the universe is isotropic. But the matter in our immediate
vicinity (planets, sun, stars) is not isotropic. Thus, if inertia is produced by matter, an
overwhelming part of the effect must come from some isotropically distributed distant
masses that lie beyond our effective observation.

Yet the price for saving the Machian position in this way was very high, as was pointed
out by de Sitter.12 First, a universal Minkowskian boundary condition is in contradiction
with the spirit of GTR because it is not generally covariant, and the idea that various
gravitational potentials are necessarily reduced to the Minkowskian value is an ingredient
of a disguised version of absolute space. In general, any specification of boundary condi-
tions, as Einstein himself soon realized in his letter to Besso at the end of October of 1916,
is incompatible with GTR as local physics.13 Second, distant masses are supposed to be
different from absolute space, which is independent of reference systems and nonobser-
vable in principle. Yet, just like absolute space, distant masses are also independent of
reference systems and are nonobservable in principle: To serve the function of determining
gravitational potentials at infinity, these masses must be conceived as beyond any effective
observation. Thus the philosophical appeal of the Machian programme, compared to
Newton’s idea of absolute space, has faded away.

By the time Einstein made his assertion (D), he was fully aware of these difficulties. The
reason for his adherence to the Machian position, regardless of the Schwarzschild solution
and various difficulties associated with the Machian conception of boundary conditions, is
that he had developed a new strategy for implementing his Machian programme (1917a).
This strategy led to the genesis of relativistic cosmology, which has been rightly regarded
as the most fascinating consequence of MP. The cosmological considerations also gave
Einstein new confidence in Mach’s idea, which was testified in his formulation of MP in
(1918a) and his further discussion of the Machian effects in (1922). Before turning to
cosmology, however, let us look at the Machian effects briefly.

Einstein thought that effect (A) was a consequence of GTR (1922). However, this was
shown to be only an effect of the arbitrary choice of coordinates.14 In fact, inertial mass in
GTR, in which EP holds,15 is an intrinsic and invariant property of bodies, independent of
the environment. To express the generation of inertial mass by interactions with distant
masses successfully, at least one more long-range force generated by a new (different from
the gμv) field is required. Yet this breaks EP and amounts to nothing but a modification of
GTR, such as the failed Brans–Dicke theory.16

Under certain initial and boundary conditions, effects (B) and (C) can be derived from
GTR.17 Yet this cannot be simply construed as a demonstration of the validity of MP. The
problem is that, in these derivations, a Minkowskian spacetime was tacitly assumed to hold
at infinity, partially under the disguise of the method of approximation. But this assump-
tion, as noted above, violates the spirit of MP on two counts. First, the boundary condition
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at infinity in this context assumes the role of Newton’s absolute space and, in contradiction
with MP, is immune to the influence of the massive bodies in question. Second, instead of
being the only source of the total structure of spacetime, the presence of matter in this
context merely modifies the latter’s otherwise flat structure. Although the flat structure can
be taken to be dictated by nonobservable distant masses, the latter are philosophically no
more appealing than absolute space.

The failure to confirm the Machian effects suggests that MP is neither a necessary
presupposition nor a logical consequence of GTR. Nevertheless, two more options are still
available for incorporating MP into GTR. First, we can modify GTR and bring it into a
form compatible with MP. One attempt of this kind, the one appealing to nonobservable
distant masses, failed, as noted above. Another modification of GTR by the introduction of
a cosmological constant will be discussed in Section 4.4. The second option is to take MP
as a selection rule for solutions of Einstein’s field equations. That is, MP is taken as an
external constraint on the solutions, rather than as an essential ingredient of GTR. But this
makes sense only in the context of relativistic cosmology. Therefore it will also be treated
in Section 4.4.

There is another reason why MP was not endorsed, even by Einstein himself in
his later years. MP presumes that material bodies are the only independent physical
entities that determine the structures, or even the very existence, of spacetime. Einstein
rejected this premise when he began to be fascinated by the idea of a unified field
theory from the mid-1920s (see Section 5.3). He argued that “the [stress–energy
tensors] Tik which are to represent ‘matter’ always presuppose the gik” (1954a). The
reason Einstein gave for this is simple. In order to determine the stress-energy tensor
Tik, it is necessary to know the laws governing the behavior of matter. The existence of
nongravitational forces requires the laws of these forces to be added to those of GTR
from outside. Written in a covariant form, these laws contain the components of the
metric tensor. Consequently we will not know matter apart from spacetime. According
to Einstein’s later view, the stress–energy tensor is merely a part of the total field rather
than its source. Only the total field constitutes the ultimate datum of physical reality,
from which matter is to be constructed. Thus the ontological priority of matter over the
field is explicitly and firmly rejected. From such a perspective, Einstein summed up his
later position on MP:

In my opinion we ought not to speak about the Machian Principle any more. It proceeds from the time
in which one thought that the “ponderable bodies” were the only physical reality, and that all
elements that could not be fully determined by them ought to be avoided in the theory.

(1954a)

Some clarifications on Einstein’s position on MP are needed. In my opinion, there are
in fact two MPs, MP1 and MP2. MP1, held by Mach and the early Einstein and rejected by
the later Einstein, says that ponderable bodies are the only physical reality that fully
determines the existence and structure of spacetime. MP2 held by Einstein in his unified
field theory period, says that spacetime is ontologically subordinate to the physical reality
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represented by a total substantial field, among whose components we can find gravitational
fields, and that the structures of spacetime are fully determined by the dynamics of the
field. More discussion on Einstein’s view of spacetime and its geometric structures will be
given in Section 5.1. Here it is sufficient to say that with respect to the relation between
spacetime and the field, Einstein’s later position was still Machian in spirit. The only
difference between this position n (MP2) and Mach’s (MP1) is that Einstein took the field
rather than ponderable matter as the ultimate ontology that gives the existence and
determines the structures of spacetime.

In a letter to Max Born on May 12, 1952, Einstein wrote:

Even if no deviation of light, no perihelion advance and no shift of spectral lines were known at all,
the gravitational field equations would be convincing, because they avoid the inertial system – that
ghost which acts on everything but on which things do not react.

(1952d)

It is an undeniable fact that Einstein’s successful exorcism of that ghost was inspired and
guided by Mach’s idea about the relativity of inertia, although in its original formulation,
MP1, this idea can be viewed neither as a necessary premise nor as a logical consequence
of the field equations, nor has it been established as a useful selection rule, as we shall see
in Section 4.4.

4.4 The Consistency of GTR: The Genesis of Relativistic Cosmology

Since Einstein took the initial inspiration, core commitment, and major achievement of
GTR to be the dismissal of absolute space (as well as the privileged status of the inertial
system), to have a consistent theory he had to meet two challenges. One was posed by
rotation, whose absolute character, as argued by Newton and his followers, required
support from absolute spatial structures. The other was associated with the boundary
conditions of the field equations, which functioned as a disguised version of absolute
space. In order to deprive rotation of absoluteness, Einstein, following Mach, resorted to
the ever-elusive distant masses. This strategy, however, was sharply criticized and reso-
lutely rejected by de Sitter, as noted earlier. De Sitter also disagreed with Einstein on the
boundary conditions, which were mingled with the idea of distant masses in the Machian
context, and on what a consistent theory of general relativity should be. Historically, the
Einstein–de Sitter controversy was the direct cause of the emergence of relativistic
cosmology.18

After having established the field equations, Einstein tried to determine the boundary
conditions at infinity, which was only a mathematical formulation of the Machian idea
that the inertia of a mass must fall to zero when it is at a sufficient distance from all other
masses in the universe. He clearly realized that the specification of boundary conditions
was closely related with the question of “how a finite universe can exist, that is, a
universe whose finite extent has been fixed by nature and in which all inertia is truly
relative.”19
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On September 29, 1916, in a conversation with de Sitter, Einstein suggested a set of
generally covariant boundary conditions for gμv:

0 0 0 ∞
0 0 0 ∞
0 0 0 ∞
∞ ∞ ∞ ∞2

(4.4)

De Sitter immediately realized two of its implications: its non-Machian nature and the
finiteness of the physical world. Since the degenerate field of gμv at infinity represented
a non-Machian and unknowable absolute spacetime, “if we wish to have complete
[consistent] four-dimensional relativity for the actual world, this world must of necessity
be finite.”20

De Sitter’s own position on boundary conditions was based on his general epistemo-
logical view that “all extrapolations beyond the region of observation are insecure”
(1917e). For this reason, one had to refrain entirely from asserting boundary conditions
for spatial infinity with general validity, and the gμv at the spatial limit of the domain under
consideration had to be given separately in each individual case, as was usual in giving the
initial conditions for time separately.

In his “cosmological considerations,” Einstein acknowledged that de Sitter’s position was
philosophically incontestable. Yet, as he confessed immediately, such complete resignation
on this fundamental question, namely the Machian question, was for him a difficult thing.
Fortunately, when Einstein wrote this paper, he had already found a way out of this difficult
situation, a consistent way of carrying through his Machian conception of GTR. Einstein’s
new strategy was to develop a cosmological model in which the absence of boundary
conditions was in harmony with a sensible conception of the universe as a totality:

If it were possible to regard the universe as a continuum which is finite (closed) with respect to its
spatial dimensions, we should have no need at all of any such boundary conditions.

(1917a)

Then, by assuming that the distribution of matter was homogeneous and isotropic, Einstein
succeeded in showing that

both the general postulate of relativity and the fact of the small stellar velocities are compatible with
the hypothesis of a spatially finite universe.

(Ibid.)

And this marked the emergence of relativistic cosmology, which was the result of
philosophical reflections upon the relationship between matter and spacetime.

However, in order to carry through this idea, Einstein had to modify his field
equations, i.e., introduce a cosmological constant λ so that the field equations (4.1) were
transformed into

Gμv � λgμv ¼ �k Tμv � 1
2
gμvT

� �
: (4.5)
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The reason for introducing the λ term was not so much to have a closed solution – which
was possible without the λ term, as realized by Einstein in the article, and as fruitfully
explored later on by Alexander Friedmann (1922) – as to have a quasi-static one, which
was required, Einstein claimed, “by the fact of the small velocities of the stars.”
Mathematically, this first quantitative cosmological model is essentially the same as
Schwarzschild’s interior solution (1916b). The major difference is this. While the interior
metric is reducible to the Minkowski metric at infinity, Einstein’s universe is spatially
closed.21

The physical meaning of the λ term is rather obscure. It can be interpreted as a locally
unobservable energy density of the vacuum, or as a physical force of repulsion (negative
pressure) that increases with distance, counteracting the effects of gravitation and making
the distribution of matter stationary or even expanding. In any case, it is an obviously non-
Machian source term for the gravitational field, representing an absolute element that acts
on everything without being acted upon. With the help of the cosmological term, however,
Einstein was able to predict a unique relation between the mass density ρ in the universe
and its radius of curvature R,

kρc2 ¼ 2λ ¼ 2=R2, (4.6)

by taking matter to be pressure-free. This fixing of a definite periphery of the universe had
removed any necessity for a rigorous treatment of boundary conditions. And this was
exactly what Einstein had hoped for.

If the Machian motivation was the only constraint in cosmological construction, then
the introduction of the λ term was neither necessary nor sufficient. It was not necessary
because a closed solution, though not static, could be derived from the original field
equations (4.1) as noted above. Nor was it sufficient because the modified field equations
still had non-Machian solutions. As was shown by de Sitter (1917a–d), even if the system
were devoid of matter, a solution to the modified field equations could still be found when
time was also relativized,

ds2 ¼ 1� λr2=3
� �

dt2 � 1� λr2=3
� ��1

dr2 � r2 dθ2 þ sin 2θdϕ2
� �

, (4.7)

with a radius of curvature R ¼ 3=λð Þ1=2, which was labeled by de Sitter system B, as in
contrast with Einstein’s cosmological model, which was labeled system A.

Einstein’s first reaction to model B, as recorded in the postscript of de Sitter’s (1917a),
was understandably negative:

In my opinion it would be unsatisfactory to think of the possibility of a world without matter. The
field of gμv ought to be conditioned by matter, otherwise it would not exist at all.

Facing this criticism, de Sitter reasoned that since in system B all ordinary matter (stars,
nebulae, clusters, etc.) was supposed not to exist, Einstein and other “followers of Mach
are compelled to assume the existence of still more matter: the world-matter” (1917b).
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Even in system A, de Sitter wrote, since the cosmological constant was very small, as
indicated by our knowledge of the perturbations in the solar system, the total mass of the
hypothetical and nonobservable world-matter must be “so enormously great that, com-
pared with it, all matter known to us is utterly negligible” (1917a).

Einstein did not accept de Sitter’s reasoning. In his letter to de Sitter (1917d), Einstein
insisted that there was no world-matter outside the stars, and that the energy density in
system A was nothing more than a uniform distribution of the existing stars. But if the
world-matter were just some kind of ideal arrangement of ordinary matter, de Sitter (1917b)
argued, then system B would be completely empty by virtue of its equations (which would
be a disaster from a Machian point of view), and system A would be inconsistent. The reason
for the inconsistency was given as follows. Since ordinary matter in system A was primarily
responsible for deviations from a stationary equilibrium, to compensate for the deviations, the
material tensor had to be modified so as to allow for the existence of internal pressure and
stress. This was possible only if one introduced the world-matter, which, unlike ordinary
matter, was identified with a continuous fluid. If this were not the case, then the internal forces
would not have the desired effect and the whole system would not remain at rest, as was
supposed to be the case. De Sitter further argued that the hypothetic world-matter “takes the
place of the absolute space in Newton’s theory, or of the ‘inertial system’. It is nothing more
than this inertial system materialized” (de Sitter, 1917c).

The exact nature of the world-matter aside, Einstein, in a letter to de Sitter on August 8,
1917 (1917e), presented an argument against de Sitter. Since dt2 in model B was affected
by a coefficient cos2 (r/R),22 all physical phenomena at the distance r = πR/2 could not have
duration. Just as in the near neighborhood of a gravitating massive point where clocks tend
to stop (the g44 component of the gravitational potential tends to zero), Einstein argued,
“the de Sitter system cannot by any means describe a world without matter but a world in
which the matter is completely concentrated on the surface r = πR/2 [the equator of the de
Sitter space]” (1918b). Conceivably, this argument gave Einstein certain confidence in his
Machian conception and helped him in formulating Mach’s principle at the same time,
various difficulties discussed above notwithstanding.

But de Sitter rejected Einstein’s criticism on two grounds: (i) the nature of the matter on
the equator and (ii) the accessibility of the equator. In the margin of Einstein’s letter
(Einstein, 1917e), de Sitter commented that

if g44 must become zero for r = πR/2 by “matter” present there, how large must the “mass” of that
matter then be? I suspect ∞! We then adopted a matter [which is] not ordinary matter . . .. That would
be distant masses yet again . . .. It is a materia ex machina to save the dogma of Mach.

In (1917c, d) de Sitter also argued that the equator was not “physically accessible” because
a particle can only “reach it after an infinite time, i.e., it can never reach it at all.”23

Different implications for the Machian conception of spacetime notwithstanding,
systems A and B shared a common feature: both were static models of the universe.
Conceptually, a gravitating world can only maintain its stability with the help of some
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physical force of repulsion that counterbalances the effects of gravitational attraction.
The cosmological constant can be taken as such an agent for fulfilling this function.24

Physically, this counterbalance is a very delicate business: At the slightest disturbance the
universe will expand to infinity or contract to a point if nothing intervenes.25

Mathematically, it was a Russian meteorologist, Alexander Friedmann (1922, 1924),
who showed that systems A and B were merely limiting cases of an infinite family of
solutions of the field equations with a positive but varying matter density: Some of them
would be expanding, and others contracting, depending on the details of the counter-
balancing. Although Friedmann himself took his derivation of various models merely as a
mathematical exercise, in fact he proposed a mathematical model of an evolving universe.
Einstein first resisted the idea of an evolving universe, but Friedmann’s rigorous work had
forced Einstein to recognize that his field equations admitted dynamic as well as static
solutions of the global spacetime structure, although he remained suspicious of the
physical significance of an evolving universe (Einstein, 1923c).

The conceptual situation began to change in 1931. Unaware of Friedmann’s work, a
Belgian priest and cosmologist, Georges Lemaître (1925, 1927), working on the de Sitter
model, rediscovered the idea of an evolving universe and proposed a model that was
asymptotic to the Einstein universe in the past and to the de Sitter universe in the future.
Lemaître’s work (1927) was translated into English and republished in 1931. This, together
with the discovery of Hubble’s law (1929) – which strongly suggested an expanding
universe – and Eddington’s proof of the instability of the Einstein static universe (1930),
made the concept of an evolving universe begin to receive wide acceptance. It was not
surprising that in 1931 Einstein declared his preference for nonstatic solutions with zero
cosmological constant (1931), and de Sitter voiced his confidence that “there cannot be the
slightest doubt that Lemaître’s theory is essentially true, and must be accepted as a very
real and important step towards a better understanding of Nature” (1931).

When Einstein, having travelled “rather a rough and winding road,” created relativistic
cosmology in 1917, he wrote that his construction of a model for the whole universe
“offers an extension of the relativistic way of thinking” and “a proof that general relativity
can lead to a noncontradictory system.”26 However, de Sitter challenged Einstein’s claim
and, with the help of his own works in 1917, showed that a cosmological model of GTR
could be in direct contradiction with Mach’s dogma. Thus, for GTR to be a consistent
theory, according to de Sitter, Mach’s dogma had to be abandoned. In his letter to Einstein
on November 4, 1920, de Sitter declared: “The [gravitational] field itself is real” rather than
subordinate to ponderable matter (1920). This, in fact, indicated a direction in which
Einstein himself had already been moving, starting with his Leiden Lecture (1920a), and
ending with his later conception of a unified field theory.

One may assume that with the acceptance of the notion of an evolving universe, which
has provided a framework within which more and more non-Machian solutions of the field
equations27 have been discovered, MP should have no place in a consistent theory of
general relativity. But this is not the case. Some scholars argue that although MP is in
contradiction with some solutions of the field equations, to have a consistent theory,
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however, we can, instead of giving up MP, take MP as a selection rule to eliminate non-
Machian solutions. John Wheeler, for example, advocated (1964a) that MP should be
conceived as “a boundary condition to separate allowable solutions of Einstein’s equations
from physically inadmissible solutions.” For D. J. Raine, MP as a selection rule is not
merely a metaphysical principle for regulation. Rather, he argues, since MP embraces the
whole universe and is confronted by cosmological evidence, it can be tested by cosmo-
logical models and verified by empirical data. It can be argued that such a study of the
empirical status of MP has a direct bearing on our understanding of what should be taken
as a consistent GTR. Let us have a brief look at this issue.

MP as a selection rule can take many forms.28 The most important one is concerned with
rotation. Our previous discussion of boundary conditions of the field equations indicates that
GTR is not incompatible with the idea that the material universe is only a small perturbation
on absolute space. If absolute space exists, we expect that the universe may have some
rotation relative to it. But if MP is right and there is no such thing as absolute space, then
the universe must provide the standard of nonrotation, and could not itself rotate. Thus the
rotating solutions, such as the Gödel universe (1949, 1952) or the Kerr metric (1963), are not
allowed. In this particular case, empirical evidence seems to be in favor of MP because, as
Collins and Hawking (1973a, b) interpreted, the observed isotropy of the microwave back-
ground (i) puts a limit on the possible rotation (local vorticity) of the universe (in the sense of
a rotation of a local dynamical inertial frame at each point with respect to the global mass
distribution) and (ii) shows that at no time in its history can the universe have been rotating on
a time scale shorter than the expansion time scale. This, according to Raine, “provides us with
the strongest observational evidence in favor of the [Mach] Principle” (1975).

Raine further argues that MP is also well supported by other empirical data. For
example, (i) anisotropically expanding nonrotating model universes are non-Machian
(because locally the shearing motions mimic a rotation of the matter relative to a dynamic
inertial frame) and they are ruled out by the microwave observations of the extremely small
ratio of the shear to the mean Hubble expansion and (ii) the homogeneity of the Machian
Robertson–Walker universe is supported by the observed zero galaxy correlation, which
measures the tendency for pairs of galaxies to cluster together in associations that have a
mean separation less than the average. Thus, according to Raine, these aspects of MP are
also empirically verified to a high precision (1981).

Be that as it may, the usefulness of MP as a general selection rule is far from established
in many cases without special symmetries because, as Wolfgang Rindler points out, “Raine’s
methods are difficult to apply except in situations with special symmetries” (1977).

Notes

1 See Stachel (1980a).
2 Einstein usually talks about coordinate systems (mathematical representations) instead of frames
of reference (physical systems). But judging from the context, what he really means when he
talks about coordinate systems is in fact frames of reference.
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3 For a detailed account of these physical requirements, see Stachel (1980b) or Norton (1984).
4 Cf. Stachel (1980b) and Earman and Norton (1987).
5 Or, more precisely, only when the points of a manifold were individuated by four invariants
of the Riemann tensor constructed from the metric field. See Stachel (1994) and
references therein.

6 Here Gμν is the Ricci tensor with contraction G, and Τμν is the stress–energy tensor with
contraction T. The left-hand side of Equation (4.2) is now called the Einstein tensor.

7 Some commentators (Earman and Norton, 1987) tried to use the hole argument against the
substantivalist view of spacetime, by incorporating formulations with trivial GC, even in the
context of theories prior to general relativity. Their arguments collapsed because, as pointed out
by Stachel (1994), they failed to recognize that the existence of non-dynamic individuating
structures in theories prior to general relativity prevents them from avoiding the hole argument by
identifying all the drag-along fields with the same gravitational field. Moreover, in theories prior
to general relativity, spacetime is rigid in nature (any transformation that reduces to identity in a
region must reduce to identity everywhere), and thus the hole argument (presupposing a
transformation that reduces to identity outside the hole but non-identity inside the hole) is not
applicable in these cases in the first place. For this reason, the nature of spacetime in the scientific
context of theories prior to general relativity cannot be decided on the hole argument. For more
details, see Stachel (1994).

8 “Inertia and weight are identical in nature . . . the symmetric ‘fundamental tensor’ (Gμν)
determines the metrical properties of space, the inertial behavior of bodies in it, as well as
gravitational effects. We shall denote the state of space described by the fundamental tensor as
the G-field” (Einstein, 1918a).

9 In Mach’s discussion, physical frames of reference sometimes were represented by the fixed stars,
on other occasions by the totality of the masses in the universe.

10 See, e.g., Raine (1975).
11 Since Einstein’s field equations are second-order differential equations, boundary conditions are

necessary for obtaining solutions from the equations.
12 See de Sitter (1916a, b).
13 See Speziali (1972), p. 69.
14 See Brans (1962).
15 So it is always possible to define, in the framework of GTR, a local coordinate system along the

world line of any particle with respect to which physical phenomena obey the laws of STR and
show no effects of the distribution of the surrounding mass.

16 Brans and Dicke (1961).
17 See Lense and Thirring (1918); Thirring (1918, 1921).
18 For an excellent summary of the Einstein–de Sitter controversy, see Kerszberg (1989).
19 Einstein’s letter to Michele Besso (May 14, 1916), see Speziali (1972).
20 See de Sitter (1916a). The non-Machian nature of the very idea of boundary conditions was also

clear to Arthur Eddington. On 13 October, while waiting for a reprint of de Sitter’s (1916a) paper,
he wrote to de Sitter: “When you choose axes which are rotating relative to Galilean axes, you get
a gravitational field which is not due to observable matter, but is of the nature of a complementary
function due to boundary conditions – sources or sinks – at infinity. . . . That seems to me to
contradict the fundamental postulate that observable phenomena are entirely conditioned by other
observable phenomena” (Eddington, 1916).

21 Temporally, Einstein’s static universe is not closed. It has a classic cosmic time, and thus has the
name “cylindrical universe.”

22 Some mathematical manipulations are needed to derive this statement from Equation (4.7). See
Rindler (1977).

23 Connected with these remarks are the questions of singularity and horizon. More discussions on
these are given in Section 5.4.

24 Cf. Georges Lemaître (1934).
25 Cf. Arthur Eddington (1930).
26 See Einstein’s letter to de Sitter (1917c) and to Besso (Speziali, 1972).
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27 Roughly speaking, most cosmologists take all vacuum solutions (such as the de Sitter space and
the Taub–NUT space) and flat or asymptotically flat solutions (such as the Minkowski metric or
the Schwarzschild solution) to be non-Machian. They also take all homogeneous yet
anisotropically expanding solutions (such as various Bianchi models) or rotating universes (such
as the Gödel model and the Kerr metric) to be non-Machian. Some people also take all models
with a non-zero cosmological constant λ as non-Machian, because the λ term in these models
must be treated as a non-Machian source term, but others show more tolerance towards the λ
term. For a survey of the criteria and formulations for Machian or non-Machian solutions, see
Reinhardt (1973), Raine (1975, 1981) and Ellis (1989).

28 For a survey of these forms, see Raine (1975, 1981).
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5

The Geometrical Programme

Einstein’s GTR initiated a new programme for describing fundamental interactions, in
which the dynamics was described in geometrical terms. After Einstein’s classic paper on
GTR (1916c), the programme was carried out by a sequence of theories. This chapter is
devoted to discussing the ontological commitments of the programme (Section 5.2) and to
reviewing its evolution (Section 5.3), including some topics (singularities, horizons, and
black holes) that began to stimulate a new understanding of GTR only after Einstein’s
death (Section 5.4), with the exception of some recent attempts to incorporate the idea of
quantization, which will be addressed in Chapter 11. Considering the enormous influence
of Einstein’s work on the genesis and developments of the programme, it seems reasonable
to start this chapter with an examination of Einstein’s views of spacetime and geometry
(Section 5.1), which underlie his programme.

5.1 Einstein’s Views of Spacetime and Geometry

5.1.1 The Relevance of Spacetime Geometry to Dynamics

Generally speaking, a dynamical theory, regardless of its being a description of fundamen-
tal interactions or not, must presume some geometry of space for the formulation of its
laws and interpretation. In fact a choice of a geometry predetermines or summarizes its
dynamical foundations, namely, its causal and metric structures. For example, in Newton-
ian (or special relativistic) dynamics, Euclidean (or Minkowskian) (chrono-)geometry with
its affine structure, which is determined by the kinematic symmetry group (Galileo or
Lorentz group) as the mathematical description of the kinematic structure of space (time),
determines or reflects the inertial law as its basic dynamical law. In these theories, the
kinematic structures are not affected by dynamics. Thus, dynamical laws are invariant
under the transformations of the kinematic symmetry groups. This means that the kin-
ematic symmetries impose some restrictions on the form of the dynamical laws. However,
this is not the case for general relativistic theories. In these theories, there is no a
priori kinematic structure of spacetime, and thus there is no kinematic symmetry and no
restriction on the form of dynamical laws. That is, the dynamical laws are valid in every
conceivable four-dimensional topological manifold, and thus have to be generally
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covariant. It should be noted, therefore, that the restriction of GC upon the form of
dynamical laws in general relativistic theories is different in nature from the restrictions
on the forms of dynamical laws imposed by kinematic symmetries in nongenerally
relativistic theories.

5.1.2 The Nature of Spacetime and the Nature of Motion

It has long been recognized that there is an intimate connection between the nature of
spacetime and its geometrical structures, on the one hand, and the nature of motion, on the
other, in terms of their absoluteness or its opposite. Here the notion of absolute motion is
relatively simple: it means nonrelative or intrinsic motion. But the notion of absolute space
(time) is more complicated. It can mean rigid (nondynamic), substantive (nonrelational), or
autonomous (nonrelative). In traditional debates on the nature of space, all three senses
of absolutism, as opposed to dynamism, relationalism, and relativism, were involved.1 In
contemporary discussions in the context of GTR, however, rigidity is not an issue any
more. But the (stronger) substantivalist and (weaker) autonomist versions of absolutism are
still frequently involved.

If there are only relative motions, then the notion of an absolute space(time) will have
no justification at all. If, on the other hand, space(time) is absolute, then there must be some
absolute motions. Yet the entailments here do not go the other way round. That is, the
nonabsolute nature of space(time) does not entail the absence of absolute motions, and
absolute motions do not presuppose an absolute space(time). Such logical relations
notwithstanding, the existence of absolute motions does require that spacetime must be
endowed with structures, such as points and inertial frames of reference, which are rich
enough to support an absolute conception of motion. Thus a difficult question has been
raised, concerning the ontological status of these spacetime structures. Historically, this
conceptual situation is exploited, often successfully, by absolutists. For this reason, there is
a long tradition, among relationists, of rejecting the existence of absolute motions as a
protective stratagem, even though it is not logically required.2 Among relationists taking
this stratagem we find Mach and Einstein.

5.1.3 Einstein’s Views of Spacetime

Einstein’s views can be characterized by his rejection of Newton’s absolutist views of
space and time, and by his being strongly influenced by developments in field theories and
his finally taking physical fields as the ontologically constitutive physical basis of space-
time and its structures.

Einstein’s understanding of Newton was shaped by Mach’s interpretation. According to
Mach, Newton held that space must be regarded as empty, and such an empty space, as an
inertial system with its geometrical properties, must be thought of as fundamental and
independent, so that one can describe secondarily what fills up space.3 According to Mach,
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empty space and time in Newtonian mechanics play a crucial dual role. First, they are
carriers of coordinate frames for things that happen in physics, in reference to which events
are described by the space and time coordinates. Second, they form one of the inertial
systems, which are considered to be distinguished among all conceivable systems of
reference because they are those in which Newton’s law of inertia is valid.

This leads to Mach’s second point in his reconstruction of Newton’s position: space and
time must possess as much physical reality as do material points in order for the mechan-
ical laws of motion to have any meaning. That is, “physical reality” is said to be conceived
by Newton as consisting of space and time, on the one hand, and of permanently existing
material points, moving with respect to the independently existing space and time, on the
other. The idea of the independent existence of space and time can be expressed in this
way. If there were no matter, space and time alone could still exist as a kind of potential
stage for physical happenings.

Moreover, Mach also noticed that in Newton’s equations of motion, the concept of
acceleration plays a fundamental part and cannot be defined by temporally variable
intervals between massive points alone. Newton’s acceleration is conceivable or defin-
able only in relation to space as a whole. Mach reasoned, and this reasoning was accepted
by Einstein, that this made it necessary for Newton to attribute to space a quite definite
state of motion, i.e., absolute rest, which is not determinable by the phenomena of
mechanics. Thus, according to Mach, in addition to its physical reality, a new inertia-
determining function was also tacitly ascribed to space by Newton. The inertia-
determining effect of space in Newtonian mechanics must be autonomous, because space
affects masses but nothing affects it. Einstein called this effect the “causal absoluteness”
of space4 (1927).

Newtonian mechanics was replaced by STR, the emergence of which Einstein took as
an inevitable consequence of the development of field theory by Faraday, Maxwell, and
Lorentz. The field theory of electromagnetism is metaphysically different from mechanics
because, as Einstein summarized in (1917b),

(a) ‘in addition to the mass point’, there arises ‘a new kind of physical reality, namely, the
“field”’, and

(b) ‘the electric and magnetic interaction between bodies [are] effected not by forces
operating instantaneously at a distance, but by processes which are propagated through
space at a finite speed’.

Taking (a) and (b) into consideration, Einstein in STR claimed that the simultaneity of
events could not be characterized as absolute, and that in a system of reference accelerating
relative to an inertial system, the laws of disposition of solid bodies did not correspond to
the rules of Euclidean geometry because of the Lorentz contraction. From non-Euclidean
geometry, and on the considerations of GC and EP, Einstein suggested in GTR that the
laws of disposition of solid bodies were related closely with the gravitational field. These
developments in field theories had radically modified the Newtonian concepts of space,
time, and physical reality, and further developments in field theories required a new
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understanding of these concepts. It was in this interplay that Einstein developed his views
of space, time, and physical reality.

According to Einstein, the notion that spacetime is physically characterless is finally
disposed of because

the metrical properties of the spacetime continuum in the neighbourhood of separate spacetime points
are different and conjointly conditioned by matter existing outside the region in question. This spatio-
temporal variability [of the metric relations], or the knowledge that ‘empty space’ is, physically
speaking, neither homogeneous not isotropic, . . . compels us to describe its state by means of ten
functions, [i.e.,] the gravitational potential gμv. . . . No space and no portion of space is without
gravitational potential, for this gives it its metrical properties without which it is not thinkable at all.
The existence of the gravitational field is directly bound up with the existence of space.

(1920a)

For Einstein, spacetime was also divested of its causal absoluteness. In GTR, the geometrical
character of spacetime is constituted by metric fields, which, according to EP, are at the same
time the gravitational fields. Thus, spacetime, whose structures depend on physically
dynamic elements (gμν), is no longer absolute. That is to say, it not only conditions the
behavior of inertial masses but it is also conditioned, as regards its state, by them.

It is worth noticing that Einstein’s views on spacetime, though consistently anti-
Newtonian in nature and field-theoretically oriented, underwent a subtle change neverthe-
less. The change occurred in the mid-1920s, apparently concomitant with his pursuing a
unified field theory (UFT) starting in 1923 (see Section 5.3). In his pre-UFT period, the
Newtonian concept of empty space and the causal absoluteness of space and time were
rejected, but the physical reality of space and time was still somewhat retained:

Our modern view of the universe recognizes two realities which are conceptually quite independent
of each other, even though they may be causally connected [via MP], namely the gravitational ether
and the electromagnetic field, or – as one might call them – space and matter.

(1920a)

In contrast with this dualistic position on physical reality and a semi-absolutist view of
space, Einstein’s view in his UFT period was a thoroughly relationist one: “space is then
merely the four-dimensionality of the field” (1950b), “a property of ‘things’ (contiguity of
physical objects),” and

the physical reality of space is represented by a field whose components are continuous functions of
four independent variables – the coordinates of space and time . . . it is just this particular kind of
dependence that expresses the spatial character of physical reality.

(1950a)

He went even further and asserted that

space as opposed to ‘what fills space’, which is dependent on the coordinates, has no separate
existence . . . if we imagine the gravitational field, i.e., the function gik, to be removed, there does not
remain a space of type (1) ds2 ¼ dx21 þ dx22 þ dx23 � dx24

� �
, but absolutely nothing.

(1952a)
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For Einstein, the functions gik describe not only the field but at the same time also the
metrical properties of spacetime. Thus,

space of the type (1) . . . is not a space without field, but a special case of the gik field, for which . . .

the functions gik have values that do not depend on the coordinates. There is no such thing as an
empty space, i.e., a space without field. Space-time does not claim existence on its own, but only as a
structural quality of the field.

(Ibid.)

As far as the ontological primacy of the gravitational field over spacetime is concerned,
Einstein was a relationist as early as 1915, when he rejected the hole argument and
regained GC (see Section 4.2). But what was crucial for his change from a dualist to a
monist view of physical reality was his new understanding of the nature and function of the
gμν fields. If the function of the gμν fields is only to constitute spacetime ontologically and
specify its metrical structures (and thus motions) mathematically, then whether we take
spacetime as an absolute or a relational representation of the gμν fields will only be a
semantic problem, without any essential difference. But if the gμν fields are to be taken as
part of physically substantial fields, transformable into and from other physical fields, as
claimed by UFT, then a dualist view of physical reality will not be sustainable, and a
thoroughly relationalist view of spacetime will give no room to any autonomous view of
spacetime, even though there is still room for defining absolute motions, which are not
relative to absolute spacetime, but relative to the spacetime constituted by the totality of
physical fields (rather than by some of them).

On June 9, 1952, Einstein summed up his view of spacetime as follows:

I wish to show that space-time is not necessarily something to which one can ascribe a separate
existence, independently of the actual objects of physical reality. Physical objects are not in space,
but these objects are spatially extended. In this way the concept ‘empty space’ loses its meaning.

(1952b)

In the last few years of his life, Einstein frequently maintained that the basis of the above
view is the programme of field theory, in which physical reality – or the ultimate
ontology, or the irreducible conceptual element in the logical construction of physical
reality – is represented by the field. He insisted that only this programme can make a
separate concept of space superfluous, because it would be absurd to reject the existence
of empty space if one insisted that only ponderable bodies are physically real (1950b,
1952a, 1953).

5.1.4 Einstein’s Views of Geometry

Closely related to Einstein’s relationalist view of spacetime is his distinct view of geom-
etry. This view was neither axiomatic nor conventionalist, but was practical in nature,
trying to maintain a direct contact between geometry and physical reality. Einstein attached
special importance to his view, “because without it I should have been unable to formulate
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the theory of relativity”, and “the decisive step in the transition to generally covariant
equations would certainly not have been taken” (1921a).

According to the axiomatic view, what is assumed is not the knowledge or intuition of
the objects of which geometry treats, but only the validity of the axioms that are to be taken
in a purely formal sense, i.e., as void of all content of intuition or experience. These axioms
are free creations of the human mind. All other propositions of geometry are logical
consequences of the axioms. “It is clear that the system of concepts of axiomatic geometry
alone cannot make any assertions as to the behaviour of real objects,” because the objects
of which geometry treats are defined by axioms only and have no necessary relations with
real objects (Einstein, 1921a).

For Einstein, however, geometry “owes its existence to the need which was felt of
learning something about the behaviour of real objects” (1921a), “geometrical ideas
correspond to more or less exact objects in nature, and these last are undoubtedly the
exclusive cause of the genesis of those ideas” (1920a). The very word “geometry,” which
means earth-measuring, endorsed this view, Einstein argued, “for earth-measuring has to
do with the possibilities of the disposition of certain natural objects with respect to one
another,” namely, with parts of the earth, scales, etc. (1921a). Thus, to be able to make any
assertion about the behavior of real objects or practically rigid bodies, “geometry must be
stripped of its merely logico-formal character by the coordination of real objects of
experience with the empty conceptual framework of axiomatic geometry” (1921a) and
becomes “the science of laws governing the mutual spatial relations of practically rigid
bodies” (1930a). Such a “practical geometry” can be regarded “as the most ancient branch
of physics” (1921a).5

According to Einstein, the significance of the “practical geometry” lies in the fact that it
establishes the connections between the body of Euclidean geometry and the practically
rigid body of reality, so that “the question whether the geometry of the universe is
Euclidean or not has a clear meaning, and its answer can only be furnished by experience”
(1921a).

In Poincaré’s view of geometry, there was no room for such a connection between the
practically rigid body and the body of geometry. He pointed out that under closer inspec-
tion, the real solid bodies in nature were not rigid in their geometrical behavior, that is, their
possibilities of relative disposition depended upon temperature, external forces, etc. Thus,
immediate connections between geometry and physical reality appeared to be nonexistent.
According to Poincaré, therefore, the application of a geometry to experience necessarily
involved hypotheses about physical phenomena, such as the propagation of light rays, the
properties of measuring rods, and the like, and had an abstract (conventional) component
as well as an empirical component, just as in every physical theory. When a physical
geometry was not in agreement with observations, agreement might be restored by
substituting a different geometry, or a different axiom system, or by modifying the
associated physical hypotheses.6 Thus it should be possible and reasonable, in Poincaré’s
conventionalist view of geometry, to retain Euclidean geometry whatever may be the
nature of the behavior of objects in reality. For if contradictions between theory and
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experience manifest themselves, one could always try to change physical laws and retain
Euclidean geometry, because intuitively, according to Poincaré, Euclidean geometry was
the simplest one for organizing our experience.

Einstein could not reject Poincaré’s general position in principle. He acknowledged that
according to STR, there was no real rigid body in nature, and hence the properties
predicated of rigid bodies do not apply to physical reality. But, still, he insisted that it
was not a difficult task

to determine the physical state of a measuring-body so accurately that its behaviour relative to other
measuring-bodies should be sufficiently free from ambiguity to allow it to be substituted for the
‘rigid’ body. It is to measuring-bodies of this kind that statements about rigid bodies must be referred.

(1921a)

Einstein also acknowledged that, strictly speaking, measuring rods and clocks would have
to be represented as solutions of the basic equations (as objects consisting of moving
atomic configurations), and not, as it were, as theoretically self-sufficient entities, playing
an independent part in theoretical physics. Nevertheless, he argued that in view of the fact
that “we are still far from possessing such certain knowledge of theoretical principles of
atomic structure as to be able to construct solid bodies and clocks theoretically from
elementary concepts,” “it is my conviction that in the present stage of development of
theoretical physics these concepts must still be employed as independent concepts”
(1921a).

Thus Einstein provisionally accepted the existence of practically rigid rods and clocks,
of which practical (chrono)geometry treated, in order to connect (chrono)geometry and
physical reality, and to give (chrono)geometrical significance to the gμν fields.

However, one would be greatly mistaken to think thereby that Einstein held a kind of
external view of (chrono)geometry, external in the sense that (chrono)geometry was
considered to be constituted by rods and clocks.7 This is a mistaken view for three reasons.
First, Einstein admitted nonlinear transformations of coordinate in GTR, which entails that
the immediate metrical significance of the coordinates is lost. Thus, in the Gauss–Riemann
sense that geometry of the spacetime manifold is independent of coordinates,8 Einstein’s
view was intrinsic rather than external. Second, Einstein held that (chrono)geometrical
properties of spacetime were given by the gravitational fields alone (1920b). Thus, in the
sense that the (chrono)geometrical structures of spacetime were presumed to exist inde-
pendently of its being probed by rods and clocks, or even independently of the existence of
rods and clocks, Einstein’s view was internal rather than external. Third, Einstein empha-
sized that the introduction of two kinds of physical thing apart from four-dimensional
spacetime, i.e., rods and clocks, on the one hand, and all other things (e.g., material points
and the electromagnetic fields), on the other, in a certain sense was inconsistent. Although
he thought it was better to permit such an inconsistency at first, the inconsistency had to be
eliminated at a later stage of physics, namely, in a unified field theory (1949).

However, if we accept that Einstein took (chrono)geometry to be ontologically consti-
tuted and mathematically described by the gμν, fields, then certain complications should not
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be ignored. First, there were those to do with the interpretation of the field equations. Since
the field equations equate the contracted curvature tensor, expressed in terms of gμν, which
characterizes the (chono)geometry, with the stress–energy tensor, which specifies the
matter distribution, in a symmetrical way, neither term can claim priority over the other.
Thus, what the field equations suggested was a mutual causal connection between the
metrical fields and matter (including all nonmetrical fields). Yet Einstein’s early obsession
with Mach’s ideas made him claim that the metrical fields and the chronogeometry of
spacetime itself had to be unilaterally and completely determined by matter (1918a). This
seems to be in favor of the claim that Einstein held a kind of external view of (chrono)
geometry. It is fair to say that to the extent that Einstein was sticking to MP, this claim is
somewhat justifiable.

But with the impression he received from investigations of the vacuum field equation,
which showed that the metric fields did not owe their existence to matter, and with his
moving from MP to UFT, Einstein gradually realized that just as the electromagnetic field
had won liberation and the position as an independent dynamic entity under Maxwell, the
metric field should also be allowed at his hands to cast off its chains under Mach and step
onto the stage of physics as a participant in its own right, with dynamic degrees of freedom
of its own. In fact, near the end of his life, Einstein clearly pointed out that in his UFT, “the
Tik which are to represent ‘matter’ always presuppose the gik,” the metric tensor (1954a).

Second, there were considerations regarding the physical basis of chronogeometry.
Einstein held that the physical reality of spacetime was represented by the field (1950a);
that spacetime and its chronogeometry claimed existence only as a structural quality of the
physical field (1952a), of which gravitation and metric were only different manifestations;
and that “the distinction between geometrical and other kinds of fields is not logically
founded” (1948a).9 If we remember all these statements of Einstein’s, then the position of
taking Einstein as holding an internal or even an absolutist view of chronogeometry would
not seem to be tenable.

It is well known that the core of Einstein’s view of geometry is Riemann’s celebrated
thesis:

We must seek the ground of its metric relations outside it [i.e. actual things forming the groundwork
of space], in binding forces which act upon it.

(Riemann, 1854)

Here what “binding forces” means in Einstein’s view is clearly the gravitational force, or,
more precisely, the gravitational interactions mediated by the gravitational fields. Thus it
seems possible to summarize Einstein’s view of geometry as follows.

In so far as Einstein regarded the gravitational field as the only ontologically necessary
and sufficient constitutive element for gravitational interactions and hence for chronogeo-
metry, without any need of external rods and clocks as necessary constitutive elements for
chronogeometry, his view can be considered internalist.

To the extent that Einstein maintained that chronogeometry is not ontologically primary
but, rather, only a manifestation of the structural properties of the gravitational field, he
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clearly takes geometry as physically constituted by gravitational field and manifested as the
relational aspect of the holistic structure of the field. [For more on Einstein’s structuralist
and constructivist view of geometry and spacetime, see Cao (2006).]

5.2 The Geometrical Programme: Strong and Weak Versions

In terms of its ontological commitment, the geometrical programme for fundamental
interactions (GP), whose foundations were laid down by Einstein in GTR, is a variation
of the field theory programme; in terms of its description of dynamics, geometrical terms
play an exclusive part. Conceptually, two assumptions constitute its points of departure.
First, EP, which assumes the inseparability of inertia and gravity, thus assumes the role
of the gravitational field in constituting geometrical (i.e. inertial or affine) structures of
spacetime (see Section 3.4), and the role of geometrical structures in describing the
dynamics of gravity. Second, the view of “practical geometry,” according to which
geometry is directly connected with the physical behavior of practically rigid rods
and clocks, and thus the geometrical structures of spacetime, as the basis of physical
phenomena, is not given a priori but, rather, is determined by physical forces. For this
reason, geometry should be regarded as a branch of physics, and the geometrical character
of the physical world is not an a priori or analytic or conventional problem, but an
empirical one. As we indicated at the end of Section 5.1, this idea has its intellectual
origin in Riemann’s celebrated inaugural lecture of 1854.

Starting with these two assumptions, Einstein discovered that the trajectories of particles
and rays in a gravitational field have the properties of geodesics in a non-Euclidean
manifold, and that the occurrence of a gravitational field is connected with, and described
by, the spatiotemporally variable metrical coefficients gμν of a non-Euclidean manifold. In
contrast with classical field theory, in which the field is described in terms of potential
functions that depend on coordinates in a pregiven Euclidean space or Minkowskian
spacetime, Einstein in GTR associated gravitational potentials directly with the geometrical
character of spacetime, so that the action of gravity could be expressed in geometrical
terms. In this sense, we may say that Einstein initiated the geometrization of the theory of
gravity; hence the epithet “geometrical programme.”

The basic idea of GP is this. Gravitational (or other) interactions are realized through
certain geometrical structures, such as the curvature of spacetime. The geometrical struc-
ture influences the geodesics of the motion of matter and is influenced by the energy tensor
of matter. The latter influence is expressed by the field equations and the former influence
is expressed by the geodesic equations of motion, which were first postulated independ-
ently of the field equations (Einstein and Grossmann, 1913), but were then proved as only a
consequence of the field equations (Einstein, Infeld, and Hoffman, 1938).

GP has two versions: a strong version and a weak version. According to the strong
version, (i) the geometrical structures of spacetime themselves are physically real, as real as
matter and the electromagnetic fields, and have real effects upon matter, and (ii) the
gravitational interaction is taken as a local measure of the effect of spacetime geometry
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on the motion of matter, as a manifestation of the spacetime curvature, and is expressed by
the equation of geodesic deviation.

Einstein himself held the strong version in his earlier years. In fact, as late as 1920, he
still identified the gravitational field with space (1920b) or, more precisely, with the
geometrical structures defined on a manifold. Started from such an understanding, Einstein
then moved forward and transformed the geometrical structures of spacetime from rigidly
given, unchangeable, and absolute entities into variable and dynamical fields interacting
with matter. It is worth noting that the strong version of GP closely agrees with the
Newtonian position in asserting the reality and activity of space, although it differs from
the latter position in viewing space as a dynamic reality full of physical character, rather
than taking space as empty and rigid as conceived by Newtonians.

The weak version of GP rejects the independent existence of spacetime structures and
takes them only as structural qualities of the fields. Einstein held the weak version in his
later years when he pursued UFT. Logically speaking, however, the weak version does not
have to presume UFT. What it does presume is that the geometrical structure of spacetime
is ontologically constituted by physical (gravitational) fields.

Then a serious question facing the weak version of GP is how to justify this presump-
tion. The justification is readily provided by Einstein’s view of practical geometry.
According to this view, the geometrical structure manifests itself only in the behavior of
rods and clocks, and is determined wholly by the interactions between the gravitational
field, on the one hand, and rods and clocks, on the other. Rods and clocks, in addition to
their function as probes of the metric of spacetime, can also influence the gravitational
field. But the field itself, according to Einstein, is sufficient to constitute the metric of
spacetime. In empty spacetime, it is the purely gravitational field that is the only physical
reality and constitutes metrics (Minkowskian or otherwise) for spacetime; in nonempty
spacetime, it is the gravitational field interacting with matter (including rods and clocks)
and/or the electromagnetic field that plays the same constitutive role.

Einstein’s theory of gravitation, as he himself repeatedly pointed out from the days of
GTR to the end of his life, can only be regarded as a field theory, in which gravity as a
causal process is mediated by physical fields.

I have characterized Einstein’s research programme of gravitation as a geometrical, and
also as a field-theoretical, one. The compatibility of these two characterizations is apparent.
In both Einstein’s earlier and later views, the fields and the geometry of spacetime, as the
medium of gravitational interactions, are directly and inseparably connected to each other.
In fact, the two views of GP that form two phases of the development of GP can also be
considered as two views, or two phases of the development, of the field programme.

View 1: the geometrical structures of spacetime are taken as physically real and the
gravitational fields are reducible to them. Apparently, this view is compatible with
the dualism of matter and space/field.

View 2: the gravitational field is taken to be a physical substance, underlying the
geometrical structures of spacetime and having spacetime as the manifestation of
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its structural quality. It is not so difficult to see that this view prepares the way for
monism as was endorsed by Einstein’s UFT.

Judging from Einstein’s publications, we find that the transition from view 1 to view 2 took
place in the first half of the 1920s, concomitant with his turn to the pursuit of UFT. At the
beginning of the 1920s, Einstein still viewed space as an independent reality (1920a), with
the possibility of its geometrical structures having some field properties (1922). But five
years later, Einstein already regarded the metric relations as identical with the properties of
the field and declared that “the general theory of relativity formed the last step in the
development of the programme of the field theory” (1927).

In the transition, Einstein’s view of “practical geometry” played an important role. If the
geometrical structure of spacetime manifests itself only in the behavior of rods and clocks,
and is determined wholly by the gravitational interactions mediated by the gravitational
fields, then it is quite natural, if one accepts activity, reality, and self-subsistence as the
criteria of substance, to regard the gravitational field interacting with matter and with itself
as a physical substance, and geometrical structure as its structural quality. It is worth noting
that the two extremely important papers (1921a, 1925b) that had clarified Einstein’s view
of geometry happened to be written during the period of change.

Thus we have reached our most important conclusion. After he entered the second
phase of the evolution of his ideas, what Einstein did was not to geometrize the theory of
gravitation but to gravitize the geometry of spacetime.10 That is, he regarded geometry as
the manifestation of gravitational interactions rather than the other way round. The
geometrical structures of spacetime, after being gravitized, evolve with the evolution of
gravitational interactions, and its laws of evolution are identifiable with the dynamical laws
of the field, namely, Einstein’s field equations.

What is involved in the above discussion is only Einstein’s views about the relationship
between the gravitational fields and spacetime with its geometrical structures. During the
first two phases of Einstein’s field theory, in addition to the reality of the fields, the reality
of matter was presupposed. But with the development of the theory, and in particular, with
the deeper investigations of the vacuum field equations, Einstein was forced to commit
himself to consider the relationship between field and matter.

What had to be resolved was the following dilemma. On the one hand, Einstein’s
commitment to MP forced him to take matter as the only source of the field and the only
cause of changes of the field. On the other hand, the existence of mathematically valid
solutions to the vacuum field equations seemed to imply that the field itself was a kind of
substance, not derived from matter. If he rejected MP and took the field as a primary
substance, he had to explain why matter acted, as indicated by the field equations, as a
source of the field, and a cause of its changes. Einstein’s solution was quite simple. He took
matter, which he incorrectly reduced to the electromagnetic field, and the gravitational field
as two manifestations of the same substratum, the so-called nonsymmetrical total field.
Conceptually, this provided a substantial basis for the mutual transformability of the two.
Thus he said, “I am convinced, however, that the distinction between geometrical and other
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kinds of fields is not logically founded” (1948b).11 With this solution, Einstein carried GP
on to a new stage, the stage of UFT.

In sum, GP, which was mainly based on GTR and Einstein’s other works, in all its three
phases is radically different from Newtonian physics in that it is a field theory. In the
Newtonian programme, gravitation appears as an instantaneous action at a distance, and
the gravitational force cannot be interpreted as an activity determined by, and emanating
from, a single body, but has to be taken only as a bond between two bodies that
interact across the void. In Einstein’s programme, gravitation was considered as a local
intermediary action, propagating not instantaneously but with the velocity of light, and the
force was split up into the action of one body (excitation of the field determined by this
body alone) and the reaction of another body (temporal change of its momentum caused by
the field). Between the two bodies the field transmitted momentum and energy from one
body to another (Einstein, 1929a, b).

In Einstein’s opinion (1949), Mach’s criticism of Newtonian theory was bound to fail
because Mach presumed that masses and their interactions, but not fields, were the basic
concepts. But

the victory over the concept of absolute space or over that of the inertial system became possible only
because the concept of the material object was gradually replaced as the fundamental concept of
physics by that of the field . . . up to the present time no one has found any method of avoiding the
inertial system other than by way of the field theory.

(1953)

Einstein was right that his victory over Newtonian theory was a victory of the field theory.
But, unfortunately, he failed to show in a convincing way, though he wanted to, that matter
and fields (both electromagnetic and gravitational ones) can be described with a
unified field.

Needless to say, Einstein’s field theory is of a particular kind, in which the fields are
inseparably bound up with the geometrical structures of spacetime. Then, what is its
relation with a more fruitful field theory, quantum field theory? This interesting question,
together with a number of historical and philosophical questions, will be addressed later in
this volume.

5.3 Further Developments

At about the same time as Einstein presented his final version of GTR, David Hilbert
proposed a new system of the basic equations of physics (1915, 1917), synthesizing the
ideas of Gustav Mie’s electromagnetic field theory of matter (1912, 1913) and Einstein’s
general relativity. In his new theory, Hilbert used a variational principle and obtained, from
Mie’s world function H(gμv, gμv,ρ, gμv,ρσ, Aμ, Aμ,ρ), fourteen equations for fourteen poten-
tials: ten of these equations contained the variations with respect to the gravitational
potentials gμv and were called the equations of gravitation; while four stemmed from the
variations with respect to the electromagnetic potentials Αμ, and gave rise to the generalized
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Maxwell equations. With the help of a mathematical theorem, which says that in the
process of applying the variational principle, four relations will be found among n fields,
Hilbert claimed that

the four [electromagnetic equations] may be regarded as a consequence of the gravitational
equations. . . . In this sense electromagnetic phenomena are gravitational effects.

(1915)12

Hilbert’s unified theory of gravity and electromagnetism provided a strong stimulus to the
early development of GP. In particular, his conceived connection between the metric gμv
and electromagnetic potentials Αμ led him to a general view on the relationship between
physics and geometry:

Physics is a four-dimensional pseudo-geometry whose metric gμv is related to the electromagnetic
quantities, that is matter.

(Hilbert, 1917)

However, Hilbert said nothing about the geometrical foundations of physics, nor about the
geometrical structures of spacetime. In addition, the geometrical correspondence of the
electromagnetic potentials Αμ was also unclear in his theory.

What was crucial for the development of GP in terms of its mathematical underpinnings
was Levi-Civita’s introduction of the concept of the infinitesimal parallel displacement of a
vector (Levi-Civita, 1917). From such a concept, the elements in Riemann’s geometry,
such as the Riemann tensor of curvature, can be obtained. In this way, Riemann’s geometry

was generalized. Levi-Civita also endowed the three-index Christoffel symbol Γμ
ρv

� �
with

the meaning of expressing the infinitesimal transport of the line elements in an affinely
connected manifold, with their lengths being preserved. Thus a parallel transport of vectors
in a curved space was made equivalent to the notion of covariant differentiation:

aμy ¼ aμy þ Γμ
ρv

� �
aρ. Following Levi-Civita’s idea, Hessenberg (1917) considered space

as formed by a great number of small elements cemented together by parallel transport, i.e.,
as an affinely connected space.

The first extension of Einstein’s theory in a fully geometrical sense was given by
Hermann Weyl in (1918a, b). Strongly influenced by Einstein’s earlier ideas, Weyl held
that geometry was “to be regarded as a physical reality since it reveals itself as the origin of real
effects upon matter” and “the phenomena of gravitation must also be placed to the account of
geometry” (1922). Furthermore, he wanted to set forth a theory in which both gravitation and
electromagnetism sprang from the same source and could not be separated arbitrarily, and in
which “all physical quantities have a meaning in world geometry” (1922; cf. 1918a, b).

For this purpose, Weyl had to generalize the geometrical foundations of Einstein’s
theory. As a starting point, he carried the idea of field theory into geometry and made the
criticism that

Riemann’s geometry goes only half-way towards attaining the ideal of a pure infinitesimal geometry.
It still remains to eradicate the last element of geometry ‘at a distance’, a remnant of its Euclidean
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past. Riemann assumes that it is possible to compare the lengths of two line elements at different
points of space, too; it is not permissible to use comparisons at a distance in an ‘infinitely near’
geometry. One principle alone is allowable; by this a division of length is transferable from one point
to that infinitely adjacent to it.

(1918a)

Thus in Weyl’s geometry a particular standard of length should be used only at the time
and place where it is, and it is necessary to set up a separate unit of length at every point of
space and time. Such a system of unit standards is called a gauge system. Likewise, the
notion of vectors or tensors is a priori meaningful only at a point, and it is only possible to
compare them at one and the same point. What then is their meaning in all spacetime? On
this point, Weyl absorbed Levi-Civita’s idea about infinitesimal parallel displacement and
Hessenberg’s idea about affinely connected space. His own original view was the assump-
tion that the gauge system, just like the coordinate system, was arbitrary:

The gμv are determined by the metrical properties at the point p only to the extent of their proportion-
ality. In the physical sense, too, it is only the ratio of the gμv that has an immediate tangible meaning.

(Weyl, 1922)

Weyl demanded that a correct theory must possess the property of double invariance:
invariance with respect to any continuous transformation of coordinates and invariance
under any gauge transformation in which λgμv is substituted for gμv, where λ is an arbitrary
continuous function of position. Weyl declared that “the supervention of this second
property of invariance is characteristic of our theory” (ibid.).

The arbitrariness of the gauge system entails that the length l of a vector at different
points is changed infinitesimally and can be expressed as dl2 = l2 dϕ, where dϕ is a linear
differential form: dϕ = ϕμ dx

μ (Riemannian geometry is the limiting case when ϕμ is zero).
This entails that from the quadratic fundamental form (Riemannian line element) ds2 = gμv
dxμ dxv we can obtain

gμv,ρ � Γμ,vρ � Γv,μρ ¼ gμvϕρ: (5.1)

Substituting λgμv for gμv in ds
2 = gμv dx

μ dxv, one can easily find that dϕ0μ ¼ dϕμ þ d log λð Þ:
Then gauge invariance implies that gμv dx

μ dxv and ϕμ dx
μ are on an equal footing with λgμv

dxμ dxv and ϕμ dx
μ + d(log λ). Hence there is an invariant significance in the antisymmetrical

tensor Fμv ¼ ϕμ,v � ϕv,μ: This fact led Weyl to suggest interpreting ϕμ in the world geometry
as the four-potential and the tensor Fμv as the electromagnetic field.

From the above consideration, Weyl held that not only could the electromagnetic field
be derived from the world geometry (1918a, b),13 but the affine connection Γ of spacetime
also depended on the electromagnetic potentials ϕμ, in addition to the gravitational
potentials gμv, as can be easily seen from equation (5.1) (1922). The presence of ϕμ in
the affine connection Γ of spacetime suggested that the geometry of spacetime must deviate
from a Riemannian one. Thus Weyl’s unified theory differed from Hilbert’s in its richer
geometrical structures and also in its clearer and closer connection between electromagnet-
ism and the geometry of spacetime. It also differed from Einstein’s theory in its taking the
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world geometry as an ontologically fundamental physical reality, and gravity and electro-
magnetism as derivative phenomena; that is, it belonged to the strong version of GP.

Weyl’s concept of the nonintegrability of the transference of length, derived from the
local definition of the length unit, invited many criticisms. Most famous among them was
that of Einstein, who pointed out its contradiction with the observed definite frequencies of
spectral lines (Einstein, 1918b). In response, Weyl suggested the concept of “determination
by adjustment” instead of “persistence” to explain this difficulty away (1921). But this was
too speculative, and he himself did not work it out in detail.

In spite of all the difficulties this concept encountered, another concept associated with
(or derived from) it, that of (dilation-) gauge invariance, has important heuristic signifi-
cance. In his unified theory, Weyl established a connection between the conservation of
electricity and the dilation-gauge invariance. He regarded this connection as “one of the
strongest general arguments in favour of my theory” (1922). Although the original idea of
dilation-gauge invariance was abandoned soon after its occurrence because its implication
was in contradiction with observation, in the new context of quantum mechanics, Weyl
revived the idea in 1929 (see Section 9.1) This time the local invariance was that of the
quantum phase in electromagnetism. Our present view of electric charge and the electro-
magnetic field relies heavily on this idea. In fact, the relation between the gauge invariance
of physical laws and the geometrical structures of spacetime has been one of the most
fascinating subjects in contemporary physics (see Part III).

According to Arthur Eddington, however, Weyl’s geometry still suffered from an
unnecessary restriction. Eddington hoped to show that

in freeing Weyl’s geometry from this limitation, the whole scheme becomes simplified, and new light
would be thrown on the origin of the fundamental laws of physics.

(1921)

In passing beyond Euclidean geometry with the help of GTR, Einstein obtained gravity; in
passing beyond Riemannian geometry with the help of the principle of gauge invariance,
Weyl obtained electromagnetism. So one might ask what remained to be gained by further
generalization. Eddington’s answer was that hopefully we could obtain non-Maxwellian
binding forces that would counterbalance the Coulomb repulsion and hold an electron
together.

Eddington, like Weyl, started from the concept of parallel displacement and gauge
invariance. The main difference between them lies in the fact that while Weyl took dl2 ¼
l2dϕ and Equation (5.1), Eddington took the right side of (5.1) as 2Κμν,ρ instead of the
special form gμvϕρ. This led to dl2 ¼ 2Kμv,ρξ

μηvdxρ: Thus with the expressions

Sμv,σ ¼ Kμv,σ � Kμσ,v � Kvσ,μ and 2kμ ¼ Sσσμ,

the generalized gauge invariant curvature tensor G∗
μv is split into a symmetric and an

antisymmetric part:

G∗
μv ¼ Rμv þ Fμv, with Fμv ¼ kμ,v � kv,μ,
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while Fμv can be viewed as the electromagnetic field, the symmetric part

Rμv ¼ Gμv þ Hμv, with Hμv ¼ kμ,v þ kv,μ � Sσμv

� �
σ
þ SβαvS

α
βμ � 2kαSσμv

� �

includes the curvature Gμv responsible for gravitation as well as Ημν, an expression for the
difference between the whole energy tensor and the electromagnetic energy tensor.
Eddington suggested that this difference must represent a non-Maxwellian electronic part
of the whole energy tensor.

Although Eddington obtained a more general geometry, he insisted that the natural
geometry of the real world was Riemann’s geometry, not Weyl’s generalized geometry,
nor his own. He said:

What we have sought is not the geometry of actual space and time, but the geometry of the world
structure, which is the common basis of space and time and things.

(Ibid.)

There is no doubt that the introduction of the notion of the geometry of the world structure
was important both for the development of GP and for the evolution of the conceptions of
geometry (see Section 11.4).

Closely related in spirit to, and partly inspired by the papers of, Weyl and Eddington,
Einstein suggested a unified field theory (UFT) based on an asymmetric connection or
“metric.”14 In addition to getting the pseudo-Riemannian spacetime of standard GTR, he
also aimed at some further geometrical structure responsible for electromagnetism.
Although complicated in mathematics, Einstein’s UFT was relatively simple in its physical
ideas: in addition to the metric structure of spacetime representing gravitation, there must be
some other structure of spacetime representing electromagnetism. But, in Einstein’s opinion,
the idea that there were two structures of spacetime independent of each other was intoler-
able. So one should look for a theory of spacetime in which two structures formed a unified
whole (Einstein, 1923a, 1930a). From this basic idea we can see that Einstein’s UFT, just
like his GTR, bore a distinctly geometrical impress and was indeed another phase of GP.

In Einstein’s works on UFT in (1945) and (1948b), the total unified field was described
by a complex Hermitian tensor gik. This was quite different from the gravitational field in
GTR, which was described by a symmetrical tensor gμv. The fields (or potentials) could be
split into a symmetric part and an antisymmetric part:

gik ¼ sik þ iaik, with sik ¼ ski, aik ¼ �aki;

here sik can be identified with the symmetric tensor of the metric or gravitational potentials
and aik with the antisymmetric tensor of the electromagnetic field. As the final result of his
thirty-year search for a UFT, Einstein generalized his theory of gravitation by abandoning
the restriction that the infinitesimal displacement field Γσ

μv must be symmetric in its lower
indices. In this way, Einstein obtained an antisymmetric part of Γσ

μv, which was expected to
lead to a theory of the electromagnetic field, in addition to a symmetric part, which led to a
theory of the pure gravitational field (1954b).
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Thus it was esthetically satisfactory to have the gravitational and electromagnetic fields
as two components of the same unified field. But the pity was that Einstein’s UFT had no
support from experimental facts, certainly nothing similar to the support that GTR obtained
from the equality of inertial and gravitational masses. The reasons for the lack of support
are far deeper than the absence of suitable experiments so far. Mathematically, as Einstein
himself acknowledged, “we do not possess any method at all to derive systematic
solutions. . . . For this reason we cannot at present compare the content of a nonlinear field
theory with experience” (1954b). Judging from our present knowledge about the unifica-
tion of fundamental interactions, the underlying physical ideas of Einstein’s UFT, such as
the relationship between non gravitational fields and the geometrical structures of space-
time, and the structural relations between different component fields, and between com-
ponent fields and the total field, are purely speculative without empirical basis.

Between 1923 and 1949, Einstein expended much effort, but made no major break-
through in UFT. In the same period, however, electromagnetism became the first com-
pletely special relativistic quantum field theory, with no direct geometrical features being
recognized. Later developments also showed that weak interactions and at least certain
strong interactions also appeared to be describable in terms of such a relativistic quantum
field theory without direct geometrical features.15 The successes of quantum field theories
have stimulated a revival of the idea of UFT since the mid-1970s (see Section 11.2). Yet in
the revived unification scheme, the structural relations between the total field and compon-
ent fields, and between different component fields, turn out to be much more complicated
than the combination of symmetric and antisymmetric parts. A number of new ideas, such
as hierarchical symmetry-breaking and the Higgs mechanism, are indispensable for under-
standing these relationships. In terms of internal tight-fit and coherence, therefore, Ein-
stein’s UFT can hardly be taken as a mature theory.

It is worth noting that according to Einstein’s view of spacetime, the geometrical
structures constructed from the infinitesimal displacement field in his UFT describe the
structural properties of the total field rather than the structures of spacetime as an under-
lying physical reality. Ontologically, the latter were already reduced to the structural
relations of the field without remainder. So, what the “unity” means in the context of
Einstein’s UFT is just the unity of two kinds of field, rather than the unity between physical
fields and spacetime, as was claimed by John Wheeler (1962).

A less conservative approach that attempted to change the pseudo-Riemannian structure
of standard GTR was proposed by Elie Cartan (1922). According to Cartan, a model of
spacetime that is responsible for a distribution of matter with an intrinsic angular momen-
tum should be represented by a curved manifold with a torsion, which is related to the
density of spin. Cartan’s basic idea was developed by several authors.16 It is conceivable
that torsion may produce observable effects inside those objects, such as the neutron stars,
which have built-in strong magnetic fields and are possibly accompanied by a substantial
average value of the density of spin.

In contrast with Weyl, who introduced the variation of dl2 and linked it to the existence
of electromagnetic potentials, Theodor Kaluza (1921) remained in the realm of metrical
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geometry and sought to include the electromagnetic field by extending the dimensions of
the universe. The line element of Kaluza’s five-dimensional geometry can be written as

dσ2 ¼ Γikdxidxk i; k ¼ 0; . . . ; 4ð Þ, here Γik are the fifteen components of a five-dimensional
symmetric tensor, which are related to the four-dimensional gμv ¼ Γμv; μ; v ¼ 1; . . . ; 4

� �
and the electromagnetic potentials Av ¼ Γ0v; v ¼ 1; . . . ; 4ð Þ. Then what is the meaning of
the fifteenth quantity Γ00? According to Oskar Klein (1927), we can try to relate Γ00 with
the wave function characterizing matter, so that a formal unity of matter with field can be
achieved. In this sense, Γik can be viewed as a realization of Eddington’s geometry of the
world structure.

In order to incorporate quantum effects in the five-dimensional theory, Klein followed
Louis de Broglie’s idea (see Section 6.5) and conjectured that the quantum of action might
come from the periodicity of motion in the fifth dimension. These motions were not
perceptible in ordinary experiments, so we could average over the entire motion. Klein
(1926) even claimed that the introduction of a fifth dimension into the physical picture as
“a radical modification of the geometrical basis of the field equations is suggested by
quantum theory.”

Although Klein (1927) himself soon realized that he had failed to incorporate quantum
phenomena into a spacetime description, Oswald Veblen and Banesh Hoffmann (1930)
were not thereby discouraged. They suggested replacing the affine geometry underlying
the Kaluza–Klein five-dimensional theory with a four-dimensional projective geometry
and showed that when the restriction on the fundamental projective tensor (which was
imposed to reduce the projective theory to the affine theory of Klein’s) was dropped, a new
set of field equations that included a wave equation of Klein–Gordon type would be
obtained. On the basis of this mathematical demonstration, they claimed, overoptimisti-
cally, that the use of projective geometry in relativity theory “seems to make it possible to
bring wave mechanics into the relativity scheme.”

Even at the present, the basic ideas of Kaluza–Klein theory are not dead. Many efforts
have been made to show that gauge structures representing internal (dynamic) symmetries
are the manifestation of the geometrical structures of a higher-dimensional spacetime (there
is more discussion on this in Section 11.3).

John Wheeler was one of the most active advocates of GP. He published an influential
book Geometrodynamics in 1962, in which he considered geometry as the primordial
entity and thought that gravitation was only a manifestation of geometry and that every-
thing else could be derived or constructed from geometry. He believed that there could be
energy-bearing waves in the geometry of spacetime itself, which presupposed that the
entities of geometry were a kind of physical reality. That is to say, geometrical entities
were substantialized by him (Misner, Thorne, and Wheeler, 1973).

As to the quantum phenomena, Wheeler’s position was rather modest. He had no
ambition to derive quantum theory from the geometry of spacetime. Rather, he regarded
quantum principles as more fundamental to the makeup of physics than geometrody-
namics. He supplemented geometrodynamics with quantum principles and thereby refor-
mulated geometrodynamics. This standpoint led to some significant consequences. At first,
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it led him to quantum geometrodynamics. But in the end, it ironically led him to a
denial of GP.

According to quantum geometrodynamics, there are quantum fluctuations at small dis-
tances in geometry, which lead to the concept of multiply connected space. Wheeler argued
that for these reasons, space of necessity had a foamlike structure. He regarded electricity as
lines of force trapped in a multiply connected space and took the existence of charge in
nature as evidence that space in the small distances is multiply connected. In his view, a
particle can be regarded as a “geometrodynamical exciton, and various fields likewise can be
interpreted in terms of modes of excitation of multiply connected geometry” (1964b).

However, “quantum fluctuations” as the underlying element of his geometrical picture
of the universe paradoxically also undermined this picture. Quantum fluctuations entail
change in connectivity. This is incompatible with the ideas of differential geometry, which
presupposes the concept of point neighborhood. With the failure of differential geometry,
the geometrical picture of the universe also fails: It cannot provide anything more than a
crude approximation to what goes on at the smallest distances. If geometry is not the
ultimate foundation of physics, then there must exist an entity – Wheeler calls it “pregeo-
metry” – that is more primordial than either geometry or particles, and on the foundation of
which both are built.

The question then is what the pregeometry is of which both geometry and matter are
manifestations. Wheeler’s answer was: a primordial and underlying chaos (1973). In fact,
Wheeler’s understanding of pregeometry, which was based on the quantum principles,
went beyond the scope of GP. The evolution of Wheeler’s thoughts reveals one of inherent
difficulty in incorporating quantum principles in GP, a difficulty of reconciling the discrete
with the continuous.

Roger Penrose was another active advocate of GP. The evolution of his ideas is of
special interest. At first, Penrose (1967a) proposed a spinor approach to spacetime struc-
ture. Considering the fact that the simplest building blocks, out of which the values of all
tensor and spinor fields of standard field theories can be constructed, are two-component
spinors, he suggested that we could take spacetime primarily as the carrier of such spinor
fields and infer the structures of spacetime from the role of the spinor fields. He thereby
obtained both the pseudo-Riemannian and spinor structures of spacetime; the latter being
needed since there are fermions in nature.

Afterwards, Penrose (1967b, 1975) proposed a more ambitious theory, the twistor
theory, to bridge the geometry of spacetime and quantum theory. He noted that there were
two kinds of continuum: a real continuum of four dimensions – representing the arena of
spacetime – within which the phenomena of the world were presumed to take place, and a
complex continuum of quantum mechanics, which gave rise to the concept of probability
amplitude and the superposition law, leading to the picture of a complex Hilbert space for
the description of quantum phenomena. Usually, the idea of quantum mechanics was
simply superposed on the classical picture of four-dimensional spacetime. The direct aim
of twistor theory, however, was to provide a framework for physics in which these two
continua were merged into one.
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Penrose found that his aim was achievable because there was a local isomorphism
between the spinor group SU(2,2) and the fifteen-parameter conformal group of Min-
kowski spacetime C∧

þ 1; 3ð Þ. This isomorphism entails that the complex numbers consisting
of two spinor parts, which define the structure of twistor space, are intimately tied in with
the geometry of spacetime, and also emerge in a different guise as quantum-mechanical
probability amplitudes.

In Penrose’s theory, however, twistors representing classical massless particles in free
motion were basic, and spacetime points not initially present in the theory were taken to be
derived objects. This suggested, according to Penrose, that “ultimately the continuum concept
may possibly be eliminated from the basis of physical theory altogether” (1975). But
eliminating the spacetime continuum undermines the ontological foundation of the strong
version of GP. Here we have found another renegade of the strong version of GP, although his
theoretical motivations and intellectual journey were quite different from Wheeler’s.

5.4 Topological Investigations: Singularities, Horizons, and Black Holes

Curiously enough, Penrose’s abandonment, at the ontological level, of the strong version
of GP is closely connected, directly prompted, or even irresistibly dictated, at the descrip-
tive level, by his bringing GP to a new stage and pushing it through to its very end. More
specifically, Penrose, together with Stephen Hawking and others, by their topological
investigations17 of the behavior of intense gravitational fields and the effects of these fields
on light and matter, have successfully clarified the nature of singularities in the formulations
of GTR and revealed the fine structure of spacetime, and thus have helped to develop a new
interpretation of GTR since the end of the 1960s. These achievements, however, have also
exposed the internal limits of GTR. Thus, quantum principles have been invoked so that the
hope of developing a consistent picture of the world can be maintained.

Three concepts are central to the topological interpretation of GTR: singularity, horizon,
and black hole.

5.4.1 Singularities (A)

Physicists were long puzzled by singularities appearing in some solutions to the field
equations from the time that GTR was formulated. If we look at the Schwarzschild solution

ds2 ¼ 1� 2Gm=rc2
� �

c2dt2 � dr2= 1� 2Gm=rc2
� �� r2 dθ2 þ sin 2θ dϕ2

� �
(5.2)

(here m is a point-mass or the mass of a nonspinning and spherically symmetric star that is
removed from all other bodies, and G and c are Newton’s constant and the velocity of
light), it is easy to find that when r = 2 Gm/c2 or r = 0, the metric is not well defined. The
same also happens to the de Sitter solution

ds2 ¼ 1� λr2=3
� �

dt2 � 1� λr2=3
� ��1

dr2 � r2 dθ2 þ sin 2θ dϕ2
� �

(5.3)

when r = (3/λ)1/2 (or when r = πR/2 in a transformed expression; see Section 4.4).
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Concerning the nature and interpretation of these metric singularities, physicists had
divergent opinions. For Einstein (1918a), the singularity in the de Sitter metric indi-
cated that the de Sitter world was “a world in which the matter completely concentrated
on the surface r = πR/2.” Weyl (1918a) interpreted the de Sitter singularity as an
unreachable horizon, but insisted that “there must at least be masses at the horizon.” He
shared the opinion with Einstein that the world can be empty of mass only up to
singularities.

Eddington’s interpretation of metric singularities was quite different from Einstein’s and
Weyl’s. For him, a metric singularity “does not necessarily indicate material particles.”
The reason for this is that “we can introduce or remove such singularities by making
transformations of coordinate. It is impossible to know whether to blame the world
structure or the inappropriateness of the coordinate-system” (Eddington, 1923).

Eddington’s view that metric singularities were only coordinate singularities was
elaborated by his student Lemaître. Lemaître (1932) was the first person to give a strict
mathematical proof of the coordinate nature of the Schwarzschild singularity. On the basis
of the proof, he concluded that “the singularity of the Schwarzschild field is thus a fictitious
singularity similar to the one of the horizon of the center in the original form of the
universe of de Sitter.”

Eddington’s other interpretation of metric singularities was also influential: They
consisted of an impenetrable sphere, a magic circle, on which matter and light aggregate
but cannot penetrate. He took the de Sitter singularity (discontinuity located at a finite
distance, r = πR/2, in space) as a physically inaccessible horizon and said that where

light, like everything else, is reduced to rest at the zone where time stands still, and it can never get
round the world. The region beyond the distance (πR/2) is altogether shut off from us by this barrier
of time.

(Eddington, 1918)

In his influential book The Mathematical Theory of Relativity (1923), Eddington
further developed his horizon view of metric singularities. Commenting on a generalized
solution

ds2 ¼ 1� 2Gm=rc2 � λr2=3
� �

c2dt2 � dr2= 1� 2Gm=rc2 � λr2=3
� �

� r2 dθ2 þ sin 2θdϕ2
� � (5.4)

(with which the Schwarzschild solution or de Sitter solution can be obtained by taking
λ = 0 or m = 0), Eddington said:

At a place where g44 vanishes [i.e., singularities occur] there is an impassable barrier, since any
change dr corresponds to an infinite distance ds surveyed by measuring-rods. The two positive roots
of the cubic g44 are approximately r = 2Gm/c2 and r = (3/λ)1/2. The first root [the Schwarzschild
singularity] would represent the boundary of the particle and . . . give it the appearance of impenetra-
bility. The second root [the de Sitter singularity] is at a very great distance and may be described as
the horizon of the world.

(1923)
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5.4.2 Horizons

The horizon nature of the surface r = πR/2 in the de Sitter model was immediately
accepted. The surface was taken to be a temporal periphery at a finite yet physically
inaccessible spatial distance, because there all physical phenomena would cease to have
duration and nothing could reach it. The view that r = 2Gm/c2 in the Schwarzschild
solution is inaccessible and impenetrable in a finite time was also accepted – because
when r approaches 2Gm/c2, the light front tends to stand still (or equivalently, is redshifted
infinitely) and all events tend to be pushed to infinity – but was not without challenge.

The conceptual foundation for the challenge was laid down by Lemaître’s nonsingular
solution to the Schwarzschild model (1932). Only with this understanding of the spurious
character of the Schwarzschild singularity would meaningful investigations about the
physical process leading to the formation of horizons be possible and mathematical
clarification about the topological nature of horizons justifiable. Physical reasons for the
existence of the seemingly impenetrable horizon were suggested in the 1930s by Sub-
rahmanyan Chandrasekhar (1935), Fritz Zwicky (1935, 1939), Robert Oppenheimer and
George Volkoff (1939), and Oppenheimer and Hartland Snyder (1939), in the course of
investigating stellar evolution, gravitational collapse (implosion), and the reaching of the
critical circumference (i.e. the formation of a black hole; see below). Most of these
investigations, however, challenged only the inaccessibility, but not the impenetrability,
of the Schwarzschild horizon. It was Howard Robertson (1939) who argued in 1939 that
Lemaître’s nonsingular solution permitted a perfectly regular description of the trajectory
of any particle or photon crossing the horizon (r = 2Gm/c2) and up to the center of the
Schwarzschild sphere (r = 0), thus defying the dogma of the impenetrable horizon.

Robertson noticed a puzzling implication of this description: An observer would never
see the particle reach r = 2Gm/c2 (as the particle approaches r = 2Gm/c2, the observer
receives more and more redshifted light from the particle; that is, the particle crosses the
horizon at t = ∞), although the particle passes r = 2Gm/c2 and reaches r = 0 in a finite
proper time. Thus it seems to have two incompatible points of view: from that of an
outsider, the time comes to stop and events come to be frozen at the horizon. This seems to
suggest that a horizon cannot be viewed as physically real and that GTR breaks down at
horizons. Yet, a falling particle would fall through the horizon and would not notice any
slowing down of clocks, nor see infinite redshifts or any other pathological effects at the
horizon. This means that from the viewpoint of the falling particle, a horizon poses no
challenge to GTR. It was David Finkelstein (1958) who introduced a new reference frame
and made the two points of view reconcilable.

The meaning of horizon was not quite clear for physicists until 1956, when Wolfgang
Rindler defined the particle horizon (PH) as a light front that divided, at any cosmic instant,
all particles (photons included) into two classes: those already in our view and all others.
According to Rindler, PH is different from the event horizon (EH), which is a spherical
light front converging on us and separating all actual and virtual photons on every geodesic
through us into two classes: those that reach us in a finite time and those that do not
(Rindler, 1956). Rindler’s definitions are excellent. But the implications of horizons are far
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more complicated than any definition could have exhausted. It is impossible to clarify the
implications of the horizon without addressing the concept of the black hole.

5.4.3 Black Holes

Although the term black hole was first suggested by John Wheeler as late as the end of 1967,
the idea is by no means a novel one. As early as 1783, John Michell, starting from Newton’s
corpuscular view of light, in a paper read to the Royal Society, suggested the ideas of critical
circumference (within which no light can escape) and the possible existence of “dark bodies”
(as Pierre Simon Laplace was to call them twelve years later), by supposing

the particle of light to be attracted in the same way as all other bodies . . .. Hence, if the semi-diameter
of a sphere of the same density with the sun were to exceed that of the sun in the proportion of 500 to
1, all light emitted from such a body would be made to return toward it, by its own proper gravity.

(Michell, 1784)

With the wave theory of light replacing the corpuscular view at the beginning of the 19th
century, Michell’s ideas fell into oblivion. It was too difficult to imagine how gravitation
would act upon light waves.

In the context of GTR, Michell’s ideas were revived by the Schwarzschild solution,
which represented the gravitational field of a single massive center (e.g. a star) in the
vacuum and determined the behavior of geometry around the center. The solution predicts
that for each star there is a critical circumference, whose value depends only on its mass. It
turns out that the critical distance in the solution, r = 2Gm/c2, the so-called Schwarzschild
singularity or Schwarzschild radius, is nothing other than Michell’s critical circumference
of a star, below which no light can escape from its surface. Or, in modern terms, it is an
event horizon.

Although the numerical estimations about the critical circumference of a massive star
are similar in the two cases, the conceptions underlying the estimation are quite different,
(i) According to Michell’s Newtonian conception, space and time were absolute, the
velocity of light was relative; the Schwarzschild solution presupposes the opposite,
(ii) In Michell’s view, the corpuscles of light could fly out of the critical circumference a
little bit, when they climbed their velocity slowed down by the star’s gravity, and finally
they were pulled back down to the star. Thus it was possible for an observer near the star to
see the star by its slow-moving light. Yet in the case of the Schwarzschild solution, the
light emitted from the event horizon must be redshifted infinitely because there the flow of
time is dilated infinitely. Thus, for an outsider, no light from the star exists. The light exists
inside of the star, but it cannot escape the horizon and must move toward the center,
(iii) From the Newtonian point of view, the stability of a star that is smaller than the critical
circumference can be maintained because the gravitational squeeze is counterbalanced by
its internal pressure. According to the modern view, however, when the nuclear energy
source of a star becomes exhausted, no internal pressure can possibly counterbalance the
gravitational squeeze, and the star will collapse under its own weight.
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The first person to have noticed the above implications of the Schwarzschild solution
was Eddington (1923). In his book The Internal Constitution of the Stars (1926), Edding-
ton further summarized what would happen in a region within the critical circumference:

Firstly, the force of gravitation would be so great that light would be unable to escape from it, the rays
falling back to the star like a stone to the earth. Secondly, the red shift of the spectral lines would be
so great that the spectrum would be shifted out of existence. Thirdly, the mass would produce so
much curvature of the space-time metric that space would close up round the star, leaving us outside
(i.e., nowhere).

(1926)

His conclusion was simply that “things like that cannot arrive.”
Eddington’s view was challenged by his Indian pupil Subrahmanyan Chandrasekhar

(1931, 1934), who, on the basis of existence of the degenerate state implied by quantum
mechanics, argued that a massive star, once it had exhausted its nuclear source of energy,
would collapse, and the collapse must continue indefinitely till the gravitational force
became so strong that light could not escape from it. He also argued that this kind of
implosion implied that the radius of the star must tend to zero. Eddington (1935) rejected
his pupil’s argument: “this was almost a reductio ad absurdum of the relativistic degener-
acy formula . . .. I think that there should be a law of nature to prevent the star from
behaving in this absurd way.”

Eddington’s rejection, however, carried no logical power, and investigations of the
implications of the gravitational implosion continued. Fritz Zwicky (1935, 1939) showed
that when the imploding star had a small mass, it would trigger a supernova explosion and
lead to the formation of a neutron star. When the mass of the imploding star was much
larger than the two-sun maximum for a neutron star, Robert Oppenheimer and Hartland
Snyder (1939) argued that the formed neutron star would not be stable and the implosion
would continue, the size of the star would cross the critical circumference (and form a
black hole), until it reached a “point” of zero volume and infinite density. That is, the
implosion would end with a singularity (with infinite tidal gravitational force) at the center
of the black hole, which would destroy and swallow everything that fell into the black hole.
(The collapse of a massive rotating star is a black hole with an external metric, which will
eventually become the black hole that is described by Kerr’s rotationally symmetric
solution to the field equation. See Kerr, 1963.)

In the 1960s, black holes were conceived as holes in space, down which things could
fall, but out of which nothing could emerge. Since the mid-1970s, however, it began to be
realized that black holes were not holes in space, but rather dynamical objects that had no
other physical properties than spin, mass, and charge.

A black hole, that is, a region with r < 2Gm/c2, is a region with enormous density and
an intense gravitational field. Thus the investigations of black holes become a convenient
way of examining GTR in the context of intense gravitational fields. Since the consistency
of GTR can only be clarified when GTR is carried to its logical conclusion, and its last
consequences are examined, a clarification of the conceptual situation of black holes is

5.4 Topological Investigations 101

available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108566926.008
Downloaded from https://www.cambridge.org/core. Access paid by the UCSF Library, on 06 Oct 2019 at 16:08:42, subject to the Cambridge Core terms of use,

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108566926.008
https://www.cambridge.org/core


crucial for testing the consistency of GTR. But this would be impossible without a clear
understanding of the nature of singularities, which sit at the centers of black holes.

5.4.4 Singularities (B)

A proper understanding of the nature of the singularity cannot be obtained within the neo-
Newtonian framework in which a mathematical adoption of a Riemannian spacetime
manifold is underlain by a Newtonian vision of space and time. Within this framework,
a singularity is defined in the sense of function theory. That is, when a gravitational field is
undefinable or becomes singular at a certain spacetime point, it is said to have a singularity.
Yet within the framework of GTR (see Section 4.2), a spacetime point itself has to be
defined by the solution of the field equations because the metric field is responsible for the
geometry and is constitutive of spacetime. A point P can only belong to the structure of
spacetime if the metric is definable at P. The world can contain no points at which the
metric field cannot be defined. Thus the statement that a metric is singular at a spacetime
point, in analogy to the singular point of the pre-GTR field or to the theory of the function,
within the framework of GTR, is meaningless.

According to Hawking and Penrose (1970), the spacetime singularity has to be defined
in terms of geodesic incompleteness, and a singularity-free spacetime is one that is
geodesically complete. A curve is incomplete if it is inextensible. An incomplete timelike
geodesic implies that there could be a test particle that could emerge from (or vanish into)
nothingness before (or after existing for) a finite interval of proper time. A singularity is
thus something that is lacking in spacetime. But this lacking something and its relation to
other spacetime regions can still be represented by ideal points enmeshed with spacetime,
although these ideal points themselves are not world points or the sites for possible events
(Schmidt, 1971).

Many people argue that singularities that crush matter and the spacetime geometry are
the result of a naive application of GTR to intense fields, that is, to the big bang or to
gravitational collapse, although the big bang is supported by the observation of the
expansion of the universe and the cosmic microwave radiation, and the collapse is
supported by the observation of neutron stars. For example, Einstein rejected the idea of
the singularity and held that

one may not assume the validity of the [gravitational field] equations for very high density of field
and matter, and one may not conclude that the ‘beginning of expansion’ must mean a singularity in
the mathematical sense.

(1956)

Penrose and Hawking argued differently. With some apparently reasonable assumptions
about the global properties of the universe, such as (i) the validity of the field equations,
(ii) the nonexistence of negative energy densities, (iii) causality, and (iv) the existence of a
point P such that all past-directed timelike geodesics through P start converging again
within a compact region in the past of P (which is a statement of the idea that the
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gravitation due to the material in the universe is sufficiently attractive to produce a
singularity), and by using a topological method, they succeeded in proving that either
collapsing stars or the evolution of the universe will inevitably result in a singularity.

The first person to introduce the topological method into the exploration of the most
intimate structure of Schwarzschild spacetime and who was thus able to examine the
spacetime inside a black hole was Martin Kruskal (1960). But it was Penrose who
introduced global concepts systematically and, together with Hawking, used them to obtain
results about singularities that did not depend on any exact symmetries or details of the
matter content of the universe, the famous Hawking–Penrose singularity theorems.

Among the above assumptions, (ii) is a very weak and plausible condition, the violation
of (iii) would be a total breakdown of our physical reasoning, and (iv) is supported not only
by the observations of the microwave background (Hawking and Ellis, 1968) but also by
the following plausible reasoning. If a star’s gravity is strong enough to form a horizon, to
pull outgoing light rays back inward, then after this happens, nothing can prevent the
gravity from growing stronger and stronger so that the star will continue imploding
inexorably to zero volume and infinite density, whereupon it creates and merges into a
singularity, where the curvature of spacetime or the tidal force becomes infinite and
spacetime ceases to exist. This means that every black hole must have a singularity inside
itself because it always has a horizon. Thus the occurrence of physical singularities in
collapsing stars and the expanding universe, which is entailed by GTR, as is demonstrated
by the singularity theorems, has posed the most serious conceptual problems to the validity
of GTR itself.

Mathematically, two singularities in the Schwarzschild line element (r = 2Gm/c2 and
r = 0) have different topological implications. The singularity represented by r = 2Gm/c2

(which can be physically interpreted as an event horizon rather than a real singularity)
raised the problem of discontinuity at the boundary of two spheres and suggested a radical
revision of our conception of the causal connections of the world. The other one, repre-
sented by r = 0, is a real singularity and represents the sharp edge of spacetime, beyond
which there is no spacetime. Since the Hawking–Penrose singularity theorems have ruled
out bouncing models for the big bang cosmology, the classical concept of time must have a
beginning at the singularity in the past and will come to an end for at least part of spacetime
when a star has collapsed.

Physically, gravity at the singularity is so strong that there all matter will be destroyed
and spacetime be so strongly warped that time itself will stop existing. The infinite gravity
at singularities is a clear message that the laws of GTR must break down at the center of
black holes (singularities), because no calculations will be possible. And this means that
GTR is not a universally valid theory.

In order to save the consistency of GTR, therefore, a mechanism must be found which
can halt the imploding crunch. Considering the extremely high density and small distance
near singularities, quantum effects must play an important role in the physical processes
there. Thus the almost unanimous opinion among physicists is that only a quantum theory
of gravity, a marriage of GTR with quantum mechanics, can provide the necessary
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mechanism for preventing the occurrence of singularities and save the consistency of GTR,
although this would also mean that GTR can no longer be regarded as a complete
fundamental theory.

The first successful application of quantum mechanics to the problems of GTR, and
probably the only one up to now, was Hawking’s quantum-mechanical calculation of the
thermal radiation of black holes (1975). These days there is much rhetoric about the
quantum fluctuations of gravitational fields and about the probabilistic quantum foam
(see Hawking, 1987). Yet the lack of a consistent quantum theory of gravity has forced
physicists to appeal to Penrose’s cosmic censorship conjecture, which says that a
singularity is always clothed by an event horizon, and thus is always hidden from the
outside world (Penrose, 1969). Although all attempts to find genuine counterexamples
have failed, no proof of the conjecture has ever been provided.

Notes

1 For a historical account of the subject, see Earman (1989).
2 The existence of absolute motions is not necessarily incompatible with relationalism because the
spacetime structures with respect to which the absolute motions are defined can still be shown to
be ontological constituted by certain substances, such as gravitational fields in the case of GTR.

3 Newton’s own views are much more complicated. Quotations can be cited to show that Mach’s
interpretation can be contradicted. For example, Newton writes, “space does not subsist
absolutely in itself” (1978, p. 99) and “space is an affection of a thing qua thing . . . nothing exists
or can exist which is not in some way referred to space . . . space is an amanative effect of the first
existing thing, because if any thing is posited, space is posited” (ibid., p. 163). John Earman
claims that Newton rejects one form of the substantivalist doctrine, namely, “the existence of
space is not dependent upon the existence of anything else” (1979). Whatever the position
Newton actually took, however, Mach’s interpretation and criticism of Newton’s position were
influential at the time when Einstein’s views on the foundations of physics were taking shape, and
were accepted wholeheartedly by Einstein.

4 Here quotations from Newton can also be cited to contradict Mach’s interpretation of Newton’s
position. For example, Newton says in “De gravitation” that space “does not stand under those
characteristic affections that denominate a substance, namely actions, such as are thoughts in a
mind and motions in a body” (1978, p. 99), and thus apparently rejects the view that space is
active or the source of activity.

5 It is worth noting that this practical view of geometry agrees with Newton’s opinion, though the
underlying views of space are diametrically opposed. Newton said, “geometry is found in
mechanical practice, and is nothing but that part of universal mechanics” (1678, in 1934).

6 Poincaré wrote that when astronomical observations were not in agreement with Euclidean
geometry, “two courses would be open to us: we might either renounce Euclidean geometry, or
else modify the laws of optics and suppose that light does not rigorously propagate in a straight
line” (1902).

7 Adolf Grünbaum held this position on Einstein’s view, which was rejected by Howard Stein. The
heated debate between Grünbaum and Stein was documented by Earman, Glymour, and Stachel
(1977). Here I intend only to outline my own understanding of Einstein’s view about the
relationship between (chrono)geometry and measuring instruments.

8 See Appendix 1.
9 Even though Einstein certainly did not know the possibility of a supernova as a source of
gravitational radiation, which convincingly suggests the mutual transmutability between
gravitational and other kinds of fields.
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10 This conclusion is supported by Einstein’s own statement: “I don’t agree with the idea that the
General Theory of Relativity is geometrizing physics of the gravitational field” (1948a).

11 Here, geometrical fields mean gravitational fields because of the close connection between the
geometry of spacetime and the gravitational field.

12 For a criticism of Hilbert’s erroneous conclusion, which was based on his misunderstanding of
the role of the contracted Bianchi identities resulting from the assumed general covariance of his
theory, see Renn and Stachel (2007).

13 Weyl said, “it is necessary to regard electromagnetic phenomena, as well as gravitation, as an
outcome of the geometry of the universe” (1921).

14 See also Schrödinger (1950).
15 The geometrical aspects of some gauge invariant quantum field theories, which were recognized

much later, will be discussed in Section 11.4.
16 See Papapetrou (1949), Sciama (1958), Rodichev (1961), Hayashi and Bregman (1973), Hehl

et al. (1976).
17 Topology is a branch of mathematics that deals with the qualitative ways in which things are

connected to each other or to themselves. It cares only about connections, but not shapes, sizes, or
curvatures. Thus geometrical figures obtained from smoothly and continuously deforming a
figure, but without tearing it, are topologically equivalent. Questions such as “does spacetime
come to an end or have an edge beyond which spacetime ceases to exist,” which is central to the
problem of the singularity, and “which regions of spacetime can send signals to each other and
which cannot?,” which is central to the question of the formation and existence of black holes and
also to cosmology, are topological questions.
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Part II

The Quantum Field Programme for
Fundamental Interactions

In this part of the book, an analysis of the formation of the conceptual foundations of the
quantum field programme for fundamental interactions (QFP) will be given, with special
concern for the basic ontology and the mechanism for transmitting fundamental inter-
actions posited by QFP. Chapter 6 reconstructs the history of quantum physics up to
1927 along two lines: (1) The quantization (of the mechanical motions of atomic systems
and of radiation or the electromagnetic wave field) and one of its consequences, the
principle of uncertainty relations, which was derived by Werner Heisenberg and used by
him to characterize quantum mechanics. (2) The entrance of the wave aspect into quantum
systems, which was stressed by Niels Bohr and incorporated into his fundamental concept
of complementarity charactering quantum systems. Chapter 7 reviews, historically and
critically, the positions adopted with respect to the conceptual foundations of quantum field
theory (QFT), both by its founders and by later commentators. Section 7.1 scrutinizes the
tortuous route to the discovery of a new natural kind, quantum field, which was accom-
plished through a constructive process rife with confusions and misinterpretations. Section
7.2 analyzes various aspects of the ontological foundation of QFT (quantum fields, local
operators, Fock space representation and its vacuum state, a background spacetime
manifold). Section 7.3 reconstructs the evolution of the ideas (crucial for understanding
interactions in QFT) about local coupling, the exchange of virtual quanta, and invariance
principles, which were supposed to be obeyed by quantum interactions and thus to impose
restrictions on the forms of the interactions. Section 7.4 reviews the recognition of
divergences and the formulation of the renormalization programme in the late 1940s and
early 1950s. Chapter 8 summarizes the essential features of QFP, its ups and downs, and
various attempts to explore alternatives, until its revival, in the form of gauge field theories,
in the early 1970s.
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6

The Rise of Quantum Theory

The origin of the relativity theories was closely bound up with the development of
electromagnetic concepts, a development that approached a coherent field-theoretical
formulation, according to which all actions may vary in a continuous manner. In contrast,
quantum theory arose out of the development of atomic concepts, a development that was
characterized by the acknowledgment of a fundamental limitation to classical physical
ideas when applied to atomic phenomena. This restriction was expressed in the so-called
quantum postulate, which attributed to any atomic process an essential discontinuity that
was symbolized by Planck’s quantum of action and soon incarnated in quantization
condition (commutation or anticommutation relations) and uncertainty relations.

Quantum field theory (QFT) is a later phase of the conceptual developments of quantum
theory, and has the old quantum theory and nonrelativistic quantum mechanics, essentially
the preliminary analyses of the interactions between atoms and radiation, as its predeces-
sors. This chapter will review some features of quantum physics that are relevant to the
rise of QFT.

6.1 The Quantization of Motion

In solving the problem of the equilibrium between matter and radiation, Max Planck
(1900) showed that the laws of heat radiation demanded an element of discontinuity
in the description of atomic processes. In the statistical behavior of atoms represented, in
Planck’s description, by linear resonators in their interactions with radiation, only states of
vibration should be taken into account whose energy was an integral multiple of a
quantum, hv, where h is Planck’s constant and v is the frequency of the resonator.

Planck himself believed that the discontinuity of energy was only a property of atoms,
and was not ready to apply the idea of energy quantization to radiation itself. Furthermore,
he had provided these resonators only with very formal properties, among which one
essential property of a real atom, namely the capacity to change the frequency of its
radiation, was absent.

This was quite different from the ideas of other physicists, such as Wilhelm Wien and
Arthur Haas. Wien (1909) viewed the electromagnetic resonators as real atoms, which, in
addition to their ability to absorb and emit radiation energy, also possessed other
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characteristics. For example, they could be ionized by ultraviolet light or by X rays.
According to Wien, “the element of energy, if it has any physical meaning at all, can
probably be derived only from a universal property of atoms” (1909).

From careful reading of Wien’s paper and J. J. Thomson’s book Electricity and Matter
(1904), concerning the problem of the constitution of the atom, Haas (1910a–c) was led to
substitute real atoms for the idealized Hertzian oscillators used by Planck and to relate the
nature of the quantum of action with atomic structure. By assuming that the potential
energy of the atomic electron, e2/a (a is the radius of hydrogen atom), can be described by
Planck’s element of energy hv, that is

j Epot j¼ hv, (6.1)

and using the classical relation equating centrifugal force with Coulomb attraction,
mω2a ¼ e2=a2, Haas obtained an equation,

h ¼ 2πe amð Þ1=2, (6.2)

where the frequency v in Equation (6.1) was directly identified with the orbital frequency
of the electron, ω = 2πν.1 The establishment of the relationship between the quantum of
action h and the atomic quantities e, m, and a (or atomic dimension) was undoubtedly
Haas’s great contribution to the conceptual development of the idea of quantization of
atomic motion.

Arnold Sommerfeld did not want to explain h on the basis of an atomic dimension, but
rather to view the existence of the atom as the result of the existence of all elementary
quanta of action, which, as a new physical fact, could not be derived from other facts or
principles. At the first Solvay congress in Brussels in 1911, Sommerfeld claimed that

an electromagnetic or mechanical ‘explanation’ of h appears to me quite as unjustified and hopeless
as a mechanical ‘explanation’ of Maxwell’s equation . . .. If, as can hardly be doubted, physics needs
a new fundamental hypothesis which must be added as a new and strange element to our electromag-
netic view of the world, then it seems to me that the hypothesis of the quantum of action fulfills this
role better than all others.

(Sommerfeld, 1911b)

This was a further development of his quantum-theoretical fundamental hypothesis pro-
posed at the earlier time of the same year (1911a), according to which the interaction
between electrons and atoms was definitely and uniquely controlled by Planck’s quantum
of action. Commenting on Sommerfeld’s position, Lorentz said:

Sommerfeld does not deny a connection between the constant h and the atomic dimensions. This can
be expressed in two ways: either the constant h is determined by these dimensions (Haas), or the
dimensions, which are ascribed to atoms, depend on the magnitude of h. I see no great difference
between these views.

(Lorentz, 1911)

Bohr was strongly influenced by Sommerfeld’s above ideas. From mid-March until the end
of July 1912, Bohr worked in Rutherford’s Institute in Manchester and accepted
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Rutherford’s planetary model of the atom. The acute question faced by the model was:
How could a positively charged atomic nucleus be in equilibrium with a negatively
charged rotating electron? What prevented this electron from falling into the center of
the atom? This question of stability actually constituted the starting point of Bohr’s work.

By mid-1912, Bohr had become convinced that the stability required by Rutherford’s
model was of nonmechanical origin and could only be provided by a quantum hypothesis:

This hypothesis is that for any stable ring (any ring occurring in the natural atoms) there will be a
definite ratio between the kinetic energy of an electron in the ring and the time of rotation, [and to this
hypothesis] there will be no attempt to give a mechanical foundation (as it seems hopeless).

(Bohr, 1912)

Bohr’s rule of quantization of mechanical motion associated with the stationary state
(stable ring) can be considered a rational generalization of Planck’s original hypothesis
for the possible energy values of a harmonic oscillation: It concerned atomic systems for
which the solution of the mechanical equation of motion was simply periodic or multiply
periodic, and hence the motion of a particle could be represented as a superposition of
discrete harmonic vibrations.

Bohr’s great achievement was the synthesis of Rutherford’s model of the atom with
Planck’s quantum hypothesis, in which a set of assumptions was introduced concerning the
stationary states of an atom and the frequency of the radiation emitted or absorbed when
the atom passed from one such state to another. Together with these assumptions, and by
using the results of Wien, of André Debierne, and especially of Johannes Stark2, Bohr
(1913a–c) was able to give a simple interpretation of the main laws governing the line
spectra of the elements, especially the Balmer formula for the hydrogen spectrum. Bohr’s
theory of atomic spectra embodied the idea of quantization of atomic motion, and can be
viewed as a milestone in the development of the idea.

6.2 The Quantization of Radiation

When Planck introduced the idea of the quantum to describe the spectral properties of pure
radiation, he did so by a procedure of quantization that was applied only to ponderable
matter, that is, to his material oscillators. He was unaware, however, of the fact that his
proposal implied the need for a new idea of the classical field itself, an idea that the quanta
were intrinsic to radiation and ought to be imagined as a kind of particle flying about. His
reasoning purported to involve only a modification of the interaction between matter and
radiation, since the interaction was full of obscurities, but no modification of free electro-
magnetic radiation, which was believed to be much better understood.

By contrast, when Einstein proposed the light quantum in (1905a); he dared to chal-
lenge the highly successful wave theory of pure radiation. In his “very revolutionary”
paper, Einstein emphasized that

it should be kept in mind that optical observations refer to waves averaged over time and not to
instantaneous values. Despite the complete experimental verification of the theory of diffraction,
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reflection, refraction, dispersion, and so on, it is conceivable that a theory of light operating with
continuous three-dimensional functions will lead to conflicts with experience if it is applied to the
phenomena of light generation and conversion.

(Ibid.)

Einstein appeared to have set himself the task of eliminating the profound difference
between the essentially discrete atomic theory of matter and the essentially continuous
electromagnetic field theory, at least partially, by introducing a corpuscular structure of
radiation. What he suggested was that “the energy of light consists of a finite number of
energy quanta, localized at various points of space,” and that these quanta “can be
produced or absorbed only as units” (ibid.). It is clear that the light-quantum hypothesis
is an assertion about a quantum property of free electromagnetic radiation which should be
extended to the interaction between light and matter. That indeed was a very
revolutionary step.

Einstein observed in (1906a) that the two critical formulae on which Planck based his
radiation theory contradicted each other. By using the oscillator model and tacitly assum-
ing that the amplitude and energy of an oscillator were continuously variable, Planck
(1900) obtained the connection between the density ρ of radiation and the average energy
U of an oscillator,

ρ ¼ 8πv2=c3U, (6.3)

from the laws of Maxwell’s electrodynamics. However, in deriving the expression

U ¼ hv= ehv=KT � 1
� �

(6.4)

which was crucially different from the equipartition theorem, U = KT, in statistical
thermodynamics, Planck assumed discrete energy steps. The dilemma consisted in the
simultaneous application of Equations (6.3) and (6.4), which were derived from contradict-
ory assumptions.

Einstein pointed out that in fact Planck’s theory involved a second assumption, in
addition to that of the discreteness of energy. That is, when the oscillator’s energy was
quantized, Equation (6.3) must continue to hold even though the basis for its derivation
(i.e., continuity) had been removed. This second assumption constituted a further break
with classical physics and demonstrated that “in his radiation theory Planck (tacitly)
introduced a new hypothetical principle into physics, the hypothesis of light quanta”
(Einstein, 1906a), even though Planck himself rejected the hypothesis as late as 1913.

It is interesting to note that Paul Ehrenfest (1906) independently discussed the same
problem in the same spirit in the same year. He pointed out that it was possible to get the
Planck spectrum by exploiting the analogy of the amplitude of a proper vibration of the
radiation cavity with the coordinate of a material oscillator and using Rayleigh–Jeans
summation of the resonance vibrations of the radiation cavity, if we make the following
hypothesis: The amount of field energy residing in a normal mode of frequency can only be
integral multiples of hv. The same hypothesis enabled Peter Debye (1910b) to actually
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derive the Planck spectrum. Referring to the Rayleigh–Jeans density of modes
Ndv ¼ 8πv2=c3dv, Debye directly obtained Planck’s radiation formula after assigning an
average energy U ¼ hv= ehv=KT � 1

� �
to each degree of freedom. He thus showed that

Planck’s law followed from the single assumption that the energy of radiation was
quantized and “no intermediate use of resonators is required” (1910a).

In (1909a), Einstein gave new arguments to support his light-quantum hypothesis,
which, unlike the 1905–1906 arguments based on equilibrium statistical analysis (the
dependence of entropy on volume), were based on an analysis of the statistical fluctuations
of blackbody radiation energy and momentum. The formulae he obtained for energy and
momentum fluctuations were:

є2
� � ¼ ρhvþ c3ρ3=8πv2

� �
V dv (6.5)

and

Δ2
� � ¼ 1=c ρhvþ c3ρ2=8πv2

� �
Aτ dv (6.6)

where V is the volume of the radiation cavity, A the area of the mirror placed inside the
cavity, and τ the time interval. It appeared as though there were two independent causes
producing the fluctuations. The first mechanism (independent light quantum) alone would
lead to Wien’s law and the second (classical wave) to the Rayleigh–Jeans law. Neither of
them alone would lead to Planck’s law, but their sum did.

With such an analysis, Einstein announced at the Salzburg Congress of September
19–25, 1909:

It is my opinion, therefore, that the next phase of the development of theoretical physics will bring us
a theory of light that can be interpreted as a kind of fusion of the wave and emission theories . . . that a
profound change in our views of the nature and constitution of light is indispensable.

(1909b)

To prove that these two structural properties (wave and quantum structures) need not be
incompatible, at the end of his paper Einstein suggested a conception that was later picked
up by Louis de Broglie in his (1923a, b)3 and became the foundation of the later
developments of quantum mechanics and QFT. The conception can be summarized as
this. The energy of the electromagnetic field was assumed to be localized in singularities
surrounded by fields of forces, which were subject to a superposition principle and thus
acted as a field of waves similar to that of Maxwell’s theory.

The year 1909 saw a subtle change in Einstein’s conception of the structure of light.
Earlier he had inclined to the idea of entirely replacing fields by particles. That is, particles
were the only reality, and the apparent fields should be reduced to direct interactions
between particles. In 1909, Einstein still favored such a corpuscular model of light, which
is testified to by his letter to Hendric Lorentz dated May 23, 1909:

I imagine a light quantum as a point surrounded by an extending vector field, which somehow
diminishes with distance. The point is a singularity without which the vector field cannot exist . . .
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The vector field should be completely determined by the setting of the motions of all singularities, so
that the number of parameters that characterize radiation would be finite.

(1909c)

But a subtle change can already be detected in the same letter:

What seems to me important, however, is not the assumption of these singular points, but the writing
of such field equations, that will allow solutions, according to which finite amounts of energy could
move without dissipation in a definite direction with velocity c. One could think that this purpose
could be achieved with a minor modification of Maxwell’s theory.

(Ibid.)

In his Salzburg paper (1909b), the physical reality of the field was also acknowledged, and
the first hint of what was later to be called wave–particle duality appeared.4

The notion of duality assumes the reality of both wave and particle aspects of a physical
entity. However, a crucial ingredient of a fully fledged particle conception of radiation5

was still wanting. The light quanta introduced by Einstein in 1905 were in fact only energy
quanta. Einstein himself did not explicitly mention the momentum of light quanta until
1916, although his first term in Equation (6.6) might have led him to such an idea. It was
Stark (1909) who derived from this term the statement that “the total electromagnetic
momentum emitted by an accelerated electron is different from zero and is given by hv/c.”

When Einstein returned to the radiation problem in 1916, after having concentrated on
gravitation for several years and been directly stimulated by the publication of Lorentz’s
calculations (1916) of the fluctuations that were dealt with by Einstein in (1909a, b), the
quantum theory had taken a new shape. Bohr had opened a domain of applications for the
idea of the quantum in his theory of the hydrogen atom and its spectrum. Bohr’s work had
noticeably influenced Einstein’s ideas. This can be seen clearly from Einstein’s new
ideas of “the internal energy states of atoms” and of “transition from the state Em to the
state En by absorption (and emission) of radiation with a definite frequency ν.” By using
these ideas, and introducing a new concept of transition probability and new coefficients
Amn, Bmn, and Bnm (characterizing, respectively, the spontaneous emission, induced
emission, and absorption), Einstein (1916c) rederived Planck’s law when Bohr’s frequency
condition Em � En = hv was assumed, thus establishing a bridge between Planck’s
radiation theory and Bohr’s theory of spectra.

What Einstein himself considered more important in this paper than the above results
was the implication of his analysis for the directed nature of the radiation process: “There is
no radiation of spherical waves” (1916c). As a consequence, “the establishment of a truly
quantum theory of radiation seems to be almost inevitable” (ibid.). Here came the fully
fledged particle conception of radiation in which a light quantum carries a momentum hK
(here K is the wave vector, j K j¼ ν=c).

Under the impact of Einstein’s idea of light quanta, the conflict between the corpuscular
and the undulatory conceptions of radiation became more and more acute. During the years
1921–1924, however, it became clear that the light-quantum hypothesis could be applied,
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not only to the Stefan–Boltzmann law, Wien’s displacement law, and Planck’s law, but
also to other optical phenomena which had been regarded as irrefutable evidence for the
undulatory conception of light, such as the Doppler effect (Schrödinger, 1922) and
Fraunhofer diffraction (Compton, 1923a; Duane, 1923). But it was Compton’s
experimental study of X-ray scattering that had put the quantum view on a firm empirical
foundation.

In 1923, Compton (1923b) and Debye (1923) independently derived the relativistic
kinematics for the scattering of a light quantum off an electron at rest:

hK¼Pþ hK0, hc Kj j þ mc2 ¼ hc K0j j þ c2P2 þ m2c4
� �1=2

: (6.7)

Here hK, hK0, and P are initial and final momenta of the light quantum, and the final
momentum of the electron, respectively. These equations imply that the wavelength
difference Δλ between the final and the initial light quanta is given by

Δλ ¼ h=mcð Þ 1� cos θð Þ, (6.8)

where θ is the light-quantum scattering angle. Compton found this relation to be satisfied
within the errors and concluded: “The experimental support of the theory indicated very
convincingly that a radiation quantum carries with it directed momentum as well as
energy” (1923b).

Compton’s contribution to the acceptance of the quantum view of radiation, for the
majority of the physics community, can be compared to Fresnel’s a century earlier to the
acceptance of the classical wave theory of light. Yet, Einstein’s response to it was
interestingly modest:

The positive result of the Compton experiment proves that radiation behaves as if it consisted of discrete
energy projectiles, not only in regard to energy transfer, but also in regard to momentum transfer.

(Einstein, 1924)

More illuminating to Einstein’s position, in this context of the triumph of the quantum
concept of light he initiated, is his clear statement of the wave–particle duality of light:
“there are therefore now two theories of light, both indispensable, and without any logical
connection” (ibid.).

Einstein’s position can be seen as a reflection of the fact that a decision between the two
competing conceptions could not be enforced. The quantum view seemed indispensable for
the interpretation of optical processes involving interactions between light and matter,
whereas phenomenalike interference and diffraction seemed to require the conceptual
apparatus of the classical wave theory of light. What is even worse is that the light-
quantum hypothesis, supported by incontestable experimental evidence, became physically
significant only by the use of its own negation, the wave hypothesis. This is because, as
pointed out by Bohr, Hendric Kramers, and John Clarke Slater (1924), the light quantum is
defined by a frequency which could be measured only by applying an undulatory notion
such as diffraction.
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6.3 The Birth of Matrix Mechanics

Research work in atomic physics during the years 1919–1925 was primarily based on
Bohr’s theory. Bohr (1913a–c) expressed his underlying ideas as follows: (i) stationary
states fixed by the quantum condition and (ii) the frequency condition E1 � E2 = hv, which
indicates that the frequencies of the spectral lines were each connected with two states. In
addition, an important heuristic principle, whose generalized form Bohr himself later called
the correspondence principle, was formulated explicitly in 1918:

[The frequencies calculated by the frequency law,] in the limit where the motions in successive
stationary states comparatively differ very little from each other, will tend to coincide with the
frequencies to be expected on the ordinary theory of radiation from the motion of the system in the
stationary states.

(1918)

This principle made it possible to retain the classical description of the motion of electrons
in an atom, but allowed at the same time a certain tailoring of the results so as to fit
observational data.

However, two difficulties remained. First, the theory was a lamentable hodgepodge of
classical theory and the quantum hypothesis, lacking logical consistency. Second,
according to the mechanical model of the stationary states, the quantum conditions could
easily be connected with the periodic orbits of the electrons in an atom, and the optical
frequencies of spectral lines should coincide with the Fourier orbital frequencies of the
electron’s motions, a result never borne out by experiments, in which the frequencies of
observed lines were always connected with the difference of two orbital frequencies.

Under the influence of Einstein’s paper (1917b) on transitions, which were defined as
quantities referring to two states of an atom, the attention of physicists moved over from
the energy of the stationary states to the transition probability between stationary states. It
was Kramers (1924) who started seriously to study the dispersion of an atom and to relate
the behavior of Bohr’s model under radiation with the Einstein coefficients Amn, Bmn, and
Bnm seriously.

Max Born (1924) extended Kramers’s idea and method, and applied them to the
interactions between the radiation field and a radiating electron and to the case of the
interactions between several electrons of an atom. In carrying out this programme,
he showed that the transition from classical mechanics to what he called “quantum
mechanics” can be obtained if a certain differential was replaced by a corresponding
difference. For large n and small τ, the quantum-theoretical frequency νn,n�τ for a transition
from a stationary state n0 = n � τ coincides, according to Bohr’s correspondence principle,
with the classical frequency v(n, τ), that is, the τth harmonic (overtone) of the fundamental
frequency of the classical motion in state n:

vn,n�τ ¼ v n; τð Þ ¼ τv n; 1ð Þ, (6.9)

where v(n, 1) is the classical fundamental frequency and is equal to the derivative of
the Hamiltonian with respect to the action: v = dH/dJ.6,7 Now comparing (classical)
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v n; τð Þ ¼ τdH=dJ ¼ τ=hð ÞdH=dn with (quantum) vn,n�τ ¼ H nhð Þ � H n� τð Þh½ �f g=h,
Born recognized that vn,n�τ could be obtained from v(n, τ) by substituting the difference
H nð Þ � H n� τð Þ for the differential τdH/dn.

Kramers and Werner Heisenberg (1925) discussed scattering phenomena where the
frequency of the scattered light was different from that of the incident light. Their method
was clearly related to that of Born’s (1924), and carried out entirely in terms of quantities
connected with two states, using multiple Fourier series, and replacing differential
quotients by difference quotients. Here the scattered light quantum was different from
the incoming quantum because during the scattering the atom made a transition. When
they tried to write down formulae for the dispersion in these cases, they were forced not
only to speak about the transition probabilities of Einstein but also about transition
amplitudes, and to multiply two amplitudes, say the amplitude going from state m to
state ni with the amplitude going from ni to k or so, and then to sum over the intermediate
states ni.

These sums of products were already almost products of matrices. It was only a very
small step from these to replace the Fourier components of the electronic orbit by the
corresponding matrix elements, and it was taken by Heisenberg in his historic paper “On a
quantum theoretical re-interpretation of kinematic and mechanical relations” (1925).

The main ideas in Heisenberg’s paper were, first, that in the atomic range, classical
mechanics was no longer valid, and second, that what he was looking for was a new
mechanics that had to satisfy Bohr’s correspondence principle. With respect to the first
point, Heisenberg (1925) wrote:

The Einstein–Bohr frequency condition already represents such a complete departure from classical
mechanics, or rather from the kinematics underlying this mechanics, that even for the simplest
quantum-theoretical problems the validity of classical mechanics just cannot be maintained.

In his search for new kinematics, the kinematical interpretation of the quantity x as a
location depending on time had to be rejected. Then what kind of quantities were to be
substituted for x in the equation of motion? Heisenberg’s idea was to introduce the
“transition quantities” depending on two quantum states n and m. For example, instead
of a Fourier expansion of x(t) in the classical case of a periodic motion

x tð Þ ¼
X∞

aαe
iaωt, (6.10)

he wrote a new kind of term a n; n� αð Þeiω n;n�αð Þt to replace the term aαeiαωt. Heisenberg
motivated the introduction of a(n, n � α) by saying that the intensities and hence

a n; n� αð Þj j2 were observable in contrast to the classical function x(t), which was non-
observable (ibid.).

An idea which Heisenberg stressed very much in this paper was the postulate “to
establish a quantum-theoretical mechanics based entirely upon relations between observ-
able quantities” (ibid.). This suggestion had been much admired as the root of the success
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of quantum mechanics. The fact is, however, that, on the one hand, Heisenberg regarded
the location of an electron as nonobservable, but he was wrong, because according to the
fully developed quantum mechanics, the three coordinates x, y, and z of an electron are
observable (Van der Waerden, 1967). On the other hand, the wave function of Schrödinger
is not observable, but no one would doubt its theoretical meaning (Born, 1949). Thus,
under the criticism of Einstein and others, Heisenberg gave up his claim in his later years
(Heisenberg, 1971).

With respect to the second point, Heisenberg had made three observations. First, an
important device for satisfying the requirement of the correspondence principle was Born’s
replacement of differential quotients by difference quotients. Second, the Hamiltonian
form of mechanics,

Qr ¼ ∂H=∂Pr, Pr ¼ �∂H=∂Qr, (6.11)

could be preserved by replacing all dynamical variables by the corresponding matrix. The
representation of physical quantities by matrices may be regarded as the essence of the new
quantum mechanics, and its introduction, rather than the claim about observables, may be
viewed as Heisenberg’s important contribution to the conceptual development of quantum
theory. Third, with such a representation, the old quantum conditions

Þ
PdQ ¼ nh can be

transcribed as the commutation relation:

PQ� QP ¼ h=2πið ÞI: (6.12)

As a particular scheme of quantization of atomic motion, matrix mechanics in its original
form applied obviously only to closed systems with discrete energy levels, and was not
applicable to free particles and collision problems. For these applications of the quantum
theory, some new conceptual apparatus was needed.

6.4 The Duality of Matter, Individuality, and Quantum Statistics

Einstein’s idea about the wave–particle duality of radiation was believed by Louis de
Broglie to be absolutely general and to be necessarily extended to all of the (microscopic)
physical world. The epochal new principle of de Broglie “that any moving body may be
accompanied by a wave and that it is impossible to disjoin motion of body and
propagation of wave” was first formulated in his (1923a). In his (1923b), de Broglie
indicated that a stream of electrons traversing an aperture whose dimensions were small
compared with the wavelength of the electron waves “should show diffraction
phenomena.”

De Broglie’s main idea was a beautiful one and exactly complemented Einstein’s work
on radiation. Where Einstein assigned particle properties to radiation, de Broglie assigned
wave properties to matter. The concept of matter waves, whose frequency v and length λ
were related to the particle’s energy E and momentum P in the following way:

E ¼ hv, P ¼ h=λ (6.13)
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did enable him to give a very remarkable geometrical interpretation of the old quantum
condition

Þ
P dQ ¼ nh: since P = h/λ implied that

Þ
1=λdQ ¼ 2πτ=λ ¼ n, the quantum

condition was just the condition that the number of wavelengths which cover the orbital
circumference be an integral number.

At the very time when Compton’s experiments had finally convinced a good many
physicists of the reality of light quanta, Einstein joined de Broglie in his proposal that this
same duality must hold for ponderable matter as well as radiation. In his 1925 paper on the
quantum theory of the ideal gas, Einstein offered new arguments from the analysis of
fluctuations in support of de Broglie’s idea.

One of Einstein’s starting points was Satyendra Bose’s work. Bose (1924) derived
Planck’s law directly from Einstein’s hypothesis of light quanta, using only the method of
statistical mechanics and avoiding any reference to classical electrodynamics. He con-
sidered the quanta as particles. But, as Ehrenfest (1911) had already realized, independent
quanta with their distinct individuality could only lead to Wien’s law, but not Planck’s law.
Thus, if light quanta were to be used in interpreting the Planck distribution, they had to lack
the statistical independence (which is normally associated with free particles), show certain
kinds of correlation (which can be interpreted either as an indication of the wave charac-
teristic of the phenomena, as physicists usually do, or as an indication that the particles are
under the influence of a quite mysterious kind, as Einstein did in [1925a]), and obey a
statistics that is different from the Boltzmann statistics of independent particles, that is,
obey a statistics of indistinguishable particles, as first developed by Ehrenfest and his
collaborators in (1915) and independently rediscovered by Bose in (1924). By using
an unusual counting procedure, later called Bose–Einstein statistics,8 Bose implicitly
incorporated these correlations into his theory and effectively denied the individuality of
the light quanta.

On the basis of “the hypothesis of a far-reaching formal relationship between radiation
and gas,” Einstein in (1925a) rewrote his mean square energy fluctuation of electromag-
netic radiation (Equation 6.5) as

Δ vð Þ2 ¼ n vð Þ þ n vð Þ2=Z vð Þ, (6.14)

by putting Vρ dv ¼ n vð Þhv, є2
� � ¼ Δ vð Þ2 hvð Þ2, and Z the number of states per intervalð Þ ¼

8πv2=c3ð ÞV dv. Then he showed that Equation (6.14) held equally well for his quantum gas
as long as v was defined in the latter case by v ¼ E=h ¼ P2=2mh, and Bose statistics, instead
of Boltzmann statistics, was used. The first term in (6.14) was the only one that would be
present for a gas of independent particles. The second term corresponded to the classical
wave interference term in the case of radiation. While the first term was the surprising one for
radiation, the problem for the gas case was what to do with the second term, which
incorporated indistinguishability effects of particles. Since this second term was associated
with waves in the case of radiation, Einstein was led to “interpret it in a corresponding way
for gas, by associating with the gas a radiative phenomenon” (ibid.), that is, a wave
phenomenon.
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But what were these waves? Einstein suggested that a de Broglie-type wave field should
be associated with gas, and pursued the implications of the de Broglie waves:

This wave field, whose physical nature is still obscure for the time being, must in principle be
demonstrable by the diffraction phenomena corresponding to it. A beam of gas molecules which
passes through an aperture must, then, undergo a diffraction analogous to that of a light ray.

(Ibid.)

However, he hastened to add that the effect would be extremely small for manageable
apertures.

Stimulated by Einstein’s paper, Walter Elsässer (1925) suggested that slow electrons of
energy values below 25 eV would be ideally suited for testing “[the] assumption that to
every translational motion of a particle one must associate a wave field which determines
the kinematics of the particle.” He also pointed out that the existing experimental results of
Carl Ramsauer, Clinton Davisson, and Charles Kunsman already seemed to give evidence
of the diffraction and interference of matter waves.

6.5 The Birth of Wave Mechanics

Inspired by de Broglie’s idea and “by the first yet far-seeing remarks of Einstein [in
(Einstein, 1925)],” Erwin Schrödinger in his “On Einstein’s gas theory” (1926a) applied
de Broglie’s idea to gas theory. According to Schrödinger, the essential point of Einstein’s
new theory of a gas was that the so-called Bose–Einstein statistics was to be applied to the
motion of gas molecules. In view of the fact that, in addition to Bose’s derivation of
Planck’s law, there was also Debye’s derivation, by applying “natural” statistics to the field
oscillators or the degrees of freedom of radiation, Einstein’s theory of a gas can also be
obtained by applying the natural statistics to the oscillators of a wave field representing
molecules. Schrödinger then asserted that “this means nothing else but taking seriously the
de Broglie–Einstein wave theory of moving particles” (1926b).

In (1926c), Schrödinger developed de Broglie’s analogy between classical mechanics
and geometrical optics, both of which failed to apply to small dimensions and the analogy
between wave mechanics and undulatory optics. He maintained thereby:

We must treat the matter strictly on the wave theory, i.e., we must proceed from the wave equation
and not from the fundamental equations of mechanics, in order to form a picture of the micro-
structure [of physical processes].

(Ibid.)

He also pointed out that the recent nonclassical theories concerning the microstructure

[bear] a very close relation to the Hamiltonian equation and the theory of its solution, i.e., to that form
of classical mechanics which already points out most clearly the true undulatory character of
mechanical processes.

(Ibid.)
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With the Hamiltonian principle, Schrödinger replaced the quantum condition by a variation
problem. That is, he tried to find such a function ψ that for any arbitrary variation of it the
integral of the Hamiltonian density, “taken over the whole coordinate space, is stationary,
ψ being everywhere real, single-valued, finite and continuously differentiable up to second
order” (1926b). With the help of this procedure,

the quantum levels are at once defined as the proper values of the wave equation, which carries in
itself its natural boundary conditions, [and] no longer takes place in two separated stages: (1)
Definition of all paths dynamically possible. (2) Discarding of the greater part of those solutions
and the selection of a few by special postulations [quantum conditions].

(Ibid.)

The interpretation of the wave function introduced by Schrödinger is the most difficult
question in the history of quantum physics and will be examined in Section 7.1.

6.6 Uncertainty and Complementarity

The rise of quantum mechanics9 had raised the difficult question of how to characterize it.
It was widely accepted that quantum mechanics “is characterized by the acknowledgment
of a fundamental limitation in the classical physical ideas when applied to atomic phenom-
ena” (Bohr, 1927). The reason for the limitation, as Heisenberg explained, was believed to
lie in the fact that the physical reality possessed by “the electron and the atom” was
radically different from that of classical entities (Heisenberg, 1926b). But how to charac-
terize the difference was a topic for debate even among quantum theorists who accepted the
radical difference, which was different from the debate between them and the group of
classically oriented physicists, such as Einstein, Schrödinger, and de Broglie.

The general strategy of the first group was, first, to retain, rather than to discard, the
concepts of classical physics and, second, to impose restrictions upon them by prohibiting
their full use at one and the same time, or more precisely by separating them into two disjoint
categories with the rule that only concepts belonging to the same category could be applied
simultaneously to the entities and processes that were supposed to be described by quantum
mechanics. The retention of classical concepts was justified, mainly by Bohr, on philosoph-
ical grounds. It was argued that the human capacity of conceptualization was inescapably
confined within classical intuitive notions. Thus, an unambiguous intersubjective communi-
cation about empirical data cannot be carried out without these classical notions.

What is interesting is, of course, the concrete form of these restrictions. The conceptual
development in this regard started from Born’s work on collision (1926), in which a
probability interpretation of the wave function was suggested. Yet, the paper was much richer
than this. Since in Born’s scattering theory off-diagonal matrix elements were calculated by
using wave functions related by Fourier transformations, Pauli saw it as entailing that

one can see the world with p-eyes and one can see it with q-eyes, but if one opens both eyes
together, one can go astray.

(1926)
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This implication of Born’s paper was brought into light with greater mathematical clarity
by Dirac (1926b). In his work on the theory of transformations, Dirac demonstrated that
Born’s probability amplitude was in fact a transformation function between different
(canonically conjugate) representations. Considering the fact that a pair of canonically
conjugate variables are subject to the commutation relations, such as PQ � QP = (h/2πi)I,
Dirac’s theory provided Heisenberg with a mathematical framework for conceptualizing
the limitation of the simultaneous measurability of the conjugate variables that were
involved in Born’s probability amplitudes, although Heisenberg had already recognized,
as an implication of the commutation relations, the impossibility of measuring canonically
conjugate variables in the same experiment. In a letter to Pauli on October 28, 1926, before
he saw Dirac’s paper, Heisenberg claimed that

the equation pq� qp ¼ h=2πi thus corresponds always in the wave representation to the fact that it is
impossible to speak of a monochromatic wave at a fixed point in time (or in a very short time
interval). . . . Analogously, it is impossible to talk of the position of a particle of fixed velocity.

(Quoted by Hendry, 1984)

The next step in characterizing quantum mechanics was Heisenberg’s paper on uncertainty
relations. In this paper, Heisenberg (1927) tried to set up “exact definitions of the words
position, velocity, energy, etc. [of an electron].” He claimed that “it is not possible to interpret
quantum mechanics in the[se] customary kinematical terms” because inseparably linked with
these classical concepts are contradictions and a “struggle of opinions concerning disconti-
nuum and continuum theory, particles and waves.” According to Heisenberg, the revision of
these intuitive concepts had to be guided by the mathematical formalism of quantum
mechanics, the most important part of which was the commutation relations. He stressed that
the “necessity of revising kinematic and mechanical concepts appears to follow directly from
the basic equations of quantum mechanics.” Here, he referred to the commutation relations
again and drew from them important lessons. Not only had these relations made us aware that
we “have good reason to be suspicious about uncritical application of the words ‘position’ and
‘momentum’” but also they had imposed restrictions upon these intuitive notions.

To derive concrete forms of restrictions on classical concepts, such as position, momentum,
and energy state, Heisenberg started from a kind of operationalist position10 (according to
which the meaning of concepts can only be defined by experimental measurement) and
appealed to thought experiments. Among the well-known thought experiments was the
γ-ray microscope experiment which illustrated the uncertainty relation between position and
momentum,

ΔPΔQ � h=4 π (6.15)

where ΔP and ΔQ are errors in determination of momentum and position. The uncertainty
relation (6.15) means that a precise description of the location in space (or time) of a
physical event or process precludes a precise account of the momentum (or energy)
exchange accompanying that event or process. This implication of the uncertainty relations
has been exploited in various ways by physicists in explaining exotic features they
encountered in the exploration of quantum domains, such as quantum fluctuations.
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A more rigorous derivation of the uncertainty relations similar to (6.15) was given on
the basis of Dirac’s general theory of transformations, which was interpreted in terms of
principal axis transformation. A matrix (or an operator) associated with a dynamical
quantity (or an observable) is diagonal in a reference system that is along a principal axis.
Every experiment performed on a physical system specifies a certain direction that may or
may not be along a principal axis. If it is not, then there is a certain probable error or
inaccuracy that is denoted by the transformation formulae to principal axes. For example,
measuring the energy of a system throws the system into a state where the position has a
probability distribution. The distribution is given by the transformation matrix, which can
be interpreted as the cosine of the angle of inclination between two principal axes.

Physically, Heisenberg claimed, the uncertainty relations entailed that each experiment
divided physical quantities into “known and unknown (alternatively: more or less precisely
known variables)” in a unique way, and the relationship between results from two experi-
ments that effected different divisions into known and unknown could only be a statistical
one. By emphasizing the cognitive significance of experimental setups for measuring
particles, Heisenberg tried to explain away the peculiar terms in quantum mechanics,
i.e., the interference terms, which were usually interpreted as a manifestation of the wave
nature of quantum entities.

Heisenberg’s characterization of quantum mechanics with the uncertainty relations was
criticized by Bohr because of his neglect of the wave–particle duality of matter and light.
The duality escaped our attention in the classical domain (where our usual causal spacetime
description was adequate) mainly because of the smallness of Planck’s constant. But in the
atomic domain, Bohr (1928) stressed, Planck’s constant linked the measuring apparatus to
the system under investigation in a way that “is completely foreign to the classical
theories.” That is, “any observation of atomic phenomena will involve an interaction
(characterized by Planck’s constant) with the agency of observation not to be neglected.”
Consequently, Bohr claimed that the notion of duality had to be considered seriously, that
the notion of an undisturbed system developing in space and time could only be taken as an
abstraction, and that “the classical mode of description must be generalized” (ibid.).

On the basis of these considerations, at the International Congress of Physics (held at
Como, Italy, on September 16, 1927), Bohr, for the first time, presented his complementary
view of quantum physics. He argued that the classical conception– that physical entities
can only be described either as continuous waves or as discontinuous particles but not
both – had to be revised, as was required by duality. In the atomic domain, Bohr
emphasized that the wave and particle modes of light and matter were neither contradictory
nor paradoxical, but rather complementary, that is, mutually exclusive, in the extreme
cases. (According to Bohr, then, Heisenberg’s uncertainty relations were only a particular
case of complementarity because the canonically conjugate quantities were not really
mutually exclusive.) Yet for a complete description of the atomic phenomena, both wave
and particle modes were required.11

With the formulation of the uncertainty relations and the complementarity principle in
1927, quantum mechanics had acquired, in addition to mathematical formalism, an inter-
pretive framework and had become a mature physical theory. Although many puzzles and
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inconsistencies, such as the reduction of the wave packet and the inseparability of the
entangled quantum system, have persisted ever since, these have no direct bearings on our
discussion of the conceptual developments associated with the extension of quantum
mechanics to relativistic quantum field theory, and will not be addressed in this volume.

Notes

1 Equation (6.1), when applied to the ground state of the hydrogen atom, led to a result that was in
agreement with Bohr’s condition. Therefore, a here can be taken as the first version of the “Bohr
radius” of the hydrogen atom.

2 Wien’s work draws a parallel between the various states of Planck’s oscillators and those of real
atoms and entails the concept of various energy states of one and the same atom; Debierne’s
hypothesis of internal degrees of freedom of the atom is based on the phenomena of radioactivity;
Stark’s idea of the origin of spectra is like this: A single valence electron is responsible for all
lines of a spectrum, which are radiated during the successive transitions of the electron from a
state of almost complete separation to a state of minimum potential energy. See Pais (1986).

3 This conception of Einstein’s was inherited by de Broglie even more faithfully in his double-
solution theory (de Broglie, 1926, 1927a, b). However, owing to the dominance of Max Born’s
probability interpretation of the wave function, when de Broglie’s new theory appeared, it played
no role in the history (see Section 7.1).

4 Even more, in his talking of particles as singularities of field, Einstein moved, consciously or
unconsciously, into a line of thought in which particles (light quanta or electrons) were to be
explained as singularities or other cohesive structures in a nonlinear field. This kind of pursuit can
be found in Einstein’s unified field theory and de Broglie’s nonlinear wave mechanics (de
Broglie, 1962).

5 Such a concept was named the photon by G. Lewis in his (1926). A photon has, in addition to its
energy E (= hv), a momentum P (= hK, K being the wave vector), which satisfies the dispersion
law E = c|P|.

6 Since H is a function of J (= nh), Bohr’s frequency condition states that
vn,n�τ ¼ H nhð Þ � H n� τð Þh½ �f g=h ¼ τdH=dJ ¼ τv.

7 The intensity is proportional to Einstein’s emission probability, and the latter is proportional to
a n; n� αð Þj j2.

8 Bose–Einstein statistics applies to certain indistinguishable particles (bosons) whose number in a
cell is not limited. For a different kind of indistinguishable particle (fermions) whose number in
each cell can only be 0 or 1, a different kind of quantum statistics, so-called Fermi–Dirac
statistics, should be applied.

9 Either in the form of matrix mechanics, or in the form of wave mechanics, which are
mathematically and descriptively almost equivalent as was shown by Schrödinger in (1926e).

10 The American physicist P. W. Bridgeman published his operationalism (1927) in the same year.
11 Bohr characterizes quantum mechanics with his complementary principle. In addition to the

complementary descriptions in terms of waves and particles, there are spatiotemporal and causal
(in the sense of the conservation of energy and momentum) descriptions that are also
complementary: “We have thus either space-time descriptions or descriptions where we can use
the laws of conservation of energy and momentum. They are complementary to one another. We
cannot use them both at the same time. If we want to use the idea of space-time we must have
watches and rods which are outside and independent of the object under consideration; in that
sense, we have to disregard the interaction between the object and the measuring rod used. We
must refrain from determining the amount of momentum that passes into the instrument in order
to apply the space-time point of view” (Bohr, 1928).
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7

The Formation of the Conceptual Foundations of
Quantum Field Theory

Quantum field theory (QFT) can be analyzed in terms of its mathematical structure, its
conceptual scheme, or its basic ontology. The analysis can be done logically or historically.
In this chapter, only the genesis of the conceptual foundations of QFT relevant to its basic
ontology will be treated carefully; no detailed discussion of its mathematical structures or
its epistemological underpinnings will be given. Some conceptual problems, such as those
related to probability and measurement, will be discussed, but only because of their
relevance to the basic ontology of QFT, rather than their intrinsic philosophical interest.

The content of this chapter involves the formation and interpretation, in a roughly
chronological order, of the concepts of the wave function, quantization (of energy or of the
electromagnetic field), quantum field, the vacuum, interactions between fields, and
renormalization. The first two topics will be discussed in relation to the discovery of the
quantum field and its various representations, which was the starting point of the concep-
tual development of QFT. As to interactions, which were the origin of field theories
(classical as well as quantum) and the main subject of this volume, in addition to a brief
treatment given here, further discussions will be given in Part III.

7.1 The Tortuous Route to the Quantum Field

Quantum field theory is not a quantum theory applied to classical fields. Rather, it is a
theory of quantum fields. Quantum fields belong to a new natural kind, categorically
different from the old natural kind of classical fields. The recognition of quantum fields
as such was achieved through a complicated constructive process rife with confusions and
misinterpretations.

7.1.1 Interpretations of the Wave Function

The wave function introduced by Schrödinger in his wave mechanics, as we shall see in the
survey below, was once to be treated as a field to be quantized. Thus the interpretation of
the wave function is crucial to the discussion of the ontology of QFT, and is therefore the
topic of this first section.

125
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In our consideration of interpretations of the wave function,1 we shall leave aside
both metaphysical speculations and attempted, but generally disregarded, physical inter-
pretations (such as the hidden-variable hypothesis, or hydrodynamic and stochastic
interpretations) and concentrate on the interpretations that acted as guides in the historical
development of quantum physics. The common opinion is that the accepted interpretation
of the wave function is the probabilistic interpretation first suggested by Max Born
(1926a, b). This interpretation has been applauded as “the decisive turning point” in
the interpretation of quantum mechanics and “the decisive step to the final elucidation of
the physical interpretation” (Ludwig, 1968). Historically, it would be truer to say that, far
from being “the decisive turning point” or “final elucidation,” Born simply articulated an
alternative to the morass of inconsistent matter-wave interpretations implicit in Schrö-
dinger’s original papers. Loosely speaking, Born’s surmise proved to hold true for
nonrelativistic quantum mechanics. But for QFT the situation is far more complicated,
as a certain (misconceived) realist element can be clearly discerned within the overall
probabilistic framework. For the convenience of the following discussion, therefore, it is
better to introduce briefly both the realist and probabilistic interpretations, in a historical
and comparative way.

As we have already seen in Chapter 6, Schrödinger’s wave function, satisfying a certain
wave equation and natural boundary conditions, originated from de Broglie’s idea of the
matter wave. In de Broglie’s theory, there is associated with the motion of any material
particle a system of plane waves, each of which is represented by a wave function ΨdB ¼
exp 2πi=h Et � Pxð Þ½ � (where E denotes the energy and P the momentum of the particle),
such that the velocity of the particle is equal to the group velocity of the waves Vg, and the
phase velocity of the wave is equal to c2/Vg representing the wave of ordinary light of
frequency v by a wave function Ψ1 ¼ exp 2πi=h Et � Pxð Þ½ � (where E denotes the energy
hv and P the momentum hv/c of the corresponding photon), and comparing ΨdB with Ψ1,
we see that an ordinary wave of light is simply the de Broglie wave belonging to the
associated light quantum. From this fact, two inferences of different ontological implica-
tions can be drawn. An inference of realist inclination, originally drawn by de Broglie
himself and accepted by Schrödinger, asserts that the de Broglie waves, just like the
ordinary light waves, are real, three-dimensional, continuous, substantial waves. The other
inference is probabilistic in nature and was first drawn by Born.

Here we should be very careful in dealing with de Broglie’s idea of matter waves
expressed in terms of wave functions. In order to make the meaning of this idea clearer, and
to avoid a confusion which occurs so frequently in the literature, it is necessary to
distinguish two basic usages of the term “matter wave,” which is crucial for clarifying
the ontology of QFT. We can indicate these two usages by two contrasts: (1) the wave of
matter versus the wave of light and (2) the material (substantial) wave (of matter or light)
versus the probabilistic wave (of matter or light). The de Broglie–Schrödinger wave was
associated with the motion of material particles in the first usage of the term. That is, it had
nothing to do with light quanta. This was the original meaning of de Broglie’s phase wave
and was not questioned.
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What was confusing and controversial in the literature was its second usage. One might
think that after the publication of Born’s probabilistic interpretation, the controversy had
been settled. But this is not true in the context of QFT. Some QFT physicists who generally
accepted Born’s view nevertheless ascribed a material sense to the de Broglie–Schrödinger
wave when they treated the wave function realistically as a matter wave. We shall discuss
the cause and implications of this confusion in Section 7.3.

Schrödinger was influenced by de Broglie’s idea of the phase wave, and generalized
from it. He represented an individual atomic system by a wave function and regarded the
waves as the bearers of the atomic processes, rather than descriptions of the state of
the process. He connected the wave function “with some vibration process in the atom”
(Schrödinger, 1926b) and regarded the wave “as a superposition of pure time
harmonic vibrations, the frequencies of which agree exactly with the spectroscopic term
frequencies of the micro-mechanical system” (1926d). But then the big question was: wave
of what?

In his (1926e), Schrödinger attempted to give the wave function an electro-dynamic
meaning: “the space density of electricity is given by the real part of Ψ∂Ψ�=∂t0.” But the
difficulty here was that this density, when integrated over all space, yielded zero rather than
a time-independent finite value. To resolve this inconsistency, Schrödinger in his (1926f)
replaced the expression Ψ∂Ψ�=∂t for the charge density by the “weight function in the
system’s configuration space,” ΨΨ�, multiplied by the total charge e. This was equivalent
to the following interpretation:

The wave-mechanical configuration of the (atomic) system is a superposition of many, strictly
speaking of all, point-mechanical configurations kinematically possible. Thus each point-mechanical
configuration contributes to the true wave-mechanical configuration with a certain weight, which is
given precisely by ΨΨ�.

(Schrödinger, 1926f)

That is, the atomic system existed “simultaneously in all the positions kinematically
imaginable, but not ‘equally strongly’ in all” (ibid.). Schrödinger stresses that in this
interpretation,

the Ψ-function itself cannot and may not be interpreted directly in terms of three-dimensional space –
however much the one electron problem tends to mislead us on this point – because it is in general a
function in (3n-dimensional) configuration space, not real space.

(Ibid.)

Still, he maintained a realist interpretation:

But there is something tangibly real behind the present conception also, namely, the very real electro-
dynamically effective fluctuation of electric space-density. The Ψ-function is to do no more and no
less than permit the totality of these fluctuations being mastered and surveyed [by a wave equation].

(Ibid.)

Thus the wave was regarded by him as having a reality of the same type as electromagnetic
waves possessed, having a continuous density of energy and momentum.
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Relying on the hypothesis that a particle of velocity V can be represented by a wave
packet moving with the group velocity V, Schrödinger (1926c) proposed to abandon the
particle ontology entirely and maintained that physical reality consisted of waves and only
waves. His reasons for rejecting particles as well-defined permanent objects of a determin-
able identity or individuality were summarized in his (1961) as follows: (1) “because of the
identity of mass and energy, we must consider the particles themselves as Planckian energy
quanta”; (2) in dealing with two or more particles of the same type, “we must affect their
identity, otherwise the results will simply be untrue and not agree with experience”; and (3)
“it follows from [the uncertainty principle] that it is never possible to observe the same
particle twice with apodeictic certainty.”2

A similar but more sophisticated view of the continuous wave as the basic ontology of
quantum physics was suggested by de Broglie (1926, 1927a, b) in his theory of the double
solution. The main difference between his and Schrödinger’s view lies in the fact that
while Schrödinger viewed physical reality as consisting of waves only, de Broglie accepted
the reality of classical particles, in addition to that of the waves, and identified a particle as an
energy concentration in a singularity region of the nonlinear wave, which was taken to be
guided by an extended linearwaveΨ. Hence, according to deBroglie, physical reality consisted
of waves and particles, though the latter were taken to be merely a manifestation of the former.

The realist interpretations of the wave function had to face serious difficulties. First, the
wave could not be conceived as a real one because, as pointed out by Bohr in his (1927),
the phase velocity of a wave was c2/Vg (Vg being the group velocity), which was in general
greater than the velocity of light c. Second, as far as the dimensionality of the configuration
space of the wave function Ψ is concerned, one could not, as Lorentz pointed out in his
letter to Schrödinger of May 27, 1926, interpret the waves physically when they were
associated with processes which were classically described with the help of several
particles. This is because the wave then becomes a function of 3n (n is the number of
particles) position coordinates and requires for its representation a 3n-dimensional space.
Third, Schrödinger’s wave function is a complex function. Fourth, the Ψ function is
representation dependent. The last and most serious difficulty is related with the so-called
spread of the wave packet. Lorentz pointed out in the abovementioned letter that “a wave
packet can never stay together and remain confined to a small volume in the long run,” so it
is not suitable for representing a particle, “a rather permanent individual existence.”
Encouraged by his success in getting a nonspreading wave packet in the harmonic
oscillator case, Schrödinger (1926g) thought that it was “only a question of computational
skill” to get it in the general case. But Heisenberg (1927), and nearly all of Schrödinger’s
German colleagues, soon realized that it was an impossible task.

Now I turn to Born’s probabilistic interpretation (1926), which was consistent with
viewing particles as the basic ontology of quantum physics and quickly became a dominant
interpretation.

Born was awarded the Nobel Prize of 1954 “for his fundamental work in quantum
mechanics and specially for his statistical interpretation of the wave function” (the official
declaration of the Royal Swedish Academy of November 3, 1954). In the summer of 1926,
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Born sent off two papers to the Zeitschrift für Physik reporting his success in treating
collision processes with Schrödinger’s wave equation. In the first, brief paper (1926a) he
announced his probabilistic interpretation of the wave function and declared himself for
indeterminism. In the second, fuller, presentation Born acknowledged that the underlying
idea was essentially that which Einstein had suggested (1909a, b) to relate a wave field
satisfying Maxwell’s equations with light quanta, namely,

[that] the waves are present only to show the corpuscular light quanta the way, and he spoke in this
sense of a ‘ghost field’. This ‘ghost field’ determines the probability that a light quantum, the bearer of
energy and momentum, takes a certain path; however, the field itself has no energy and no momentum.

(1926b)

Here, the wave of light lost its substantiality and became a kind of probabilistic wave.
We can fill the gap between Einstein’s view of 1909 and Born’s view of 1926 with

several important developments. As is well known, Bohr, Kramers, and John Slater in their
1924 paper suggested that the field of electromagnetic waves determined only the prob-
ability that an atom would absorb or emit light energy by quanta in the relevant space. This
idea actually belongs to Slater.3 A few weeks earlier than the submission of the paper,
Slater sent a letter to Nature in which he proposed that part of the field was “to guide
discrete quanta” and to induce a “probability that it [the atom] gains or loses energy, much
as Einstein has suggested” (Slater, 1924).

In Einstein’s 1925 paper on gas theory, we can find another link between Einstein’s and
Born’s view of waves: Einstein related de Broglie’s wave with his moving gas molecules
and made use of the mathematical formalism of particle physics, indicating that the basic
ontology of his theory was that of the particle rather than the wave, although there was a
wave aspect in the phenomenon under investigation, as was revealed in the mysterious
interaction among the molecules. Pascual Jordan’s follow-up paper (1925) was dominated
by his acceptance of the spirit of wave–particle duality, but the analysis there was also
entirely in terms of the particle.

WhatBorn planned to do in his 1926 paper, as regards the interpretation of thewave function,
was just to extend “Einstein’s idea,” mentioned above, on the relation between the light wave
and the light quanta to the relation between the Ψ wave function, which was also regarded by
him as a “ghost field,” and ponderable particles. Born’s main arguments were based on “the
complete analogy” between these two sets of relations, and can be summarized as follows:

(1) the Ψ waves, as ghost fields, themselves have no energy and no momentum, and hence
no ordinary physical meaning;

(2) the Ψ waves, in contrast with de Broglie’s and Schrödinger’s view mentioned above,
do not represent the motion of matter at all; they only determine the possible motion of
matter, or the probability of measured results about moving matter;

(3) by probability Born meant ‘a definite frequency with which states occur in an assembly
of identical, uncoupled atoms’;

(4) so the concept of the Ψ wave presupposes the existence of a very large number of
independent particles.
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It is therefore clear that Born regarded particles as the basic ontology of wave mechanics or
quantum mechanics.

Max Jammer summarizes Born’s probabilistic interpretation of the Ψ wave as follows:

|Ψ|2 dτ measures the probability density of finding the particle within the elementary volume dτ, the
particle being conceived in the classical sense as a point mass possessing at each instant both a
definite position and a definite momentum.

(Jammer, 1974)

Whether the particle was conceived by Born in the classical sense is a disputable issue.
Born’s interpretation led to Dirac’s transformation theory (1926b) and the latter in turn led

to Heisenberg’s uncertainty relationship (1927), from which Born quickly realized that it was

necessary to abandon not only classical physics but also the naive conception of reality that thought
of the particles of atomic physics as if they were exceedingly small grains of sand, [having] at each
instant a definite position and velocity.

(Born, 1956)

Born acknowledged that in atomic systems “this is not the case.” He also agreed with
Schrödinger, in regard to quantum statistics, that “the particles are not to be identified as
individuals” (ibid.).4 As regards nonclassical, nonindividual particles of this kind, Born
explained that the reason “for the retention of the particle idea” lay in the fact that “they
represent invariants of observables” (ibid.). But for the same reason, the wave idea should
also be retained. Born went even further than this and took “a probability wave, even in
3n-dimensional space, as a real thing, certainly as more than a tool for mathematical
calculations” (1949). He asked, “how could we rely on probability predictions if by this
notion we do not refer to something real and objective?” (ibid.).

All these show that Jammer’s misleading exposition not only oversimplified Born’s
position on the ontology of quantum mechanics but also neglected the important fact that
Born’s interpretation, though it took a kind of particle as the ontology of quantum physics,
was incompatible with the classical particle ontology, and shared certain features, such as
the lack of individuality, with the wave ontology.

Another misleading exposition of Born’s 1926 paper can be found in Heisenberg’s
famous article “The development of the interpretation of the quantum theory,” in which he
asserts that

[Born’s] hypothesis contained two important new features in comparison with that of Bohr, Kramers
and Slater. The first of them was the assertion that, in considering ‘probability waves’, we are
concerned with processes not in ordinary three-dimensional space, but in an abstract configuration
space; the second was the recognition that the probability wave is related to an individual process.

(Heisenberg, 1955)

It is obvious that the second point does not tally with Born’s original intention. As we
observed above, Born used the concept of probability in the sense of the frequency
interpretation. This means that the probability wave contains statistical statements about
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an assembly of systems, not only about one system. As to the first feature, Heisenberg’s
observation was superficial and missed the point. In fact, Born’s main purpose in propos-
ing a probability interpretation was precisely to restore the strange configurational wave
introduced by Schrödinger to the ordinary three-dimensional space. Born himself pointed
this out clearly in “the closing remarks” of his 1926 paper: “it [the probability interpret-
ation] permits the retention of the conventional ideas of space and time in which events
take place in a completely normal matter.”

This achievement, however, was not without cost. As Heisenberg realized clearly in
his (1927), it reduced the interpretation of quantum mechanics to the problem of how to
draw experimental information from the formulae of quantum mechanics. In this way,
one can easily explain the “reduction of the wave packet,” but not the diffraction
of electrons in the double-slit experiment, since this experiment can be carried out in
such a way that only one electron passes the apparatus at a time. In this case, the Ψ
wave associated with each electron interferes with itself. The Ψ wave must therefore be
some physically real wave and not merely a representation of our knowledge about
particles.

As a response to this difficulty faced by Born’s interpretation, Heisenberg later reinter-
preted the probability wave as one related to an individual process mentioned above, and
regarded the probability wave as a new kind of physical reality, related to a possibility or
potentia, “a certain intermediate layer of reality, halfway between the massive reality of
matter and the intellectual reality of the idea” (Heisenberg, 1961). In this view, a closed
system represented by a wave function (or by a statistical mixture of such functions) is
potential but not actual in character, the “reduction of wave packets” occurring during a
process of measurement is thus a consequence of the transition from the potential to the
actual, which is produced by connecting the closed system with the external world (the
measuring apparatus) (Heisenberg, 1955).

The introduction of the metaphysical concept of the potentia was characteristic of the
dilemma faced by the probabilistic interpretation based on a particle ontology, and was a
significant concession to the realist interpretation of the wave function, or to the wave
ontology. In fact, Heisenberg made this concession as early as 1928, when Jordan, Oskar
Klein, and Eugene Wigner proved the equivalence between Schrödinger’s wave descrip-
tion of a system of n particles and the second-quantization description of particles obeying
quantum statistics (Bose–Einstein as well as Fermi–Dirac statistics).5 For example,
Heisenberg thought then that the particle picture and the wave picture were merely
two different aspects of one and the same physical reality (cf. Jammer, 1974). He also
realized that

only the waves in configuration space, that is the transformation matrices, are probability waves in
the usual interpretation, while the three-dimensional material waves or radiation waves are not. The
latter, according to Bohr, Jordan and Wigner, have just as much (and just as little) ‘objective reality’
as particles; they have no direct connection with probability waves, but have a continuous density of
energy and of momentum, like a Maxwell field.

(Heisenberg, 1955)
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That is to say, Heisenberg accepted that there were material waves, different from the
probability waves, having the same ontological status as particles.

What is not so clear here is what was meant by “material waves.” If they can be
interpreted as some substantial waves of ponderable matter, then it is a big concession
to the realist interpretation of the wave function, even though the restriction “three-
dimensional” seems to hint that only the de Broglie wave of one particle can be regarded
as “objective reality.” If, on the other hand, “material waves” was just a synonym for
“radiation waves,” then the question is: If the radiation waves (which are, on the one
hand, de Broglie waves of photons, but which are, on the other hand, different from the
probability waves), are regarded as “objective reality,” what about the three-dimensional
de Broglie waves of just one electron or other ponderable particle? Are they still
probability waves, or objective reality? In fact, Heisenberg and all other physicists
in QFT have continually shifted back and forth between these two ontic senses.
The ambiguous use of the concept of “material waves” is actually the origin of all the
conceptual confusions about the ontology of QFT. At the same time, it is precisely this
ambiguity between “real” waves and probability waves that makes possible the develop-
ment of QFT on the basis of the concept of the material wave field. Any clearcut and
unambiguous use of this concept of material wave field would bring QFT to an impasse.
So it seems that the ambiguity reflects and marks the deepest difficulty in grasping the
ontology of QFT conceptually.

7.1.2 Quantization

To a great extent, conceptions of the ontology of QFT depend also on one’s under-
standing of the concept of quantization: What is meant by quantization? What is
meant by the mathematical procedure of quantization? What is the relation between
the physical implications and mathematical procedures of quantization? Some
far-reaching confusions in the literature can be traced back to misunderstandings
regarding quantization. While physical ideas about quantization go back to Planck’s
1900 theory of blackbody radiation, and were associated with every subsequent stage
in the development of the quantum theory and atomic physics, a logically exigent
mathematical procedure for quantization was established only with the emergence
of quantum mechanics in 1925 as developed by Heisenberg, Born, Jordan, and,
especially, Dirac. Initially, the mathematical procedure served as a tool for realizing
the physical implications of the idea of quantization. But once the mathematical
procedure was established, it took on a foundational role and thus an independent
existence.

The pitfall of this development was to neglect or to cut the intimate connection between
the physical and mathematical aspects of quantization, to take the formal procedure as the
essence of quantization, and thus as a sufficient model within which, or adequate basis on
which, the discussion of quantization, second quantization, and quantization of the field
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could be carried out. A brief historical survey suffices to pinpoint the proper meaning and
the primary misunderstanding of this concept.

For Planck, quantization was demanded by the laws of heat radiation and meant only
the quantization of the energy of a simple oscillator: In the statistical behavior of electrons
in a heated atom executing simple harmonic oscillations, only those vibrational states could
be physically realized whose energy was an integral multiple of a quantum. Here the
quantization of energy was a property of the electrons in atoms, represented by oscillators
in their interactions with radiation.

For Bohr, quantization meant the quantization of the periodic orbits of the electrons in
an atom, and the quantized electronic orbits were associated with the discrete stationary
states. So the mechanical motions associated with the stationary states were to be chosen
by the quantization condition (QC) from the continuous manifold of such motions.
According to Bohr, QC should be considered “a rational generalization of Planck’s original
result for the possible energy values of a harmonic oscillator,” since here the quantization
of mechanical motion involved not only that of energy but also that of momentum and,
especially, angular momentum in atomic systems.

Mathematically, Bohr’s QC for every periodic coordinate Q of the motion can be
expressed in the form J ¼ Þ

P dQ ¼ nh, where P is the canonically conjugate momentum
corresponding to Q (P may be the angular momentum if Q is an angle) and the integration
extends over a period. The most convincing theoretical argument for choosing this integral
J was given by Ehrenfest (1916), who showed that if the system is subject to a slow
external perturbation, J is invariant and therefore well suited to be equated to a discontinu-
ous “jumping” quantity nh.

Bohr’s conception of quantization, both in its physical aspect (as a quantization
of mechanical motion of electrons in an atom) and its mathematical aspect

J ¼ Þ
P dQ ¼ nh

� �
, constituted a starting point from which two approaches to quantiza-

tion grew. The first was the de Broglie–Schrödinger approach. According to de Broglie
(1923a, b), by using the expression P ¼ h=λ; J ¼ Þ

P dQ ¼ 2πrh=λ ¼ snh; 2πr=λ ¼ n
� �

,
QC could be interpreted as follows. The wave associated with a moving electron must be
such that the number of wavelengths that cover the orbital circumference must be an
integral number. For Schrödinger, quantization could be reduced to a problem of proper
values (1926b, c, e, f), as was indicated by the title of his four seminal communications
“Quantization as a problem of proper values.” If, for any variation of a wave function Ψ
(associated with some vibration process in the atom) the integral of the Hamiltonian
function (taken over all of coordinate space) is stationary, then the Ψ function can be
chosen for a discrete set of energy proper values, and the chosen Ψs themselves then
become the proper functions corresponding to the proper values.

Mathematically, Schrödinger’s variation problem was far more complicated than the
Bohr–Sommerfeld QC:

Þ
P dQ ¼ nh. The kinship of its guiding principle with the latter,

however, can be found in the similarity of the idea of “stationary integral” to Ehrenfest’s
hypothesis of adiabatic invariant. As to its relation with de Broglie’s conception,

7.1 The Tortuous Route to the Quantum Field 133

available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108566926.011
Downloaded from https://www.cambridge.org/core. Access paid by the UCSF Library, on 06 Oct 2019 at 17:22:24, subject to the Cambridge Core terms of use,

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108566926.011
https://www.cambridge.org/core


Schrödinger himself admitted that he obtained his inspiration directly from de Broglie’s
demonstration that there was always a whole number of wavelengths of the phase wave
measured along the orbit of the electron. As Schrödinger saw it, “the main difference is that
de Broglie thinks of progressive waves, while we are led to stationary proper vibrations”
(1926b).

The second approach was that of Heisenberg (1925), Born and Jordan (1925),
and Dirac (1925). Here the basic physical conception of quantization was the same as
Bohr’s: the mechanical motion in the atom was quantized. But its guiding principle
for getting the mathematical expression for this quantization went beyond Ehrenfest’s
adiabatic hypothesis. The decisive step was taken by Heisenberg (1925). In addition to
the quantization of the whole phase space integral, which represented the mechanical motion
in the atom, Heisenberg called attention to the quantal nature of dynamical quantities
(or physical observables) in atomic physics. These were transitional quantities connecting
two quantized stationary states. Their proper representation, as Born and Jordan
(1925) demonstrated two months later, was by matrices. Taking this approach,
Born and Jordan showed that the Bohr–Sommerfeld QC,

Þ
P dQ ¼ Þ1=v

0 PQ dt ¼ nh can
be transformed into 1 ¼ 2πi

P∞
�∞ τ∂=∂Jð Þ QτP�τð Þ when the Fourier expansions of

P and Q P ¼ P∞
�∞ Pτe2πivτt;Q ¼ P∞

�∞ Qτe
2πivτt

� �
are introduced. Considering Kramers’

dispersion relation (1924), which says that the sum
P∞

�∞ τ∂=∂Jð Þ QτP�τð Þ must corres-
pond to 1=h

P∞
�∞ Q nþ τ; nð ÞP n; nþ τð Þ � Q n; n� τð Þ P n� τ; nð Þð �½ , QC becomesP∞

�∞ P nkð ÞQ knð Þ � Q nkð ÞP knð Þ½ � ¼ h=2πi, or in matrix notation,

PQ� QP¼ h=2πið Þ1: (7.1)

By reinterpreting the classical equations of Hamiltonian dynamics, Dirac (1925) obtained
the same noncommutative relations for the q numbers.

The establishment of mathematical expressions for the noncommutative relations of
dynamical quantities marks the completion of the mathematical description of quantization
of mechanical motion in the atom. On the basis of such a description, a definite procedure
for quantization was put forward: substitute the canonically conjugate dynamical quantities
in the classical Hamiltonian formulation by their corresponding q numbers and subject
them to the noncommutative relations (7.1). The quantum formulation is thus obtained.

The mathematical procedure of substitution and subjection quickly became a the
accepted model of quantization, on the basis of which various interpretations of quantiza-
tion were given. Consequently, this procedure profoundly influenced the subsequent
development of quantum physics, not only in its mathematical description but also in its
physical and ontological interpretations of concepts. It is therefore important that we
understand the basis, the premises, and the proper implications and restrictions of this
mathematical procedure.

As we pointed out in Section 6.3, Heisenberg’s starting point was Bohr’s frequency
condition connecting the frequency of the radiation emitted by an atom (transitional
quantity or the so-called observable) with two stationary states of the intra-atomic motions.
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Heisenberg’s idea of an “observable” therefore presupposed the existence of quantized
stationary states in the atom. Originally, Heisenberg’s, and Born and Jordan’s, and Dirac’s
expressions for the QC were neither more nor less than a rewriting of Bohr’s QC. So in
these versions of QM it would be meaningless to consider the procedure of quantization
without relating it with the quantized stationary states in the atom. However, this restriction
was soon removed by subsequent developments initiated by Schrödinger and Dirac.

Schrödinger, in looking for a connection between wave mechanics and matrix
mechanics, recognized that the essential feature of a matrix was that it represented a linear
differential operator acting on a vector (one-column matrix). In this way, Schrödinger
(1926e) came to his operator calculus. If a coordinate q is taken as an ordinary variable
corresponding to a diagonal matrix representing a dynamical variable (say Q) in its own
representation (the Q representation), then the corresponding canonically conjugate
momentum p is to be replaced everywhere by the operator h=i ∂=∂qð Þ. Proceeding so,
QC (7.1) becomes a trivial operator identity. And Schrödinger’s idea of quantum
mechanics is like this: a definite state of a system is defined by a wave function Ψ(q) in
some q representation, q being an observable quantity of the system. A dynamical variable
(or observable) A is represented by a linear operator, A, and AΨ(q) signifies a new wave
function representing a new state of the system, obtained by operating with A on Ψ(q).
Then if this new function is, apart from a constant factor, identical with Ψ(q): ΑΨ(q) =
αΨ(q), then Ψ(q) is called an eigenfunction of A, and the constant a an eigenvalue. The
whole set of eigenvalues is characteristic of the operator A and represents the possible
numerical values of the observable, A, which may be continuous or discrete. Operators
whose eigenvalues are all real numbers are called Hermitian operators. It is clear that all
physical quantities have to be represented by Hermitian operators, since the eigenvalues
are supposed to represent the possible results of a measurement of a physical quantity.

Building on Schrödinger’s insight, Dirac (1927a) showed how to connect the various
possible representations of quantum mechanics. He recognized that the original matrix
mechanics was developed in an energy representation, and the original wave mechanics
was developed in a coordinate representation. These were just two special cases of possible
representations. In addition to them, there was also the angular momentum representation,
the particle number representation, and so on. Dirac pointed out in his own notation
that if a dynamical variable G originally was given an α representation α0 Gj jαh i,
then its β representation could be obtained through a unitary transformation:
β0s Gj jβh i ¼ ÐÐ

β0jαh idα α Gj jα0h idα0 α0jβh i, where the transformation function α0jβh i was
precisely the eigenfunction of the operator representing the dynamical variable. For
example, the eigenfunction of Schrödinger’s wave equation (as an energy eigenequation)
was exactly the transformation function from coordinate representation to energy
representation. This is the so-called general transformation theory, since α and β can be
any set of commuting observables.

The basis of the quantum condition stated in Equation (7.1) was thus widened. First, the
physical system under consideration was no longer restricted to atoms with discrete energy
levels, since Schrödinger’s wave equation made it possible to deal with continuous
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eigenvalues. Free particles and collision problems therefore also came into the range of
quantum mechanics. Second, Dirac’s transformation theory showed how other observable
properties of a physical system, and not just its energy states, were treatable in quantum
mechanics.

In view of these generalizations, QC (7.1) might seem to be a universal condition for
quantization. However, a severe restriction remains on all these generalizations: only those
canonically conjugate pairs of operators, or matrices, or dynamical variables, that are
genuine observables can be subjected to QC (7.1). By “genuine observable” I mean an
observable represented by a Hermitian matrix of which a representation can be found in
which the matrix is a diagonal.

One might think this restriction an academic one because the dynamical variables in
quantum physics seem to be equal to the observables. But this is actually not true in the
case of QFT, or even in the case of many-body problems in quantum mechanics. It is
strange to find that all of the forerunners and founders of QFT – such as Jordan (with Born
and Heisenberg, 1925, 1927a, b), Dirac (1927b, c), Klein (with Jordan, 1927), Wigner
(with Jordan, 1928), Heisenberg and Pauli (1929), and Fermi (1932) – took a certain set of
nonobservables (such as the creation and annihilation operators in the particle number
representation), subjected them to a variation of QC (7.1), and then claimed that a
quantized or second quantized theory was obtained. This procedure of quantization, on
which physical interpretations of QFT were given, therefore became another source of
confusion about the ontology of QFT, as we shall see in detail in the next subsection.

Another development in the conception of quantization was more pertinent to QFT.
Here the physical system under consideration was the continuous field rather than the
discrete particle. The originator of this development was Einstein. On the basis of Planck’s
quantization of energy of material oscillators, Einstein proposed that “the energy of light
consists of a finite number of energy quanta, localized at various points of space,” and that
“these quanta can be produced or absorbed only as units” (1905a). This idea was taken
over by Ehrenfest who mentioned in his (1906) that the amounts of electromagnetic field
energy residing in a normal mode of frequency v, represented by a simple harmonic
oscillator, could only be integral multiples of hv. Ehrenfest’s idea that the radiation itself
could be regarded as a system of simple oscillators, each of which represented the
amplitude of a plane wave, was adopted by Debye (1910b), Jordan (1925), and Dirac
(1927b, c). Thus the quantization of field energy can be easily obtained by applying
Planck’s hypothesis to the field oscillators (Debye), or by applying the mathematical
method that was used in quantum mechanics for treating the material oscillators (Jordan
and Dirac).

Einstein’s idea of the quantization of the field, however, was actually deeper than this.
In the same paper mentioned above (1905a), he speculated on the possibility that radiation
itself was “composed of independent energy quanta.” Einstein’s hypothesis of light quanta
was further supported by his contributions of (1909a, b, 1916c, d, 1917b) and by Comp-
ton’s experiment (1923a, b), which was reviewed in Chapter 6. Here I just want to make
two remarks:
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(i) Einstein’s idea of light quanta involved a new kind of quantization, the quantization of
a substantial field rather than the mechanical motion of particles or fields.

(ii) There was no mathematical procedure for the quantization of the field accompanying
Einstein’s light quantum hypothesis. What was used as a mathematical procedure in
the quantization of fields was just an analogue of what was used in the quantization of
mechanical motion. Therefore there was a conceptual gap to be bridged, and justifica-
tion for taking the analogy seriously to be given.

Let us now turn to the discussion of these issues.

7.1.3 Second Quantization: A Conceptual Jump Transmuting Probabilistic
Waves into Substantial Fields

As we noticed above, the concept of the quantization of a field had two meanings: (i) the
quantization of field energy (or, more generally, of the mechanical motion of the field), a
quantization that was similar to the quantization of the mechanical motion of particles dealt
with in quantum mechanics, and (ii) the quantization of the field as a substantial entity.

If we accept Maxwell’s idea that energy must reside in a substance, and also accept
Einstein’s idea that the substance as the carrier of electromagnetic field energy is not the
mechanical ether, but the electromagnetic field itself, which, as an independently existing
entity, is ontologically on a par with ponderable matter, then “the field” cannot be regarded
as a synonym for “the energy of the field,” but the former is related to the latter as an owner
is to his possessions. In this view, meaning (i) does not entail meaning (ii), and vice versa.
The nonentailment claim is supported by the fact that there is no necessary connection
between the continuity or discontinuity of energy and that of the carrier of energy, a fact
that can be checked easily in the case of particles. The energy of an electron can be either
continuous when it is free, or discrete when it is found within an atom.

In the history of QFT, however, these two meanings have often been lumped together
simply under the vague heading of “the quantization of fields,” and some unsound inferences
have been carelessly drawn from such an equivocality. Since the concept of the quantization
of fields is a cornerstone of the conceptual foundations of QFT, a careful historical study of
the formation of this concept seems necessary and is attempted in the following.

It is a common opinion that the idea of field quantization can be traced back to
Ehrenfest’s paper (1906) and Debye’s paper (1910b).6 According to these two authors, if
we take the electromagnetic field in empty space as a system of harmonic oscillators, and
apply Planck’s quantum hypothesis about the energy of material oscillators to the field
oscillators, then the Planck spectrum can be derived without using the material oscillators.
The justification of these heuristic ideas is no more nor less than Planck’s idea itself, that is,
the observed blackbody radiation spectrum. It is obvious that the quantization of fields here
means only the quantization of field energy, that is, only meaning (i).

Jordan’s works occupy a prominent place in the history of QFT. In his paper co-authored
with Born (1925), he gives not only a proof of QC (7.1): PQ � QP = (h/2πi)1 but also
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the original idea, which is more pertinent to the present discussion – that the electric and
magnetic fields should be regarded as dynamic variables – represented by matrices and
subject to QC, so that the classical formula for the emission of radiation by a dipole can be
taken over into the quantum theory. In his paper co-authored with Born and Heisenberg
(1926), Jordan, like Ehrenfest and Debye, considered the electromagnetic field as a set of
harmonic oscillators and subject to QC. In this way he derived the mean square energy
fluctuation in a field of blackbody radiation.7

Since Einstein derived the justification of the concept of corpuscular light quanta from
the laws of fluctuation in a field of waves, the above achievement convinced Jordan that
“the solution of the vexing problem of Einstein’s light quanta might be given by applying
quantum mechanics to the Maxwell field itself” (Jordan, 1973). Here, two points should be
noted: (i) The field to be quantized was the substantial and continuous Maxwell field and
(ii) the corpuscular light quanta can be obtained as a result of quantizing the field.
Considering the fact that Einstein’s light quanta possessed not only a definite amount of
energy, hv (as he initially proposed), but also a definite amount of momentum, P= hK (as
he realized in his 1916 papers, see Section 6.2), and thus were more fully fledged
“particles” rather than merely quanta of energy, the quantization of the field here was
obviously in the sense of meaning (ii).

To judge whether or not Jordan’s conviction was justifiable, we have to make it clear
what Jordan had actually done. An examination of his 1925 paper shows that what he had
done was simply apply the Heisenberg–Born QC to the wave field. Remember that the
Heisenberg–Born QC presupposed (i) the existence of quantized stationary states of the
atom and (ii) that observables were related to two states of the atom (see Section 7.2). Then
we find that Jordan’s application of the Heisenberg–Born QC implies that he tacitly
adopted two hypotheses, namely, the generalizations to the Maxwell field of the presup-
positions of the Heisenberg–Born QC: (i) the energy states of the Maxwell field were also
quantized and (ii) the field variables as dynamical variables were always related with two
states of the field. No explicit justification for the generalization was given, though the
close connection between the energy change of an atom and of a field seemed to support
such a generalization indirectly. But anyhow, with these two assumptions what Jordan
could “prove” was merely that the energy states of the field were quantized, a result that
was exactly what he had presupposed but that had nothing to do with the quantization of
substantial Maxwell fields themselves. In fact, the significance of Jordan’s paper lies in its
mathematical aspect: He provided a mathematical formulation for realizing the physical
hypothesis about the quantization of field energy, with the help of the oscillator model.

The situation in 1925 was relatively simple. Although there was de Broglie’s specula-
tion on the matter wave, it did not change the situation much. In 1925, when one
mentioned a field, it always referred to the substantial field. The situation became much
more complicated after Schrödinger’s work took the stage in 1926. Schrödinger’s waves
soon became fundamental entities to be quantized. Even the electromagnetic wave was
regarded as a kind of Schrödinger wave associated with the light quanta (see the discussion
below on Dirac’s paper). Then, as we have already noticed, there were two interpretations
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of Schrödinger’s wave function: one was realist and the other probabilistic. They each
assumed different basic ontologies for QFT. In addition to the confusion about the
interpretations of the wave function, there was another kind of confusion about two
meanings of the quantization of the field. The discussion of the quantization of the field
therefore needs a careful analysis so that the complicated situation can be clarified. This
will involve criticisms of prevailing misunderstandings and clarifications of misleading
assumptions contained in the original papers by the founders of QFT.

I shall begin with Dirac’s paper “The quantum theory of emission and absorption of
radiation” (1927b), which is regarded as the germ out of which QFT developed, owing to “the
invention of second quantization” contained in it (Jost, 1972). There are a number of widespread
misunderstandings about this paper. First, what was the field that Dirac proceeded to quantize?
Concerning this question, Jordan tells us in his recollections (1973) that when Dirac’s paper had
just appeared, he and Born took the field to be “the eigenfunctions of a particle” or “the
Schrödinger field of the single particle.” In fact Jordan maintained this understanding all his life
and regarded his 1925 paper and subsequent works on QFT as also having the Schrödinger field
as their starting point. Similarly, GregorWentzel (1960), in his authoritative article on the history
of QFT before 1947, also asserted that the field was taken to be “a (complex) Schrödinger wave
function” or “the probability amplitude of the ‘undisturbed states.’”

In contrast to Jordan, who confused the radiation field treated in his (1925; coauthored
with Born, 1925; and coauthored with Born and Heisenberg, 1926) with the Schrödinger
wave, Dirac distinguished clearly these two kinds of field in the “Introduction and
Summary” of his paper:

Firstly, the light-wave is always real, while the de Broglie wave associated with a light-quantum . . .

must be taken to involve an imaginary exponential. A more important difference is that their
intensities are to be interpreted in different ways. The number of light-quanta per unit volume
associated with a monochromatic light-wave equals the energy per unit volume of the wave divided
by the energy (2πh)v of a single light-quantum. On the other hand a monochromatic de Broglie wave
of amplitude a . . . must be interpreted as representing a2 light-quanta per unit volume.

(1927b)

He also pointed out that the above interpretation of many-body (many light quanta)
Schrödinger waves “is a special case” of the general probabilistic interpretation of wave
functions,

according to which, if (ξ0/α0) or Ψα0 ξ
0
k

� �
is the eigenfunction in the variables ξk of the state α0 of an

atomic system (or a simple particle), Ψα0 ξ
0
k

� ���� ���2 is the probability of each ξk having the value ξ 0k .

(Ibid.)

Now two points underlying Dirac’s observations are clear, (i) He identified Schrödinger
waves with probability waves and related them to the particle ontology, (ii) He distin-
guished the true and substantial wave from Schrödinger waves, and claimed that “there is
no such (substantial) wave associated with electrons.” What is not so clear here is his
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position on the relation between light waves and light quanta. The clarification of his
position on this relation is crucial to the understanding of the conceptual situation in the
early stage of QFT, so we have to go into the details.

One of Dirac’s underlying ideas in this paper was that there was “a complete harmony
between the wave and light quantum descriptions of the interaction.” To show this, he first
actually built up the theory from the light quantum point of view, and then showed that the
particle formulation can be transformed naturally into a wave form.

The first step was taken with the help of the so-called “second quantization” procedure.
He proceeded from an eigenfunction Ψ for the perturbed assembly of N similar independ-
ent systems, presenting Ψ in terms of eigenfunctions ΨΓ for the unperturbed assembly:
Ψ ¼ P

rarΨr, and then obtained the probable number Nr of the assembly being in the state
r: Nr = |ar|

2. By introducing variables br ¼ ar exp �iωrt=hð Þ ¼ exp �iθr=hð ÞN1=2
r and

b∗r ¼ a∗r exp iωrt=hð Þ ¼ exp iθr=hð Þ Nr þ 1ð Þ1=2, and taking br and ihb∗r to be canonically
conjugate “q numbers” satisfying the QC: br; ihb

∗
s

� � ¼ ihδrs, he obtained a theory in which
the interaction Hamiltonian F could be written in terms of Nr (particle number)8:

F ¼ ΣrWrNr þ ΣrsVrsN
1=2
r Ns þ 1� δrsð Þ1=2 exp i θr � θsð Þ=h½ �: (7.2)

Here the starting point was the many-particle Schrödinger wave and the basic ontology was
the light quantum, a kind of permanent particle carrying energy and momentum. No other
textual evidence of this claim about Dirac’s view of the light quantum is clearer than the
following:

The light-quantum has the peculiarity that it apparently ceases to exist when it is in one of its
stationary states, namely, the zero state, in which its momentum, and therefore also its energy, are
zero. When a light-quantum is absorbed it can be considered to jump into this zero state, and when
one is emitted it can be considered to jump from the zero state to one in which it is physically in
evidence, so that it appears to have been created.

(1927b)

All that had been done in the first step had nothing to do with the quantization of the field
because, first, there was no real field at all (any realist interpretation of the many-particle
Schrödinger wave function encountered serious difficulties that were mentioned in
Section 7.1), and second, there was no quantization of the wave field or second quantiza-
tion properly defined.

The reason for the last statement is simple but often neglected by physicists and
historians of quantum physics. Remember that a severe restriction to which QC should
be subjected is that QC is meaningful only when the dynamical variables involved in it are
the observables represented by Hermitian operators. Then Dirac’s assumption that one can
take the non-Hermitian operators b and ihb* – representing probability field amplitudes, as
canonical q numbers and can subject them to QC: br; ihb

∗
s

� � ¼ ihδrs or br; b
∗
s

� � ¼ δrs– is
obviously misleading. In fact, what is misleadingly called “second quantization” is nothing
else than an equivalent formulation of QC for the mechanical motion of particles, with the
help of convenient “creation” and “annihilation” operators a*(b*) and a(b) in the particle
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number representation. In particular, the commutation relations satisfied by “creation” and
“annihilation” operators have nothing to do with the quantization of the probability field
since no Planck constant is involved br; b

∗
s

� � ¼ δrs
� �

. They are just algebraic properties of
these operators.

Now let me turn to Dirac’s second step. Only in this step did he deal with the
quantization of fields. The starting point was the classical radiation field. He resolved the
radiation field into its Fourier components, considered the energy Er and phase θr of each
of the components to form a pair of canonically conjugate dynamical variables describing
the field, and subjected them to the standard QC: [θr, Es] = ihδrs.

9 Here the radiation field
was indeed quantized. The question then is, in what sense, the first one or the second, was
the radiation field quantized?

The answer is at hand if we note, first, that the quantization of the field was effected
by the quantization of the field oscillators (since each of the harmonic components of the
field was effectively a simple harmonic oscillator), and second, that the quantization of
the field oscillators, being a kind of quantization of oscillators, can only be understood
according to the first meaning, namely, the quantization of the energy of the field or the
field oscillators.

In this interpretation, Dirac’s assertion that the assumption that the field variables Er and
θr (being the q numbers) “immediately give light-quantum properties to the radiation” is
justified only when the quanta of energy of the wave field (here, the basic ontology was
that of the field, and the energy quanta were only a way of describing the property of the
field) were identified with the light quanta described by Schrödinger probability waves
(here the basic ontology was that of the particle; the Schrödinger wave, according to Born,
was only a way of assigning the probability to the occurrence of the particles with certain
properties). Dirac tacitly assumed this identification by taking the number N 0

r of light
quanta per stationary state in Schrödinger’s scheme of the many-particle problem as the
number Nr of quanta of energy in the field component r on page 263 of (1927b), where he
rederived Einstein’s probability coefficients for emission and absorption from his new
theory. In this way, he obtained a Hamiltonian that described the interactions of the atom
and electromagnetic waves.

By calling attention to the fact that this Hamiltonian was identical to the Hamiltonian for
the interaction of the atom with an assembly of light quanta, Dirac claimed that “the wave
point of view is thus consistent with the light-quantum point of view.” This claim of
consistency is so impressive that it has been taken to be a proof, by many physicists,
including Dirac himself, that “the riddle of the particle–wave nature of radiation is solved”
(Jost, 1972; see also Dirac, 1983).

Here, however, we should note that:

(i) The quanta of energy as the crests in a wave system are creatable and destroyable.
Thus, as an epiphenomenon, they presuppose the existence of the field as the basic
ontology, although its number can be used as a parameter to specify the states of field
oscillators and the configuration of the field.
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(ii) In Dirac’s mind, the light quantum was an independent, permanent particle, carrying
energy, momentum, and polarization, and being in a certain state specified by these
parameters. Their creation or annihilation was merely the appearance of their jump
from or into the zero state. Here the particle was the fundamental substance and the
probabilistic wave was merely a mental device for calculation.

(iii) Dirac’s identification of energy quanta with light quanta was therefore a big conceptual
jump, by which the property of the field (its quantized energy) was identified with the
existence of a discrete substance (light quanta), and the continuous substance (the field)
was confusedwith the nonreal probabilistic wave. No justification for this jumpwas given.

If we take these remarks seriously, then Dirac’s assertion that quantization of the field can
effect a transition from a field description to a light quanta description cannot be taken as sound
in its ontological aspect. The reason for this statement is that the transition relies heavily on the
identification, and this is an assumption as radical and significant as the transition itself.

Dirac’s next paper (1927c) shows that in Dirac’s scheme, as far as the quantization is
concerned, the field to be quantized referred, contrary to the widely prevailing opinion,
always to the classical radiation field rather than the Schrödinger wave field, and the
quantization, also contrary to the widely prevailing opinion, referred only to the quantiza-
tion of the classical field rather than the second quantization of the Schrödinger wave. But
the question then is why the misleading opinion was so prevalent that it was even accepted
by most of the founders of QFT, such as Jordan, Klein, Wigner, Heisenberg, Pauli, and
Fermi. For them, the misleading opinion was the underlying idea and starting point in their
fundamental papers. This opinion, therefore, had profoundly influenced the conceptual
developments of QFT. The reason for this is twofold. First, it came from the special
treatment of field quantization in Dirac’s original papers. Second, it came from a deeper
conceptual confusion involved in the theory of Fermion fields that was associated with the
particles satisfying the Fermi–Dirac statistics.

Let me examine the first reason first. The main steps in Dirac’s (1927b, c), where he
obtained a quantum theory of the radiation field, were as follows: (A1) start from the
classical radiation field; (A2) regard the field as a dynamical system, that is, treat the energy
and phase of each component of the field, Er and θ0r (or equivalently the number of energy
quanta Nr and the canonically conjugate phase θr ¼ hvθ0r) as dynamical variables describ-
ing the field; (A3) assume that Nr and θr are q numbers satisfying QC, [θr, Ns] = ihδrs. In his
original paper, especially in (1927b), however, Dirac mixed this line of reasoning with
another one, which also consisted of three main steps: (B1) start from the Schrödinger wave
of the many-light-quanta system Ψ = ΣrbrΨr; (B2) regard the probability amplitude br and
its conjugate ihb∗r as canonical q numbers satisfying QC, br; ihb

∗
s

� � ¼ ihδrs; (B3) relate br
and b∗r with another pair of canonical q numbers, Nr (the number of light quanta) and θr
(the phase of the Schrödinger wave) satisfying QC θr;Ns½ � ¼ ihδrs, through

br ¼ Nr þ 1ð Þ1=2 exp �iθr=hð Þ ¼ exp �iθr=hð ÞN1=2
r ,

b∗r ¼ N1=2
r exp iθr=hð Þ ¼ exp iθr=hð Þ Nr þ 1ð Þ1=2: (7.3)
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The reason for the mix-up seems to be twofold. First, ontologically, Dirac confused the
energy quanta in the field ontology and the light quanta in the particle ontology (1927b,
p. 263; 1927c, p. 715). He even showed a little inclination to interpret the real electromag-
netic field as the de Broglie wave of light quanta when he considered each component of
the electromagnetic field as “being associated with a certain type of light-quanta” (1927c,
p. 714). This interpretation of the electromagnetic field in terms of the particle ontology
was, of course, consistent with the view of Einstein of 1909, Slater, and Born and Jordan
(see Section 6.2) and paved the way for the later particle-ontology-inclined interpretation
of QFT, which is now dominant among physicists. Second, technically, Dirac cannot
obtain a quantitative relation between the amplitude of the vector potential and the number
of energy quanta in each component of the field without relying on the light quantum
picture and identifying the number of energy quanta with the number of light quanta.

The mix-up gave people a false impression. Jost’s opinion was typical when he
summarized Dirac’s QFT programme as this: “quantize the vector potential and substitute
it into the classical interaction” (Jost, 1972).

The idea of the quantization of the vector potential is closely linked with the idea of
“second quantization” because in both cases the amplitude ar of the vector potential or the
probability amplitude br was assumed to be a q number. The assumption that the br was a q
number originated from Dirac’s paper (1927b, c). Dirac, however, did not make any
explicit assumption that the ar was also a q number, although the role the ar played in
his QFT approach was completely parallel to the role the br played in his many-particle
approach in his (1927b, c). Then, from 1929 on, Fermi in his extremely influential lectures
and papers (1929, 1930, and especially 1932) extended Dirac’s idea about the brs to the ars
and made it acceptable to the quantum physics community.

Conceptually, however, all these ideas were confused. First, the amplitude ar or br
cannot be regarded as a q number in its original meaning, because it is not an observable
and cannot be represented by a Hermitian operator. In fact, a*(b*) or a(b) can be
interpreted as the creation or annihilation operator in an oscillator model, where it increases
or reduces the excitation of one of the oscillators by one quantum. Thus the amplitudes
have no real eigenstates and eigenvalues. That is, they cannot be represented by Hermitian
operators. Second, br (or ar) is not a c number owing to the relation br; b

∗
s

� � ¼ δrs. But the
relation by itself does not impose a restriction of quantization; rather, it is only the
consequence of quantization.

In order to see this clearly, let me underline the following fact. In a quantum theory of
radiation, Nr, the number of the light quanta, and θr, the phase of the wave field, as the
observables must be q numbers. If this is the case, then the fact that br is not a c number
follows from the transformation equation (7.3). But the converse is not true. That Nr and θr
are q numbers will not follow automatically from the noncommutative relation
br; b

∗
s

� � ¼ δrs. The statement is justified by the following observation: The second equa-
tions in both lines of Equation (7.3) cannot be obtained from the fact that br and b∗r are not
c numbers but have to be derived from a special assumption that Nr and θr are canonically
conjugate q numbers (Dirac, 1927b). In short, the fact that the br and b∗r (or ar and a∗r ) are
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not c numbers is inherited from the fact that Nr and θr are q numbers. It is a necessary
consequence of, but not a sufficient condition for, the quantum nature of the theory.
A classical radiation theory cannot be quantized by only taking the amplitude as a non-
c-number. On the other hand, in a quantum theory, the amplitude can always be repre-
sented by a quantity which is not a c number.

Thus the idea of “second quantization” is inadequate for two reasons. First, in the
quantum theory, it is not an additional quantization, but a formal transformation. Second,
without assuming Nr and θr are canonically conjugate q numbers (as Dirac did in 1927b), it
cannot serve as a means for quantizing a classical field theory.

Now let me turn to the second reason why the misleading opinion that Dirac’s starting
point for QFT was the Schrödinger wave is so prevalent. As we have noted above, Dirac,
like all other founders of QFT, interpreted the Schrödinger wave as a probability wave.
Ontologically, the probability interpretation of Schrödinger’s wave function of radiation is
inconsistent with field theory because in the former, the basic ontology is the discrete
particle (light quanta, playing the same role as electron played in Born’s original interpret-
ation of the wave function), and in the latter, the basic ontology is the continuous field (and
energy quanta being the manifestation of its motion state). In spite of this apparently
serious difficulty, physicists still believe that the starting point for QFT must be Schrö-
dinger’s wave function, which has to be taken as a kind of classical field and subjected to
“second quantization.” In fact, such a conceptual trick of “quantal–classical–(second)
quantal” has become the accepted conceptual foundation of QFT. The reason for this,
I think, is certainly deeper than the confusion of physicists, including Dirac himself, and is
closely linked with the peculiarity of the fermion field. For this reason, let us have a closer
look at this intriguing point.

What Dirac treated in his theory of radiation was a many-particle problem. According to
the newly emerged wave mechanics, this problem was described by the Schrödinger wave
function in higher-dimensional configuration space. Starting from such a configurational
wave, Dirac made a transformation of representation and obtained a representation of
particle number, in which no configuration space other than ordinary three-dimensional
space was needed. This method, which has an inappropriate name, “second quantization,”
was based totally on the particle ontology and had nothing to do with field theory. To the
many-particle problem Dirac also developed another approach, namely, QFT. His QFT
was apparently similar to, but ontologically different from, the method of second quantiza-
tion, because its starting point was the classical field in ordinary three-dimensional space,
rather than the Schrödinger wave in configuration space. It is true that Dirac’s QFT also
presupposed the existence of discrete particles. But here the particles were considered as
the quanta of the continuous field. That is, the particles in QFT were reduced in status to
mere epiphenomena: They were manifestations of the underlying substance, the field, and
thus could be created and destroyed, and hence were different from the permanently
existing field.

It was strange and difficult for physicists to consider the configurational wave as
something real. Most physicists detested it and attempted to use it only as a computational
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device, rather than a representation of physical reality. Born’s probability interpretation
and Dirac’s “second quantization” can be viewed as good examples of the attempt to leave
configurational space for ordinary space. Dirac’s QFT provided another example of
attacking the many-particle problem without involving configuration space, which was
one of the central tasks of the time.

The next step taken by Jordan and Wigner (1928) was to generalize Dirac’s idea for the
case of bosons (light quanta) to the case of fermions. For Jordan, the QFT approach was
particularly attractive because this was essentially what he introduced into quantum
physics in his paper (with Born and Heisenberg, 1926): applying the quantum hypothesis
to the (Maxwell) field itself. One of the main tasks for the Jordan–Wigner generalization
was a quantization of a classical field whose quanta were fermions. Here we come to the
crucial point pertinent to our discussion. There was simply no such a classical field at all in
nature. Of course, there were also no such classical particles as fermions. But the issue
here, in the framework of QFT, was how to derive fermions from some assumed ontology.
Faced with such a situation, the only thing Jordan and Wigner could choose as the
candidate for the starting point of their QFT was the three-dimensional Schrödinger field
of a single fermion.

Proceeding from such a “classical field,” a QFT formulation of the many-fermion
problem can be obtained by a procedure formally parallel to Dirac’s in the case of bosons.
The only difference lay in the definition of QC, which was necessary to satisfy the Pauli
exclusion principle.10 In this formulation, the creation and annihilation operators (i.e., a, a*
or b, b*) were introduced to increase or decrease the number of particles in a certain
quantum state. The amplitudes of the field were expressed as linear combinations of these
operators. This was a direct generalization of the quantization of the electromagnetic field
as decomposed into oscillator amplitudes. The operator of an oscillator amplitude either
created or destroyed a quantum of the oscillator. Thus the fermions were considered as the
quanta of a field just as light quanta were the quanta of the electromagnetic field. Such
quanta could be created or destroyed and thus were not eternal or permanent.

Looking back on his work coauthored with Jordan, Wigner said in an interview, “just as
we get photons by quantizing the electromagnetic fields, so we should be able to get
material particles by quantizing the Schrödinger field” (Wigner, 1963) A big question can
be raised about this underlying idea. It is thinkable that the photons are excited from the
electromagnetic field, since the latter is substantial (namely, with energy and momentum).
But what about the Schrödinger field? Is it also a substantial field or merely a probability
wave for describing a microscopic system’s quantum state? Leon Rosenfeld tells us, “in
some sense or other, Jordan himself took the wave function, the probability amplitude,
physically more seriously than most people” (Rosenfeld, 1963). But even Jordan himself
did not provide a consistent exposition in justifying his use of the probability amplitude as
a classical field, which was usually to be conceived as substantial and possessing energy
and momentum. In my opinion, using the three-dimensional Schrödinger wave of a single
fermion as a classical field to be quantized, a key step in the so-called “second quantiza-
tion,” initiated a radical change in conceptualizing the microscopic world.
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First, it seems that a realist interpretation has replaced the probability interpretation of
the Schrödinger wave function of a single fermion. That is, it began to be considered as a
substantial wave rather than merely a probability (or guiding) wave. The reason for the
replacement is simple: otherwise, the wave would be tied up with only a single particle,
and have nothing to do with the many-particle problem. An even more serious reason for
this is that a nonsubstantial probability wave could not confer substantiality on the quanta
obtained through second-quantizing the wave. Then the substantiality of the particles
would have no source and becomes mysterious. A definite fact in the history of 20th
century field theories is that in QFT the Schrödinger wave of a single fermion has always
been regarded as a substantial (material) wave field since the Jordan–Wigner paper was
published in 1928. After the replacement, the Schrödinger equation, originally describing
the motion state of a single fermion, became a field equation. Only then could the
procedure parallel to the quantization of the electromagnetic field be justly adopted, and
the many-fermion problem solved by using the creation and destruction operators, that is, a
field theory of fermions could be developed.

Judging from the orthodox interpretation of quantum mechanics, however, the realist
interpretation of Schrödinger waves of a single fermion cannot be justified as a logically
consistent development of quantum mechanics. It is at best a makeshift, demanded by a
formal analogy between matter (fermions) and light (bosons). The justification, it should be
stressed, actually lies in the subsequent success it has brought about.

Once physicists got used to taking the Schrödinger wave of a single fermion as a new
kind of substantial wave, as the starting point of the field theory for fermions, it was natural
but misleading to assume that the starting point of the field theory for bosons was also a
kind of Schrödinger wave (namely the Schrödinger wave of a single boson), rather than the
classical (Maxwell) field, so that both cases could be put into a single conceptual frame-
work of “second quantization.”

Thus the replacement of a probability interpretation by a realist one for wave functions
of a single particle, or, going back one step further, the replacement of the classical field by
the Schrödinger wave functions, or the adoption of the second quantization scheme, in fact
marked the introduction of a new kind of substantial field, or a discovery of a new natural
kind, substantial quantum fields, and thus the commencement of QFT, a new stage of
theoretical development in quantum physics.

Second, the framework of second quantization has replaced the particle ontology with
the field ontology in the sense that the material particle (fermion) is no longer to be
regarded as an eternal existence or independent being, but rather an excitation of the
(fermion) field, a quantum of the field. Although, paradoxically, the same scheme has also
rendered the particle number representation (the Fock space representation) as the most
widely used representation of the field ontology in quantum field system, and thus has
supported a popular claim that (second-quantization based) QFT takes particles as its basic
ontology while fields are only a device to get and deal with particle. The surface reason is
easy to understand: QFT is mainly used in particle physics. But there are subtle conceptual
and technical reasons, some of which will be discussed in the next section.
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The quantization of a field converts the field variables into operators satisfying quantum
conditions, which, as we discussed above, can be re-expressed as the operators br and b∗r
satisfying certain algebraic relations, br; b

∗
s

� � ¼ δrs, and so on.
11 In Dirac’s theory (1927b,

c) and in Jordan and Klein’s (1927) and Jordan and Wigner’s (1928) theory, the operators
br and b

∗
r merely serve to cause transitions of a particle from one quantum state to another.

However, once these operators are defined, they permit a natural generalization to the case
in which particles can actually be created and annihilated, namely, when the total number
of particles is no longer a constant of the motion (see Section 7.2). This is exactly the
situation that is observed experimentally and theorized in the quantized relativistic theories
of interacting fields. For example, the light quanta can be emitted and absorbed in the
electromagnetic field, so can other bosons, e.g., π mesons. In the case of electrons, we
know that electron–positron pairs can be created and annihilated. All these processes can
be conveniently and precisely described by the creation and annihilation operators of field
theories. These operators also serve to describe concisely and accurately the fundamental
interaction between fermions and bosons, which consists of the product of two fermion
creation and/or destruction operators and one boson operator. This is interpreted as a
change of state of a fermion, destroyed in one state and created in another, accompanied
by either the emission or absorption of a boson. More about interaction will be given in
Section 7.5 and Part III.

A quantum field, like any classical field, must be a system with an infinite number of
degrees of freedom defined on a background spacetime manifold, and thus constituting a
continuous plenum. What is normally used in QFT, however, are the so-called local fields,
which can be obtained as Fourier transforms of the annihilators and creators. That is, the
field variables are defined (and describe the physical conditions) only at a point of space-
time. The local field, as we have already noted above, is not a c number, but rather an
operator, the local field operator. When QFT was first invented, the operator fields had
clear and immediate physical interpretations, in terms of the emission and absorption
(creation and annihilation) of physical particles. After Dirac introduced his idea of the
vacuum (1930a), however, the operator fields became abstract dynamical variables, with
the aid of which one constructs the physical states. They in themselves do not have
any elementary physical interpretation. More about Dirac’s vacuum and its implications
for renormalization will be given in Section 7.2, whose profound bearings on the
proper understanding of the nature of QFT in terms of its local field operators will be
given in Section 7.4.

Dirac claimed to have proved, with the help of his QFT (in which particles are treated as
the field excitations), that there is a “complete harmony” or “complete reconciliation”
between the wave and the light quanta points of view. The claim has been considered valid
ever since by the scientific community, including most physicists, historians, and philoso-
phers of physics. For example, Jost asserts that “the riddle of the particle–wave nature of
radiation, which has so strongly motivated theoretical physics since 1900, is solved” by
Dirac’s 1927 papers (Jost, 1972). This claim, however, was challenged by Michael
Redhead (1983), whose arguments can be summarized like this. The representation in
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which the field amplitude is diagonal can be called the field representation, and likewise the
representation in which the number operators are all diagonal can be termed the particle
representation. However, in this latter representation, the field amplitude is not sharp
because the number operators do not commute with the creation and annihilation operators
with which the field amplitude is expressed. Thus one cannot simultaneously ascribe sharp
values to both the particle number and the field amplitude, and hence the wave–particle
duality is manifested again – albeit in a different form.

Dirac’s claim is also challenged in the above discussion, by distinguishing the energy
quanta and light quanta, the quantization of motion of the field and that of the substantial
field. The latter challenge can be met by arguing that the field quanta excited by the field
operators are not the energy quanta, or quantized energy, but rather the quantized carriers
of the energy, momentum, charge, and all other properties of the field. In this case, the
distinction between the field quanta and Einstein’s light quanta (or other bosons or
fermions) disappears, and the field system can be described in terms of particles or the
field quanta. This is true. But this was not Dirac’s idea. What was excited by the field
operator in Dirac’s 1927 paper was the quantized energy of the field (the energy quanta),
but not the quantized carriers of the field energy. Ontologically, therefore, the identification
of the quantized energy (momentum, charge, etc.) of the field with the quantized carrier of
the field energy (momentum, charge, etc.) is still a big question.

It should be mentioned in passing that the energy and momentum of the electromagnetic
field do not in general form a four-vector. They are parts of a four-tensor, behaving quite
differently from the corresponding quantities of a particle. Thus, in terms of the Lorentz
transformation of its energy and momentum, the field, in general, does not have the
properties of a particle. As Fermi showed, however, the field can be separated into a
transverse part (light wave) and a longitudinal part (static Coulomb field). The former, in
its behavior under a Lorentz transformation, has a certain similarity to a particle since its
energy and momentum form a four-vector. For the latter, this is not the case. In Fermi’s
quantum theory (1932), only the former was subjected to quantization, giving rise to the
existence of the light quanta, which, in some other aspects, also behaved like particles; the
latter remained unquantized.

It is true that quantizing a field can make manifest the particle aspect of the field,
especially when the Fock space representation of field operators is used. But QFT is
certainly more complicated and richer than what is apparent from its particle interpretation.
The existence of so-called zero point fluctuations hints that even in the vacuum (i.e., in the
state where there are no particles or quanta of the field present) the field exists. The
fluctuating vacuum field actually gives rise to observable effects. For example, we may
think of the spontaneous emission of radiation as forced emission taking place under the
influence of the vacuum fluctuations. Another effect is the fluctuations in the position of a
charge in space, which gives rise to a part of the self-energy of the particle (Weisskopf,
1939; see also Section 7.6). The decrease in the binding energy of a bound electron due to
these fluctuations in position accounts for most of the level shift in the Lamb effect
(Welton, 1948; Weisskopf, 1949). In the case of the fermion fields, there are also
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fluctuations of charge and current density in some finite volume of spacetime when the
number of particles is definite.

Dirac did not solve the riddle of the wave–particle duality of the field, since he failed to
find a bridge connecting the continuous field and the discrete particle. In fact, he merely
reduced the field to the particles by his formulation of quantizing the field and his peculiar
interpretation of the formulation. The most peculiar point of his interpretation *lay in his
conception of the light quanta in the zero state, which showed that for him the light
quantum was a kind of real particle with permanent existence (he took the creation and
destruction of the light quanta to be merely the appearance of the real processes of jumping
from and to the zero state). In short, for Dirac, the quantization of the field meant that the
field was composed of the discrete and permanent particles (for Dirac, the apparently
ephemeral quanta’s creation and annihilation in fact are just the result of permanent
particles jumping out from or into the zero state, as we discussed earlier). This was the
basis on which the particle-ontology-based interpretation of QFT was developed.

The crucial step in solving the riddle, in fact, was taken by Jordan. Jordan’s mathemat-
ical formulation was the same as Dirac’s. What made them different were the ontological
commitments underlying the interpretations of the formulation. Dirac started from the real
continuous electromagnetic field, but reduced it to a collection of discrete particles. In
contrast, the starting point of Jordan’s work was the Schrödinger wave. This is true not
only of his 1928 paper dealing with the fermion field but also of his 1927 paper, where the
electromagnetic field was also considered as the Schrödinger wave function of a single
light quantum.

We have already noticed above that Jordan took the physical reality of the Schrödinger
wave very seriously. This position was closely linked to his complementary understanding
of the nature of quantum-physical reality and of wave–particle duality. According to Jordan,

Quantum physical reality is simpler in a marked way than the system of ideas through which classical
theories sought to represent it. In the classical system of representation, wavelike and corpuscular
radiation are two fundamentally different things; in reality, however, there is instead only one single
type of radiation, and both classical representations give only a partially correct picture of it.

(1928)

That is to say, both the wavelike and corpuscular aspects of the radiation, as different
special manifestations of the same basic substance, were taken to be real. Here is the bridge
connecting the continuous field and the discrete particle: radiation as the quantum physical
reality is both waves and particles.

In classical theory, particles, owing to their permanent existence, were fundamentally
different from the energy quanta of the field, which were capable of being created and
absorbed. In quantum theory, according to Jordan, considering that the reality was both the
wave and particle, the particles were also capable of being created or absorbed, just like the
quanta of the wave field, and the fields were also capable of exhibiting their discrete
existence. In this way, the riddle of wave–particle duality seems to have been solved by
Jordan, rather than by Dirac, in his understanding of quantum fields.
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It is interesting to note that the basic ontology on which the riddle is solved is something
novel, different from both the classical particle and field. It cannot be taken as the classical
particle because the quanta sprung from it possess no permanent existence and individu-
ality. It also cannot be taken as the classical field because, as quantum fields, aside from its
underlying substratum, it has largely lost its continuity in terms of its observable manifest-
ations (particles) and other effects (quantities stem from quantum fields and their inter-
actions). A new natural kind has emerged, based on which QFT has subsequently
developed.

7.2 Quantum Fields and the Ontological Foundations of QFT

In a very important sense, the notion of quantum fields and the related notion of local
operator fields, in the historically emergent, second-quantization-inspired QFT had their
direct physical interpretation largely in terms of the vacuum state. In order to see this
clearly, let us examine the physicists’ conception of the vacuum before and after the
introduction of quantum fields in the late 1920s.

7.2.1 The Vacuum

After Einstein had put an end to the concept of the ether, the field-free and matter-free
vacuum was considered to be truly empty space. The situation, however, had changed with
the introduction of quantum mechanics. From then onwards, the vacuum became popu-
lated again. In quantum mechanics, the uncertainty relation for the number N of light
quanta and the phase θ of the field amplitude, ΔΝΔθ � 1, means that if N has a given value
zero, then the field will show certain fluctuations about its average value, which is equal to
zero.12

The next step in populating the vacuum was taken by Dirac. In his relativistic theory of
the electron (1928a, b), Dirac met with a serious difficulty, namely the existence of states
of negative kinetic energy. As a possible solution to the difficulty, he proposed a new
conception of the vacuum: “all of the states of negative energy have already been
occupied” and all of the states of positive energy are not occupied (Dirac, 1930a). Then
the transition of an electron from the positive energy state to the negative energy state
could not happen owing to Pauli’s exclusion principle. This vacuum state was not an empty
state, but rather a filled sea of negative energy electrons. The sea as a universal background
was unobservable, yet a hole in the negative energy sea was observable, behaving like a
particle of positive energy and positive charge. Dirac tried first to identify the hole with a
proton. This interpretation soon proved untenable. In May 1931, Dirac accepted the
criticism of Oppenheimer (1930b) and Weyl (1930) and took the hole as a new kind of
particle with a positive charge and the mass of the electron (Dirac, 1931).

It is easy to see that Dirac’s infinite sea of unobservable negative energy electrons of
1930–1931 was analogous to his infinite set of unobservable zero energy photons of 1927.
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Such a vacuum consisting of unobservable particles allowed for a kind of creation and
annihilation of particles. Given enough energy, a negative energy electron can be lifted up
into a positive energy state, corresponding to the creation of a positron (the hole in the
negative energy sea) and an ordinary electron. And of course the reverse annihilation
process can also occur.

One might say, as Steven Weinberg (1977) did, that all these processes can be
accounted for by the concept of the transition between observable and unobservable states,
without introducing the ideas of QFT. This is true. But on the other hand, it is precisely the
concepts of the vacuum and of the transition that have provided QFT with an ontological
basis. In fact, the introduction of the negative energy sea, as a solution to the difficulty
posed by Dirac’s relativistic theory of the electron, implied that no consistent relativistic
theory of a single electron would be possible without involving an infinite-particle system,
and that a QFT description was needed for the relativistic problems (more discussion
follows below). Besides, the concept of transition between observable and unobservable
states did indeed provide a prototype of the idea of excitations (creations and annihilations)
in QFT, and hence gave a direct physical interpretation to the field operators in terms of
their Fourier transforms (creation and annihilation operators).

It was noticed that the concepts of creation and destruction predated quantum mechan-
ics and could be traced back to the turn of the century, when these concepts were based on
the ether model of matter and light (Bromberg, 1976). In fact, Dirac’s idea of the vacuum
as a kind of substratum shared some of its characteristic features with the ether model,
which explains why he returned to the idea of an ether in his later years,13 although in his
original treatment of creation and destruction processes he did not explicitly appeal to an
ether model.

One of the striking features of Dirac’s vacuum, similar to that of the ether, is that it
behaves like a polarizable medium. An external electromagnetic field distorts the single
electron wave function of the negative energy sea, and thereby produces a charge-current
distribution acting to oppose the inducing field. As a consequence, the charges of particles
would appear to be reduced. That is, the vacuum could be polarized by the electromagnetic
field. The fluctuating densities of charge and current (which occur even in the electro-free
vacuum state) can be seen as the electron–positron field counterpart of the fluctuations in
the electromagnetic field.

Thus the situation after the introduction of the filled vacuum is this. Suppose we begin
with an electron–positron field Ψ. It will create an accompanying electromagnetic field
which reacts on the initial field Ψ and alters it. Similarly, an electromagnetic field will
excite the electron–positron field Ψ, and the associated electric current acts and alters the
initial electromagnetic field. So the electromagnetic field and the electron–positron field are
intimately connected, neither of them having a physical meaning independent of the other.
What we have then is a coupled system consisting of electromagnetic field and electron–
positron field, and the description of one physical particle is not to be written down a priori
but emerges only after solving a complicated dynamical problem. So it is clear that the
vacuum is defined, not in terms of the lack of particles or quanta (electrons or photons) of a
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relevant field but in terms of lack of any particles or quanta in a theory dealing with a
system of interacting fields. That is, the notion of the vacuum state is a theory-specific
rather than a designated-field-specific notion.14

The idea that the vacuum was actually the scene of wild activities (fluctuations), in
which infinite negative energy electrons existed, was mitigated later on by eliminating the
notion of the actual presence of these electrons. It was recognized by Wendell Furry and
Oppenheimer (1934) that the filled-vacuum assumption could be abandoned, without any
fundamental change of Dirac’s equations, by interchanging consistently the roles of
creation and destruction of those operators that act on the negative states. In this way
electrons and positrons entered into the formalism symmetrically, as two alternative states
of a single particle and the infinite charge density and negative energy density of the
vacuum disappeared. With this formalism the vacuum became again a physically reason-
able state with no particles in evidence. After all, in a relativistic theory the vacuum must
have vanishing energy and momentum, otherwise the Lorentz invariance of the theory
cannot be maintained.

The same method of exchanging the creation and destruction operators for negative
states was used in the same year by Pauli and Weisskopf (1934) in their work on the
quantization of the Klein–Gordon relativistic wave equations for scalar particles. The
quantum theory of the scalar field contained all the advantages of the hole theory (particles
and antiparticles, and pair creation and annihilation processes, etc.) without introducing a
vacuum full of particles.

The above pair of papers convincingly showed that QFT could naturally incorporate the
idea of antimatter without introducing any unobservable particles of negative energy, and
thus can describe, satisfactorily, the creation and annihilation of particles and antiparticles,
which were now seen as coequal quanta of the field.

For most physicists, these developments, especially the publication of Wentzel’s influ-
ential book Quantum Theory of Fields (1943), had settled the matter: The picture of an
infinite sea of negative energy electrons had been seen as a historical curiosity and
forgotten (Schwinger, 1973b; Weinberg, 1977; Weisskopf, 1983). Yet there are still some
others who maintain that Dirac’s idea of the vacuum is of revolutionary meaning, and that
its essence of regarding the vacuum as not empty but substance-filled remains in our
present conception of the vacuum.15 They argue that the conception of the substance-filled
vacuum is strongly supported by the fact that the fluctuations of matter density in the
vacuum remain even after the removal of the negative energy electrons, as an additional
property of the vacuum besides the electromagnetic vacuum fluctuations.

Here we run into the most profound ontological dilemma in QFT. On the one hand,
according to special relativity, the vacuum must be a Lorentz invariant state of zero energy,
zero momentum, zero angular momentum, zero charge, zero whatever, that is, a state of
nothingness. Considering that energy and momentum have been thought to be the essential
properties of substance in modern physics and modern metaphysics, the vacuum definitely
cannot be regarded as a substance. On the other hand, the fluctuations existing in the
vacuum strongly indicated that the vacuum must be something substantial, certainly not
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empty. A possible way out of the dilemma might be to redefine “substance” and deprive
energy and momentum of being the defining properties of a substance. But this would be
too ad hoc, and could not find support from other instances. Another possibility is to take
the vacuum as a kind of presubstance, an underlying substratum having a potential
substantiality. It can be excited to become substance by energy and momentum, and
become physical reality if some other properties are also injected into it.

In any case, no one would deny that the vacuum is the state in which no real particle
exists. The real particles come into existence only when we disturb the vacuum, when we
excite it with energy and other properties by applying field operators to the vacuum state.
Since field operators represent the dynamical aspect quantum fields, while the vacuum state
is the ground state of a quantum field system, the above simple but basic fact raises two
fundamental questions: (1) what is the ontological status of the vacuum state? and (2) what
is the meaning of field operators? No proper answer to the questions would be possible
without a clear understanding of what quantum fields are.

7.2.2 Quantum Fields: Local and Global

Historically, the discovery of quantum fields resulted from misinterpreting “second
quantization”, whose two pillars were Dirac’s vacuum state of infinite degrees of freedom
(the electrons of negative energy and the light quanta of zero state) and operators of
creation and annihilation. The further development of QFT in terms of local operator fields
was thus inherently biased toward particle ontology. The understandable bias was further
reinforced by the major applications of QFT in particle physics, as we will see in the works
of Fermi (Section 7.3) and Schwinger (Section 7.4).

Conceptually, what underlies operators of creation and annihilation are local fields
(defined in coordinate space), whose Fourier transforms are the operators of creation and
annihilation (defined in the momentum space); they are constructed from observable
dynamical quantities – such as the energy and phase of each component of the field, Er

and θ0r (or equivalently the number of energy quanta Nr and the canonically conjugate
phase θr ¼ hvθ0r from which operators of creation and annihilation can be defined) as we
mentioned in the last section – describing the field, or more precisely, from canonically
conjugated quantities in the phase space, which are elevated into operators (q-numbers)
under the quantization scheme. Thus constructed (through a complicated mathematical
manipulations) local operator fields have provided a conceptual framework in which
locality principle underlies the notions of local excitations (point particles) and local
couplings (spatial-temporal coincidence of interacting particles) and their consequences
(divergences and renormalization as we will discuss in the following sections), and also the
spacelike commutation of the observables.

What are the states of fields on which field operators act or fields’ observable quantities
can be measured? Or, in the mathematical language, what is the representation of the
operator algebra? In the particle ontology interpretation of QFT, the representation
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typically is a Hilbert space consisting of the state of the vacuum and the excited states
resulted from repeated applications of creation operators to the vacuum state, the so-called
Fock space representation. Of course, in addition to this particle picture, there can also be a
field picture, in which the states are characterized by sharp local field amplitudes. But even
in the Fock space representation, the very notion of the vacuum state reveals the inad-
equacy of the particle interpretation: The vacuum fluctuations in a state of no particles
clearly indicates that there is a substantial field (with an infinite number of degrees of
freedom) existing in the vacuum state. Both the Fock space representation (defined in the
momentum space) and its vacuum state (with an infinite number of degrees of freedom that
can be defined either in a momentum space or in a coordinate space) have indicated the
global aspects of quantum fields. It is the global correlations across spacelike separations
between the fluctuating local quantities that underlies the Reeh–Schlieder theorem (1961),
which claims the cyclicity of the vacuum state with respect to any local algebra for the
global Hilbert space.

With a proper recognition of both the local and global aspects of quantum fields, we
may say that a quantum field discovered in the late 1920s, as a token of a new natural kind,
is a dynamical global substratum, in fact a complicated physical structure with infinite
number of degrees of freedom, that is ever fluctuating, locally excitable, and quantum in
nature. A quantum field can be locally excited by external disturbances, or by its intrinsic
fluctuations. The intrinsic and primitive quantum fluctuations of a field’s physical proper-
ties at a point or over a spacetime region are the ontological basis for the couplings of
physics at different scales, which in turn is a conceptual basis for renormalization group
organization of physics (more on this in Section 8.8). “Quantum in nature” mentioned
above refers not only to the quantal principles, such as quantization conditions, uncertainty
relations, but also to the fact that for the local excitations of a field, their very existence and
dynamics are probabilistic.

With such an understanding of quantum fields, together with a clarified ontological
status of the vacuum state, we can answer the question about the direct physical meaning of
local field operators, which was initially thought to be the excitation of a physical particle.
First of all, the localized excitation described by a local field operator O(x) acting on the
vacuum means the injection of energy, momentum, and other special properties into the
vacuum at a spacetime point. It also means, owing to the uncertainty relations, that
arbitrary amounts of energy and momentum are available for various physical processes.
Evidently, the physical realization of these properties symbolized by O xð Þ j vaci will
not only be a single particle state, but must be a superposition of all appropriate multi-
particle states. For example, Ψel xð Þ j vaci ¼ a j 1 electroni þ Σa0 j electronþ 1 photoni
þΣa00 j electronþ 1 positronþ 1 electroni þ . . ., where Ψel(x) is the so-called dressed
field operator, a2 is the relative probability for the formation of a single bare particle state
by the excitation Ψel(x), and so on.

As a result, the field operators no longer refer to the physical particles and become
abstract dynamical variables, with the aid of which one constructs the physical state. Then
how can we pass from the underlying dynamical variables (local field operators), with
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which the theory begins, to the observable particles? This is a task that is fulfilled
temporarily only with the aid of the renormalization procedure. There will be more
discussion on renormalization in Sections 7.4 and 8.8.

7.2.3 A Deep Layer of QFT’s Ontological Foundation: The Global
Background Spacetime Manifold

But in addition to quantum fields, QFT also has a deeper layer of its ontological founda-
tion, namely, a pregiven global background spacetime manifold with a fixed classical
chronogeometrical structure, in which each point has its own individuality, and thus can
serve to index the dynamic degrees of freedom in a field system.16

Such a global structured background spacetime underlies (1) a global vacuum state of
the field, the local excitations of the field, and the global correlations among the local
excitations; (2) an infinite number of degrees of freedom of the field, indexed by the
spacetime points; (3) the localizability of each and every degree of freedom of the field:
thus defined local fields in turn have provided an ontological basis for various kinds of
local interactions (local couplings); (4) the conceptual structure of QFT as it is later
formulated in Wightman’s or Haag’s axiom system and more: Poincaré invariance, the
spectral condition (the vacuum state and mass gap), the causal (light cone) structure and
the quantum structure ([anti-]canonical commutation relations, uncertainty relations
and intrinsic fluctuations controlled thereby, light cone singularity).

In short, it provides ontological support for both the field and quantum aspects of
quantum fields.

7.3 Interaction

The mechanism of interaction according to which particles act on one another across
space is so fundamental a question in physics that the whole field theory programme
can be viewed as a response to it. In contrast to Newton’s formulation of the law of
gravity, in which material bodies could act instantaneously on each other at any distance
without intermediary, Faraday and Maxwell developed, in the realm of electromagnetic
phenomena, the idea of the field of force, involving the intervention of a medium through
which the force between the interacting bodies is transmitted by successive and continu-
ous propagation. But such an idea of the force field ran into two fatal difficulties, one
physical and the other conceptual. Physically, one could not find a convincing basis for
the idea of a medium in the form of a mechanical model without having consequences
that are contradicted by optical evidence. Conceptually, the idea leads to an infinite
regress: Each force field needs a medium for its propagation between the particles it
couples, and the constituting particles of this medium have to be coupled by some other
field, which requires some other medium for its propagation, and so on and so forth.
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Hertz attempted to circumvent this conceptual difficulty by describing the coupling
between particles as a convection process effected by an unknown “middle term”:

The motion of the first body determines a force, and this force then determines the motion of the
second body. In this way force can with equal justice be regarded as being always a cause of motion,
and at the same time a consequence of motion. Strictly speaking, it is a middle term conceived only
between two motions.

(1894)

Hertz’s idea is important in the history of field theories because, first, it extricates
interaction from a universal medium, and, second, it allows a conveyor of interaction to
exist. But the big question remains what the mysterious “middle term” is. Decisive
progress in answering this question was made by Einstein, who thought the electromag-
netic field discovered by Hertz was the primary entity and regarded it as the agent for
transmitting interaction between particles. It is worth noting that Einstein’s idea of the
electromagnetic field was more general than Hertz’s idea of a “middle term,” because it
could exist independently, while the existence of Hertz’s “middle term” depended on the
existence of the interacting particles.

Dirac, in developing QFT, followed Hertz’s and Einstein’s ideas, summarized the view
of interaction in relativistic classical electrodynamics as “the idea of each particle emitting
waves traveling outward with a finite velocity and influencing the other particle in passing
over them” and claimed that “we must find a way of taking over this new (relativistic)
information into the quantum theory” (Dirac, 1932).

In fact, the classical idea, that charged particles were connected with each other via the
electromagnetic field emitted and absorbed by the interacting particles, was indeed taken
over, as a conceptual model, into the conception of interaction in QFT. The difference
between the classical and quantum views lies in two points. First, according to the quantum
view, the interaction is transmitted by the discrete quanta of the electromagnetic field,
which “continuously” pass from one particle to the other,17 but not by a continuous
electromagnetic field as such. So the classical distinction between the discrete particle
and the continuous force field is dimmed in quantum theory. Second, in the quantum view,
the interacting particles must be considered the quanta of a fermion field, just as photons
are the quanta of the electromagnetic field. All such quanta, as distinct from classical
permanent particles, can be created and destroyed. So this is a field theory not only in the
sense that the agents for transmitting interaction between particles are field quanta, but also
in the sense that the interacting particles themselves should be viewed as manifestations of
fields. In addition, a fermion field (such as the electron–positron field) can also transmit
interactions via its quanta just like the electromagnetic field via photons. Thus the distinc-
tion between matter and force field vanishes from the scene, and is to be replaced by a
universal particle–field duality affecting equally each of the constituent entities.

Quantum electrodynamics, based on the works of Jordan (with Born, 1925, with Born
and Heisenberg, 1926), Dirac (1927b, c, 1928a, b, 1930a, 1931), Jordan and Wigner
(1928), and Heisenberg and Pauli (1929, 1930),18 was a starting point from which the
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quantum theories of interactions have developed along two lines. One led to Fermi’s theory
of beta decay, the prototype of the quantum theory of weak interactions, and to Yukawa’s
theory of mesons, the prototype of the quantum theory of strong interactions. The other led
to gauge theories. The rest of this section is devoted to the first development, while the
second line will be dealt with in Part III.

The early development of the quantum theory of interactions was closely intertwined
with nuclear physics. In fact, nuclear beta decay and the nuclear force that stabilizes the
nucleus were two topics which provided the main stimulus to the development of novel
ideas of interaction.

Before James Chadwick’s discovery of the neutron in 1932, which is justifiably viewed
as a watershed in the history of nuclear physics, the accepted theory of nuclear structure
was the electron–proton model of the nucleus, according to which the nucleus contains, in
addition to protons, electrons, so that the positive charges of protons in the nucleus can be
compensated and beta decay can be accounted for. The model suffered a serious spin-
statistics difficulty from Franco Rasetti’s measurement of the Raman spectrum of N2

(1929), which implies that the nitrogen nucleus consisting of twenty-one spin-1/2 particles
(fourteen protons and seven electrons) obeys Bose statistics. For, as Walter Hehler and
Gerhard Herzberg (1929) pointed out, Rasetti’s analysis means that if both the electron–
proton model and Wigner’s rule19 were correct, then the nuclear electron together with its
spin would lose its ability to determine the statistics of the nucleus.

As a response to this difficulty, the Russian physicists Ambarzumian and Iwanenko
(1930) suggested that the electrons inside nuclei “lose their individuality” just as photons
do in atoms, and that beta emission is analogous to the emission of photons by atoms. The
novelty of this idea lay in the possibility that electrons can be created and annihilated, and
hence the total number of electrons is not necessarily a constant.20 It should be noted that
the idea is novel because it is different from Dirac’s idea of the creation and destruction of
an electron–positron pair based on his hole theory, which are simply quantum jumps of an
electron between a state of negative energy and a state with positive energy, with the total
number of electrons being conserved. It is also different from Jordan and Wigner’s work
(1928), where the creation and destruction operators, in dealing with the nonrelativistic
many-particle problem, are only the mathematical device for describing the quantum jumps
between different quantum states, without changing the total number of electrons. This
novel idea had anticipated by three years an important feature of Fermi’s theory of beta
decay. In fact, the idea was explicitly used by Fermi (1933, 1934) as the first of the three
main assumptions on which his beta decay theory was based.

Chadwick’s discovery of the neutron (1932) gave a death blow to the electron–proton
model and opened the way to the neutron–proton model of nuclear structure. The first
physicist who treated the neutron as a spin-1/2 elementary particle and proposed the
neutron–proton model was again Iwanenko (1932a, b). At nearly the same time,
Heisenberg (1932a, b, 1933) proposed the same model, referring to Iwanenko, and noted
(1932a) that the neutron as an elementary particle would resolve the “spin and statistics”
difficulty. He also suggested that the neutron and proton may be treated as two internal
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states of the same heavy particle, described by a configurational wave function where an
intrinsic coordinate ρ of the heavy particle must be included. The intrinsic coordinate ρ can
assume only two values: +1 for the neutron state and �1 for the proton state. The
introduction of the ρ coordinate indicated the nonrelativistic nature of Heisenberg’s model,
which had nothing to do with QFT. It did, however, anticipate by six years the concept of
isospin, an internal (non-spatiotemporal) degree of freedom, which was going to be
introduced by Nicholas Kemmer in (1938) and would play an important role in subsequent
developments, both in the theory of nuclear force and in gauge theory.21

Heisenberg, however, paradoxically tried to incorporate, within the above model, a
concept of the neutron that is pictured as a tightly bound compound of proton and electron,
in which the electron loses most of its properties, notably its spin and fermion character. He
believed that, as a complex particle, the neutron would decay inside the nucleus into a
proton and an electron. And this would explain beta decay. More important in Heisen-
berg’s idea of the compound model of neutron was his belief that the neutron would be
bound to the proton by exchanging its constituent electron, analogous to the exchange of
the electron in the chemical bonding of the H2

+ ion. Thus, the nuclear force was conceived
as consisting of the exchange of the “pseudo”-electron.

The basic idea of Heisenberg’s exchange force was taken over by Ettore Majorana
(1933), though the chemical bonding analogy was discarded. Majorana started from the
observed properties of nuclei, especially the saturation of nuclear forces and the particular
stability of the α particle, and realized that he could achieve the saturation by an exchange
force different from Heisenberg’s. He rejected Heisenberg’s picture (in which neutron and
proton are located at two different positions and exchange their charges but not their spins),
eliminated Heisenberg’s ρ coordinate, and involved the exchange of spins as well as
charges. In this way, Majorana found that the force was saturated at the α particle, while
Heisenberg’s model would have the force wrongly saturated at the deuteron.

Another important development obtained its stimulus more directly from the study of
beta decay. The discovery by Chadwick (1914) of β rays with a continuous energy
spectrum allowed but two possible interpretations. One advocated by Bohr (1930) said
that the conservation of energy is valid only statistically for the interaction that gives rise to
the beta radioactivity. The other was proposed by Pauli:

There could exist in the nuclei electrically neutral particles that I wish to call neutrons,22 which have
spin 1/2 and obey the exclusion principle. . . . The continuous β-spectrum would become understand-
able by the assumption that in β decay a neutron is emitted together with the electron, in such a way
that the sum of the energies of neutron and electron is constant (1930), [or] equal to the energy which
corresponds to the upper limit of the beta spectrum.

(1933)

In Pauli’s original proposal, the neutrino was thought to be constituent of the nucleus, pre-
existing in the nucleus prior to the emission process. The idea that the neutrino could be
created at the moment of its emission with the electron was clearly proposed for the first
time by Francis Perring (1933). Perring’s idea, together with the idea of Iwanenko and
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Ambarzumian, was absorbed by Fermi in forming his theory of beta decay, which as a
synthesis of prior development is in many ways still the standard theory of interaction.

First, the idea that the process of interaction is not a process of transition, but that of
creation or destruction of particles, was clearly expressed in Fermi’s theory:

The electrons do not exist as such in the nucleus before the β emission occurs, but acquire their
existence at the very moment when they are emitted; in the same manner as a quantum of light,
emitted by an atom in a quantum jump . . . then, the total number of the electrons and of the neutrinos
(like the total number of light quanta in the theory of radiation) will not be constant, since there might
be processes of creation or destruction of those light particles.

(1933)

Second, it was assumed that Dirac and Jordan’s method of quantizing the probability
amplitude could be used to deal with the change in the number of field quanta (electrons,
neutrinos):

the probability amplitudes ψ of the electrons and ϕ of the neutrinos, and their complex conjugate ψ*
and ϕ*, are considered as non-commutative operators acting on functions of the occupation numbers
of the quantum states of the electrons and neutrinos.

(Ibid.)

Fermi’s interpretation of Dirac–Jordan quantization and the application of it to field
theories soon became the orthodoxy in QFT, and his formulation in field theory notation
became the standard formulation, leaving the physical interpretation of the quantization of
the probability amplitudes open. This is why Fermi’s theory of beta decay was viewed by
Weisskopf (1972) as “the first example of modern field theory.”

Third, Fermi’s formulation of the four-line interactions had dominated the theories of
weak interactions until the early 1970s and as a good approximation is still used in the field
of low energy weak interactions:

the transformation of a neutron into a proton is necessarily connected with the creation of an electron
which is observed as a β particle, and of a neutrino; whereas the inverse transformation of a proton
into a neutron is connected with the disappearance of an electron and a neutrino.

(Ibid.)

On the whole, Fermi’s theory of weak interactions was based on the analogy with quantum
electrodynamics. Not only were the creation and destruction of electrons and neutrinos
assumed by analogy with those of the photon, but also the interaction term in the
Hamiltonian function was taken in a form analogous to the Coulomb term in quantum
electrodynamics (Fermi, 1934). Such an analogy has also been assumed by Hideki Yukawa
and many other physicists who wish to extend the existing theory to a new domain.

However important Fermi’s theory of beta decay may be, he did not touch the nuclear
force and the quanta of the nuclear field at all. As to the heavy particles (proton and
neutron) themselves, in contrast to the light particles (electron and neutrino) that were
handled by the method of “second quantization,” they were treated, by Fermi as by
Heisenberg, as two internal quantum states of the heavy particles, and described by “the
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usual representation in configuration space, where the intrinsic coordinate ρ of the heavy
particles must be included” (ibid.).

It is obvious that the heavy particles here were viewed as nonrelativistic particles rather
than the field quanta. So there would be no creation or destruction process for the heavy
particles, but only the transition between two states. In this respect, Fermi’s theory seems
to be only a transitional one rather than a mature and consistent formulation. For this
reason, either it tended to be transformed into a consistent QFT formulation by treating the
protons and neutrons as field quanta as well, or one returned in a consistent way to the old
idea of the transition, regarding the creation or destruction of the electrons and neutrons as
the result or appearance of the quantum jumps. The latter route was taken by the so-called
Fermi-field model. According to this model, the simultaneous creation of the electron and
neutrino was considered a jump of a light particle from a neutrino state of negative energy
to an electron state of positive energy.23 Here we can see clearly the profound influence of
Dirac’s idea of the filled vacuum on the subsequent development of QFT.

Fermi’s theory of beta decay implies also the possibility of deducing the exchange force
between neutrons and protons from the exchange of an electron–neutrino pair. This
possibility was exploited by the so-called “beta theory of nuclear force” or “the pair theory
of nuclear force,” developed by Igor Tamm (1934) and Iwanenko (1934). In this theory a
proton and a neutron can interact by virtually emitting and reabsorbing an electron–
neutrino pair. That is to say, the nuclear force is related to the beta process. But as a
second-order effect, this interaction would be very weak. Thus even the proposers of this
model correctly doubted that the origin of the nuclear force would lie in beta decay and its
reverse.

The pair theory of nuclear force was short-lived but historically important. The reason
for this assertion is twofold. First, it proved for the first time in the history of physics that
interactions could be mediated by quanta with limited (i.e., nonzero) mass. Second, the
theory made it clear that the short-range nature of the nuclear interaction was directly
determined by the fact that the quanta conveying the nuclear force possessed nonzero
mass. It also gave some clue to the general method of estimating the mass of the quanta of
the nuclear force field. For example, Tamm pointed out in (1934) that the exchange energy
depended on a decreasing function I(r) of the interaction range r, which was equal to
1 when r � h/mc, where m is the mass of the electron conveying the interaction.

Theoretically, knowing that “the interaction of the neutron and proton is at a distance of
the order r ~ 10�13 cm,” Tamm should have been able to infer that the mass of the particle
conveying the interaction would be about 200 me (me is the mass of the electron) as
Yukawa would do later. Technically, such a hindsight is meaningless because the param-
eter m here was already presupposed to be the mass of the electron, and to replace the
electron by another kind of particle conveying the nuclear force would be a big step to take.
However, the pair exchange theory of nuclear force had indeed in a sense paved the way
for such a crucial step.

The turning point in the development of the theory of nuclear force, or of general
interactions, was marked by Yukawa’s work “On the interaction of elementary particles”
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(1935), or Yukawa’s meson theory for short. Yukawa began his research in 1933 with an
unsuccessful attempt to explain the nuclear force by the exchange of an electron between
the proton and neutron, motivated by Heisenberg’s model of the nucleus and the composite
neutron. The notorious difficulty inherent in this and all other similar attempts was the
nonconservation of spin and statistics. Fortunately, Yoshio Nishina gave Yukawa a good
suggestion, namely, that the exchange of a boson could overcome the difficulty.24

Soon afterwards, the papers by Fermi, Tamm, and Iwanenko were published, and the
idea of the exchange force, of the creation and destruction of particles as the field quanta,
and of the nuclear force transmitted by the field quanta with nonzero mass were all
available to Yukawa. What was also available to him was the recognition that the nuclear
force could not be directly related to the β process. Then, in early October of 1934, Yukawa
conceived an ingenious idea that a boson with a mass of about 200 me strongly interacting
with heavy particles could be the quantum of the nuclear force field. This idea was the basis
of his meson theory, and is the basis of the whole modern theory of fundamental
interactions.

The novelty of Yukawa’s idea lies in the following. First, the nuclear forces are
mediated by a field of force, a boson field, or single quanta rather than by pairs. Second,
the nuclear force is a different kind of interaction from that of the beta process because “the
interaction between the neutron and the proton will be much larger than in the case of
Fermi” (Yukawa, 1935). This idea was the origin of the difference between the strong
interactions and weak interactions, and became one of the basic tenets in QFT. Third, the
nuclear field, or the “U field,” as a new physical object, is not reducible to known fields.
This point differentiated Yukawa’s work on the nuclear force from all previous work and
was a step beyond the inhibition of Western physical thinking in the 1920s, according to
which one should not multiply entities “unnecessarily.” Since Yukawa’s work, the domin-
ant idea has been that each fundamental interaction in nature should be characterized by a
mediating boson field.

It is interesting to note that Yukawa also suggested that the boson might be β unstable,
and thus the nuclear β decay would be explained by a two-step process mediated by a
virtual boson. In this way, Yukawa’s boson played the roles of both nuclear force quantum
and beta decay intermediary in its virtual states. Although Yukawa’s scheme had to be
separated into two,25 such a unifying character of the theory was indeed attractive. Since
the late 1950s, Yukawa’s three-line formulation of the weak interaction (one line repre-
sents the intermediate boson coupling with two fermion lines) has become fashionable
again. It is true that in later theories the boson mediating the weak interactions is different
in kind from the boson mediating the strong interactions. Yet the basic idea in both cases of
formulating the fundamental interactions is the same as what Yukawa had suggested,
which in itself was modeled on the electromagnetic interaction. Such a formal similarity
seems to suggest, for the majority of the physics community, that there is a deeper unity
among the fundamental interactions.

The ideas underlying the concept of interactions in QFT, before the nonabelian gauge
theories came onto the stage, can be summarized as follows. The interactions between field
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quanta (fermions or bosons) are mediated by the field quanta of another kind (which are
locally coupled to the interacting field quanta and moving between them), and all kinds of
quanta are creatable and destroy-able. Since the mediating fields, as local fields, their
locally excited quanta locally coupled to the interacting quanta, infinite amount of energy
and momentum are inevitably involved in the interactions (through local quantum
fluctuations), divergences in calculating the interactions are unavoidable. This is a fatal
flaw inherent in QFT, deeply rooted in the basic idea of interaction. Thus QFT cannot be
considered a consistent theory without resolving this serious difficulty (the point model of
quanta through local excitations and the local couplings). Here we come up against the
problem of renormalization, which plays a crucial role in the conceptual structure of QFT,
and will be treated in Sections 7.4, 8.8, and 11.5.

7.4 Renormalization

7.4.1 Classical Roots for Infinities

The divergence difficulty in early QFT is closely related to the infinities appearing in the
electromagnetic self-energy of the electron. However, it is not a new problem peculiar to
QFT because it had already occurred in classical electrodynamics. According to J. J.
Thomson (1881), the energy contained in the field of a spherical charge of radius a is
proportional to e2/2a. Thus, when the radius of a Lorentzian electron goes to zero, the
energy diverges linearly. But if the electron is given a finite radius, then the repulsive
Coulomb force within the sphere of the electron makes the configuration unstable. Poin-
caré’s response (1906) to the paradox was the suggestion that there might exist a none-
lectromagnetic cohesive force inside the electron to balance the Coulomb force, so that the
electron would not be unstable. Two elements of the model have exercised great influence
upon later generations. First, there is the notion that the mass of the electron has, at least
partly, a nonelectromagnetic origin. Second, the nonelectromagnetic compensative inter-
action, when combined with the electromagnetic interaction, would lead to the observable
mass of the electron. For example, Ernest Stueckelberg (1938), Fritz Bopp (1940),
Abraham Pais (1945), Shoichi Sakata (1947), and many others obtained their inspiration
from Poincaré’s ideas in their study of the problem of the electron’s self-energy.

As first pointed out by Fermi in 1922 (cf. Rohrlich, 1973), the equilibrium of the
Poincaré electron is not stable against deformations, and this observation elicited another
kind of response to the difficulty, first stated by Yakov Frenkel in (1925). Frenkel argued,
within the classical framework, that

the inner equilibrium of an extended electron becomes . . . an insoluble puzzle from the point of view
of electrodynamics. I hold this puzzle (and the questions related to it) to be a scholastic problem. It
has come about by an uncritical application to the elementary parts of matter (electrons) of a principle
of division, which when applied to composite systems (atoms, etc.) just led to these very ‘smallest
particles’. The electrons are not only indivisible physically, but also geometrically. They have no
extension in space at all. Inner forces between the elements of an electron do not exist because such

162 The Formation of the Conceptual Foundations of QFT

available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108566926.011
Downloaded from https://www.cambridge.org/core. Access paid by the UCSF Library, on 06 Oct 2019 at 17:22:24, subject to the Cambridge Core terms of use,

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108566926.011
https://www.cambridge.org/core


elements are not available. The electromagnetic interpretation of the mass is thus eliminated; along
with that all those difficulties disappear which are connected with the determination of the exact
equation of motion of an electron on the basis of the Lorentz theory.

(Frenkel, 1925)

Frenkel’s idea of the point-electron quickly became accepted by physicists and became a
conceptual basis of the ideas of local excitations and local interactions in QFT. The idea of
looking for the structure of the electron was given up because, as Dirac suggested in
(1938), “the electron is too simple a thing for the question of the laws governing its
structure to arise.” It is clear, therefore, that what is hidden in the locality assumption is an
acknowledgement of our ignorance of the structure of the electron and that of other
elementary entities described by QFT. The justification given for the point model, and
for the consequent locality assumption, is that they constitute good approximate represen-
tations at the energies available in present experiments: energies that are too low to explore
the inner structure of the particles.

By adopting the point model, Frenkel, Dirac, and many other physicists eliminated the
“self-interaction” between the parts of an electron, and thus the stability problem, but they
could not eliminate the “self-interaction” between the point-electron and the electromag-
netic field it produces without abandoning Maxwell’s theory. The problem Frenkel left
open became more acute when QFT came into being.

7.4.2 Persistence of Infinities in QFT

Oppenheimer (1930a) noticed that when the coupling between the charged particles and
the radiation field was considered in detail, the higher terms of the perturbation treatment
always contained infinities, though the first term of the lowest order would cause no
trouble. In fact, the difficulty had already appeared in Heisenberg and Pauli’s paper
(1929) on a general formulation of a relativistic theory of quantized fields. In calculating
the self-energy of an electron without considering the negative energy electrons, they
found that the divergence difficulty of a point-electron occurring in Lorentz’s theory
remained in QFT: the integral over the momenta of virtual photons diverges quadratically.
The Heisenberg–Pauli method was used by Oppenheimer to investigate the energy levels
of an atom, which resulted in a dilemma. To obtain a finite energy for an atom, all self-
energy terms must be dropped. But then the theory would not be relativistically invariant.
If, on the other hand, the self-energy terms were retained, then the theory would lead to an
absurd prediction: The spectral lines would be infinitely displaced from the values com-
puted by Bohr’s frequency condition, and “the difference in the energy for two different
states is not in general finite.” Here, all the infinite terms come from the interaction of the
electron with its own field. So the conclusion Oppenheimer drew was that the divergence
difficulty made QFT out of tune with relativity. The calculation of the self-energy of an
isolated point-electron by Ivar Waller also led to a divergent result. Thus it was clear
enough by 1930 that the self-energy divergence difficulty still remained in QFT.
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7.4.3 Failed Attempts in Modifying Classical Theories to Be Quantized

Dirac,Wentzel, and some other physicists thought that this difficulty might be inherited from
the classical point-electron theory, which already had the self-energy difficulty. Wentzel
(1933a, b, 1934) introduced, in a classical framework, a “limiting process” into the definition
of the Lorentz force. Starting with Dirac’s multitime theory (Dirac, 1932), according to
which an individual time coordinate t was assigned to each charged particle, Wentzel
proposed that the “field point” should approach the “particle point” in the timelike direction.
In this way, the self-energy difficulty can be avoided in a classical theory of a point particle
interacting with the Maxwell field. Here, the so-called “approach” is realized by introducing
a density factor ρ0(k), which should be 1 for a point electron. With the aid of ρ0(k), the
expression for the electrostatic self-energy can be written as U ¼ e2=π

Ð∞
0 ρ20 kð Þdk. Assum-

ing that ρ0(k) = 1 directly, the electrostatic energy would diverge linearly. If one first writes
ρ0(k) as cos (kλ), and assumes that λ = 0 only after integration, then ρ0(k) will still be 1 and
what one has described is still a point-particle, but then U is obviously equal to zero.

In this formal way, one can avoid the self-energy divergence raised by the Coulomb
field. This approach can be easily extended to the relativistic case, but can do nothing with
the characteristic divergence of the self-energy associated with the transverse field, which
is peculiar to QFT. To deal with this peculiar divergence, Dirac in his (1939) tried to
modify the commutation relations of the field by using Wentzel’s limiting process. He
found, however, in his (1942) that to achieve this goal, it was necessary to introduce a
negative energy photon and negative probability, the so-called indefinite metric. Thus, the
abovementioned classical scheme had to be abandoned completely.

7.4.4 The Self-Energy Difficulty in QFT

The problem of self-energy was first studied most thoroughly by Weisskopf (1934, 1939),
who had demonstrated that in the framework of QFT based on Dirac’s picture of the
vacuum, the self-energy of an electron with infinitesimal radius was only logarithmically
infinite to the first approximation of the expansion in power of e2/hc.

The main steps of Weisskopf’s analysis are as follows. Compared with classical
theories, he found that the quantum theory of a single electron had put the self-energy
problem in a different situation for three reasons. First, the radius of the electron must be
assumed to be zero since, if there is only one electron present, “the probability of finding a
charge density simultaneously at two different points is zero for every finite distance
between the points.” Thus the energy of the electrostatic field is linearly infinite as Wst =
e2/a. Second, the electron has a spin which produces a magnetic field and an alternating
electric field. The energies of the electric and magnetic fields of the spin are bound to be
equal. On the other hand, the charge-dependent part of the self-energy of an electron, to a
first approximation, is given by π=8ð Þ Ð E2 � H2

� �
dr. So if the self-energy is expressed in

terms of the field energies, the electric and magnetic parts have opposite signs. This means
that the contributions of the electric and the magnetic fields of the spin cancel one another.
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Third, the additional energy which diverges quadratically, arising from the existence of
field strength fluctuations in empty space, is given by W fl ¼ e2=πhcm lim p¼∞p2.

Weisskopf further analyzed the new situation created by Dirac’s vacuum picture in
detail. He noticed that, first, the Pauli exclusion principle implies a “repulsive force”
between two electrons of equal spin. This “repulsive force” prevents the two particles
from being found closer together than approximately one de Broglie wavelength. As a
consequence of this, one will find at the position of the electron a “hole” in the distribution
of the vacuum electrons, which compensates the charge of the electron completely. But
at the same time, one can also find around the electron a cloud of higher charge
density coming from the displaced electrons. Thus there is a broadening of the
charge of the electron over a region of the order h/mc. Weisskopf proved that “this
broadening of the charge distribution is just sufficient to reduce the electrostatic
self-energy (from an originally linear) to a logarithmically divergent expression,”

W st ¼ mc2 e2=πhcð Þ log pþ p0ð Þ=mc herep0 ¼ m2c2 þ p2ð Þ1=2
h i

.

Second, the exclusion principle also implies that the vacuum electrons, which are found
in the neighborhood of the original electron, fluctuate with a phase opposite to the phase of
the fluctuations of the original electron. This phase relation, applied to the circular
fluctuation of the spin, decreases its total electric field by means of interference, but does
not change the magnetic field of the spin, because the latter is produced by circular currents
and is not dependent on the phase of the circular motion. So the total electric field energy is
reduced by interference if an electron is added to the vacuum. That is, the electric field
energy of an electron in QFT is negative. Weisskopf’s exact calculation gave Uel =� Umag.
Compared with the corresponding result in one-electron theory W sp ¼ Uel � Umag ¼ 0

� �
,

we find that the contribution of the spin to the self-energy in QFT does not vanish: W sp ¼
Uel � Umag ¼ �2Umag ¼ �1=m e2=πhcð Þ lim p¼∞ pp0 � m2c2=2ð Þ log pþ p0ð Þ=mc½ �.

Third, the energy Wfl in QFT is not different from the corresponding energy in one-
electron theory. Thus the final result of summing up three parts of the self-energy is this.
Since the quadratically divergent term in Wsp is balanced by Wfl, the total value is the
sum of the remainder of Wsp and Wst: W ¼ W st þW sp þW fl ¼ 3=2πð Þ e2=hcð Þ½ �
mc2 lim p¼∞ log pþ p0ð Þ=mcþ finite term. Moreover, Weisskopf had also proved that the
divergence of the self-energy is logarithmic in every order of approximation.

Weisskopf’s contribution lies in his finding that the electromagnetic behavior of the
electron in QFT is no longer completely pointlike, but is extended over a finite region. It is
this extension, and the consequent compensation between the fluctuation energy and the
quadratically divergent term in the spin energy, that keeps the divergence of the self-energy
within the logarithmic divergence. This result was one of the starting points of the theory of
mass renormalization in the 1940s and played an important role in the further development
of the renormalization theory. It is worth noting that Weisskopf’s analysis was totally
based on Dirac’s idea of the vacuum. This fact convincingly justifies the claim that Dirac’s
idea of the vacuum has indeed provided an ontological basis for QFT, even though some
physicists, including Weisskopf himself, reject the importance of Dirac’s idea.
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7.4.5 Infinite Polarization of the Dirac Vacuum

However, Dirac’s idea of the vacuumwas criticized byOppenheimer (1930b) as soon as it was
published for its leading to a new kind of divergence connected with the charge of the electron.
Even thoughwe can neglect the observable effect of the distribution of the vacuum electrons in
the case of free state, Oppenheimer argued, we cannot avoid the meaningless “observable
effect” of the infinite electrostatic field distribution arising from the vacuum electronswhen the
external electromagnetic field appears. The only way out seems to be to introduce “an infinite
density of positive electricity to compensate the negative electrons” (ibid.).

In a later work with Wendell Furry on the same subject, Oppenheimer made this move,
on the basis of a complete symmetry between electron and positron. However, the infinity
difficulty connected with charge remained, although in this case it was of another kind.
In studying the influence of the virtual pairs of electrons and positrons produced by
the external electromagnetic field in a Dirac vacuum upon the energy and charge in
the vacuum, Furry and Oppenheimer (1934) found that the ratio between the energy
of the virtual pairs and the energy of the external field was (�αK), here

K ¼ 2=πð Þ Ð∞0 p2 1þ p2ð Þ�5=2
dpþ 4=3πð Þ Ð∞0 p4 1þ p2ð Þ�5=2

dp. The effective charge

would also be affected by the factor (�αK). The second integral in K diverges logarithmic-
ally for large values of p. This divergence was thought to have its roots in “a genuine
limitation of the present theory” and “tends to appear in all problems in which extremely
small lengths are involved” (ibid.).

The original work on this new kind of divergence, however, had already been done by
Dirac himself during the Solvay Conference of October 1933. Dirac first introduced the
density matrix (by using the Hartree–Fock approximation to assign each electron an
eigenfunction). Then he studied the influence of an external electrostatic potential upon
the vacuum charge density in the first order of the perturbative calculation and showed that
the relation between the charge density ρ (producing the external potential) and the charge
density δρ (produced by the external potential in the vacuum) was δρ ¼ 4π e2=hcð Þ
Aρþ B h=mcð Þ2Δρ
h i

; here B is a finite constant, and A is logarithmically infinite. By a

suitable cutoff in the integral leading to A, Dirac found that

the electric charges normally observed on electrons, protons or other charged particles are not the real
charges actually carried by these particles and occurring in fundamental equations, but are slightly
smaller by a factor of 1/137.

(Dirac, 1933)

The distinction proposed by Dirac between the observable quantities and the parameters
appearing in the fundamental equations was undoubtedly of great significance in the
development of renormalization ideas. However, the dependence on the cutoff appearing
in the same work showed that this work did not satisfy relativity.

In (1934), Dirac carried out his study on the characteristic of the charge density in the
vacuum. Since the densities would be apparently infinite, “the problem now presents itself
of finding some natural way of removing the infinities . . . so as to leave a finite remainder,
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which we could then assume to be the electric and current density” (ibid.). This problem
required him to make a detailed investigation of the singularities in the density matrix near the
light cone. The result was that the density matrix R could be divided naturally into two parts,
R = Ra + Rb, where Ra contained all the singularities and was also completely fixed for any
given field. Thus, any alteration one might make in the distribution of electrons and positrons
would correspond to an alteration only in Rb, but not in Ra, and only those electric and current
densities that arose from the distribution of the electrons and positrons and corresponded to Rb
were physically meaningful. And this suggested a way of removing the infinities.

Here the removal of infinities amounted to nothing but a subtraction of Ra from R. The
justification for this removal is that Ra has nothing to do with the alteration in the electric and
current distributions. Such an idea of subtraction, though totally unreasonable, had been the
fundamental means in QFT for dealing with the divergence difficulties in the 1930s and
1940s and was not discarded until the theory of renormalization had achieved important
progress in the late 1940s. The subtraction procedure proposed by Dirac was generalized by
Heisenberg (1934), who argued that all the divergent terms occurring in the expressions
should be automatically subtracted without using the cutoff technique. This appeared similar
to the later renormalization procedure, but without the latter’s physical ground.

7.4.6 Peierls’s Deeper Understanding of Charge Renormalization

In the same year, Rudolf Peierls also discovered a logarithmic infinity contained in the
expression of the vacuum polarization, which had no direct connection with the self-energy
divergence. As to the reason of the divergence, Peierls said,

the divergence is connected with this fact that there are an infinite number of states for the electrons
and the external field can cause a transition between any of them.

(1934)

This in turn is connected with the point-coupling which entails an unrealistic contribution
from virtual quanta with very high energy and momentum. By cutting off the integral at a
momentum corresponding to a wavelength equal to the classical electron radius, Peierls
found that the polarization would be of the order of 1%. This must correspond to a certain
dielectric constant, which reduces the field of any “external” charge or current by a
constant factor. Thus we should assume, Peierls claimed, that all the charges we are
dealing with are “in reality” greater than what we observe – an assumption that is
consistent with that of Dirac.

The existence of a meaningless divergence indicates that the theory was imperfect and
needed further improving. Peierls, however, said that

one does not know whether the necessary changes in the theory will be only of a formal nature, just
mathematical changes to avoid the use of infinity quantities, or whether the fundamental concepts
underlying the equations will have to be modified essentially.

(Ibid.)
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These words show that Peierls, like Furry and Oppenheimer, took a pessimistic and
skeptical attitude to QFT, because of its divergence difficulty. The interesting thing to
notice is that like Dirac, Furry, and Oppenheimer, although Peierls asked for a radical
reform of QFT, the method he proposed to get a finite result was only to introduce a cutoff
in the momentum integral, at the price of violating relativity, without changing the basic
structure of QFT.

7.4.7 Kramers’s Suggestion of Renormalization

The conjecture had already been expressed in 1936 that the infinite contributions of the
high-momentum photons were all connected with the infinite self-mass, with the infinite
intrinsic charge, and with nonmeasurable vacuum quantities, such as a constant dielectric
coefficient of the vacuum.26 Thus it seemed that a systematic theory, that is, a theory of
renormalization, could be developed in which these infinities were circumvented. In this
direction, Kramers (1938a) clearly suggested that the infinite contributions must be
separated from those of real significance and subtracted; then some observable effects,
such as the “Pasternack effect,” 27 could be calculated. He (1938b) also suggested that
electromagnetic mass must be included in a theory that refers to the physical electron by
eliminating the proper field of the electron. Although the elimination is impossible in a
relativistic QFT, the recognition that a theory should have a “proper-field”-free character
had substantial influence on later developments. For example, it became a guiding
principle of Julian Schwinger in forming his theory of renormalization (Schwinger, 1983).

7.4.8 Studies of Scattering

In the late 1930s there appeared another kind of infinity characteristic of the scattering
process.28 At first, it was found that the nonrelativistic radiation correction to the scattering
cross section of order α (= e2/hc) diverged logarithmically (Braunbeck and Weinmann,
1938). The result was thought by Pauli and Fierz (1938) to be evidence that the expansion
in powers of α could not be valid. Instead, they performed a nonrelativistic calculation
without involving the expansion in powers of α. They employed a contact transformation
method, which would be used widely in the renormalization procedure later on, to separate
the infinite electromagnetic mass and to keep the remainder so that only the character of the
scattering process would be represented. The result was absurd: The effect of the high
frequencies was to make the total cross section vanish. Pauli and Fierz saw in this result
another illustration of the inadequacies of QFT.

To investigate the extent to which the inclusion of relativistic effects would modify
Pauli and Fierz’s conclusion, Sidney Dancoff (1939) treated this problem relativistically.
He divided the relativistic effects into three parts: (i) those representing a relativistic
modification of terms occurring in the nonrelativistic theory; (ii) those involving pairs in
initial and final wave functions, with the electrons or positrons being scattered by the
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scattering potential; and (iii) those involving pair production and annihilation by the
scattering potential. His calculation showed that every term in parts (i) and (ii) diverged
logarithmically, but the combination of terms in each part gave a finite result. The situation
was more complicated in part (iii): there were ten terms altogether. Among them, six terms
were finite, but the sum of the corrections to the scattering cross section given by the
remaining four terms was logarithmically divergent.

All the processes responsible for these corrections involve the transitions of the negative
energy electrons to states of positive energy, influenced by the radiative field produced by
the incident electrons. It is interesting to notice that Dancoff mentioned in a footnote that

Dr. R. Serber has pointed out that corrections to the scattering cross section of order α resulting from
the Coulomb interaction with the virtual pairs in the field of the scattering potential should properly
be considered here.

(Dancoff, 1939)

But, after considering only one term of this type of the interaction, which would consist of
three terms, Dancoff drew the conclusion: “the divergent term corresponding to this
interaction follows directly from formulae for the polarization of the vacuum and may be
removed by a suitable renormalization of charge density” (ibid.). Sin-itiro Tomonaga
(1966) commented that if Dancoff had not been so careless, then “the history of the
renormalization theory would have been completely different.” The reason for this claim
will be given shortly.

7.4.9 Compensation

By the end of the 1930s, the various kinds of divergence arising from the field reactions
(the interactions between the particles and their own electromagnetic field) had made many
physicists lose confidence in QFT. In this atmosphere, a new attempt at introducing a
“compensative field” was put forward. Fritz Bopp (1940) was the first physicist to propose
a classical field theory with higher-order derivatives, in which the operator □ appearing in
D’Alembert’s equation was substituted by the operator 1�h=k20

� �
h. The field satisfying

a fourth-order differential equation could be reduced to two fields which satisfy second-
order equations. That is, the potential Αμ of the new field could be written as Aμ ¼ A0

μ � A
00
μ,

where A0
μ ¼ 1�h=k20

� �
Aμ, and A

00
μ ¼ �h=k20

� �
Aμ. Obviously, the potential A0

μ satisfies
the Maxwell equation and A

00
μ satisfies the equation of a vector meson with mass kh/c. Then,

the scalar potential ϕ of a point charge in the new field is ϕ ¼ ϕ0 � ϕ00 ¼ e=r 1� e�kr
� �

.
When r � 1/k, ϕ = e/r, that is, the usual electromagnetic scalar potential; when r = 0, ϕ =
ek, and this means that 1/k serves as the effective radius of an electron. The point-electron
would be stable under the action of the new field if the vector-meson field provided a
negative “mechanical” stress which is necessary for compensating the Coulomb repulsive
force. In this case the self-energy of an electron is a finite quantity.

Bopp’s theory satisfies relativity and can be generalized to the quantum case. The
divergence of the longitudinal field self-energy could be cancelled, but the theory was still
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unable to deal with the divergence of the transverse field self-energy, which was charac-
teristic of the difficulty in QFT. In spite of this, Bopp’s idea of compensation inherited
from Poincaré had a direct and tremendous influence on Pais (1945), Sakata (1947),
Tomonaga (1948; with Koba, 1947, 1948) and others. Moreover, Feynman’s relativistic
invariant cutoff technique (1948a, b) and the Pauli and Villars regularization scheme
(1949) are equivalent to Bopp’s theory in the sense of introducing an auxiliary field for
removing the singularities.

Directly influenced by Bopp, Pais (1945) published a new scheme to overcome the self-
energy divergence difficulty: Each elementary particle is the source of a set of fields in such
a way that various infinite contributions to the self-energy, to which these fields give rise,
cancel each other so as to make the final outcome finite. With regard to the concrete case of
the electron, Pais assumed that the electron was the source of a neutral, short-range vector
field, in addition to the electromagnetic field. This “subtractive” vector field coupled
directly with the electron. If the convergence relation e = f was satisfied (e is the electric
charge, and f the charge of the electron in its coupling with the vector field), then the self-
energy of the electron was finite to any order of approximation. However, Pais acknow-
ledged that such a kind of subtractive field was incompatible with a stable distribution of
the vacuum electrons, as required by the hole theory. Thus the scheme had to be discarded
within the framework of QFT.

Sakata (1947) independently obtained the same result Pais had obtained. He named the
auxiliary field the cohesive force field, or C-meson field. Sakata’s solution to the self-
energy divergence, however, was in fact an illusion. As Toichiro Kinoshita (1950) showed,
the necessary relation between the two coupling constants will no longer cancel the
divergences when the discussion is extended beyond the lowest order of approximation.
Nevertheless, the C-meson hypothesis served fruitfully as one of the catalysts that led to
the introduction of the self-consistent subtraction method by Tomonaga.

Inspired by Sakata’s achievement of “solving” the self-energy divergence with the C-
meson field as a compensative field, Tomonaga tried to extend Sakata’s idea to the
scattering problem. It was not successful at the beginning (Tomonaga and Koba, 1948)
since in their calculation Tomonaga and Koba had repeated Dancoff’s error of missing
some terms. But soon after that, by using a new and much more efficient method of
calculation (see below), they found, on comparing the various terms appearing in both
Dancoff’s calculation and their own previous calculation, the two terms that had been
overlooked. There were only two missing terms, but they were crucial to the final
conclusion. After they corrected this error, the infinities appearing in the scattering process
of an electron owing to the electromagnetic and cohesive force field cancelled completely,
except for the divergence of vacuum polarization type, which can be struck off at once by a
redefinition of the charge. In this way, Tomonaga had achieved a finite correction to the
scattering of electrons by combining two different ideas: the renormalization of charge and
the compensation mechanism of the C-meson field.

Here a comment seems to be in order. The preoccupation of the proposers and followers of
the compensation idea, unlike that of the renormalization idea to be discussed shortly, was not
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with analyzing and carefully applying the known relativistic theory of the coupled electron and
electromagnetic fields, but with changing it. They introduced the fields of unknown particles in
such a way as to cancel the divergences produced by the known interactions, and hence went
beyond the existing theory. Thus this is a different approach to QFT from the renormalization
approach, which is a device within the existing theory, although the two are easily confused
with one another, owing to their similar aim of eliminating divergences.

7.4.10 The Bethe–Lewis Scheme for Mass Renormalization

The mature idea of renormalization began with the work of Hans Bethe (1947) and H. A.
Lewis (1948). Soon after the rediscovery of the level shift of hydrogen by Lamb and
Retherford (1947) with the microwave method, Bethe accepted a suggestion by Schwinger
and Weisskopf and tried to explain the shift by the interaction of the electron with the
radiation field. The shift came out infinite in all existing theories and had to be ignored.
Bethe, however, pointed out that

it was possible to identify the most strongly (in non-relativistic calculation linearly, in relativistic
calculation logarithmically) divergent term in the level shift with an electromagnetic mass effect. This
effect should properly be regarded as already included in the observed mass of the electron, and must
therefore be subtracted from the theoretical expression. The result then diverges only logarithmically
instead of linearly in non-relativistic theory, and would be convergent in relativistic theory, where the
strongest divergence is just logarithmic infinity. This would set an effective upper limit of the order of
mc to the frequencies of light which effectively contribute to the shift of the level of a bound electron.

(Bethe, 1947)

After explaining the existence of such an upper limit, Bethe cut off the integral, which diverges
logarithmically in the nonrelativistic calculation, with the limit, and obtained a finite result
which was in excellent agreement with the experimental value (1,040 megacycles).

Bethe was the first to clearly separate the effect of the electromagnetic mass from the
quantum process. He incorporated it into the effect arising from the observed mass instead
of simply ignoring it. In addition to the renormalization of the electron mass itself, which
was discussed more or less by his predecessors, Bethe’s mass renormalization procedure
could also be applied to all kinds of quantum processes. Instead of the unreasonable
subtraction of infinities simply because they are unobservable, which would leave open
the question of whether the theory producing the infinities is valid, their “incorporation”
had paved the way for a further physical explanation for the divergences.

Inspired by Bethe’s success, Lewis (1948) applied the mass renormalization procedure
to the relativistic calculation of the radiative correction to the scattering cross section. In
doing so, Lewis made the nature of the renormalization idea clearer by claiming that the
crucial assumption underlying the whole renormalization programme was that

the electromagnetic mass of the electron is a small effect and that its apparent divergence arises from
a failure of present day quantum electrodynamics above certain frequencies.

(Lewis, 1948)
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It is clear that only when a physical parameter (which when calculated in perturbation in
QFT may turn out to be divergent) is actually finite and small can its separation and
amalgamation into the “bare” parameters be regarded as mathematically justifiable. The
failure of QFT at ultrarelativistic energies, as indicated by the divergences in perturbation
theory, implied that the region in which the existing framework of QFT was valid should
be separated from the region in which it was not valid and in which new physics would
become manifest. It is impossible to determine where the boundary is, and one does not
know what theory can be used to calculate the small effects which are not calculable in
QFT. However, this separation of knowable from unknowable, which is realized math-
ematically by the introduction of a cutoff, can be schematized by using phenomenological
parameters, which must include these small effects.

Such a renormalized perturbative theory, in which the formulae of QFT are mixed with
an unexplained observed mass value, is sometimes called an incomplete theory, or a
reasonable working hypothesis. But it was theoretically more reasonable than all preceding
theories, such as Pais’s or Sakata’s, in which two infinities with opposite signs had
combined with each other to give a finite quantity. These theories could only be regarded
as an early intelligent exploration for solving the divergence problem, but were unconvin-
cing in physics and mathematics. In contrast to those theorists, Lewis combined the
electromagnetic mass, which was assumed small, with a finite “mechanical” mass to obtain
an observed mass, and at the same time subtracted the effect of the electromagnetic mass
from the interaction. In this way, the renormalization procedure had obtained a solid
physical ground. So the above proposal should be regarded as a major event in the
formation of the renormalization programme.

Lewis also justified Bethe’s guess that the electromagnetic mass would give rise to
divergent terms in the calculations of a quantum process. In his relativistic calculation,
Lewis found that the electromagnetic mass did result in an expression which differed only
in the multiplicative constant from the divergent radiative correction terms found by
Dancoff. The only numerical difference came from Dancoff’s omission of certain electro-
static transitions and would disappear once the terms neglected by Dancoff were taken into
consideration again. Thus Lewis suggested quite strongly that those divergent terms found
by Dancoff could be identified with manifestations of the electromagnetic mass of the
electron. So if the empirical mass, including the electromagnetic mass, is used in the
Hamiltonian, one must omit the transitions resulting from the electromagnetic mass effects.
Using the empirical mass and omitting the effects resulting from the electromagnetic mass
are the essential contents of the Bethe–Lewis mass renormalization procedure.

7.4.11 Schwinger’s Canonical Transformation

In the Bethe–Lewis scheme, the crucial point was the unambiguous separation of a finite
part of a formally infinite term. Lewis acknowledged that the method of canonical
transformation on the Hamiltonian developed by Schwinger was better suited to this
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purpose. Schwinger (1948a) claimed that the separation Lewis had mentioned could be
realized by

transforming the Hamiltonian of current hole theory electrodynamics to exhibit explicitly the
logarithmically divergent self-energy of a free electron, which arises from the virtual emission and
absorption of light quanta.

(Ibid.)

He thought that the new Hamiltonian was superior to the original one in essentially three
ways:

it involves the experimental electron mass, rather than the unobservable mechanical mass; an electron
now interacts with the radiation field only in the presence of an external field . . .; the interaction
energy of an electron with an external field is now subject to a finite radiative correction.

(Ibid.)

For the logarithmically divergent term produced by the polarization of the vacuum,
Schwinger, like his predecessors, thought that

such a term is equivalent to altering the value of the charge by a constant factor, only the final value
being properly identified with the experimental charge. [Thus] all divergences [are] contained in the
renormalization factors.29

(Ibid.)

Schwinger did not publish his canonical transformation until the Pocono conference of
March 30 to April 1, 1948. Although the same method had already been developed by
Tomonaga during the period of 1943–1946 (see below), it was not available in the United
States owing to communication conditions at the time. With this method, Schwinger
(1948b, 1949a, b) investigated systematically the divergences in QFT from the viewpoint
of the symmetry between the electromagnetic field and the positron–electron field.
According to him, the elementary phenomena in which divergences occur are the polar-
ization of the vacuum and the self-energy of the electron. These two phenomena are quite
analogous and essentially describe the interaction of each field with the vacuum fluctu-
ations of the other field: The vacuum fluctuations of the positron–electron field generated
by the electromagnetic field are the virtual creation and annihilation of electron–positron
pairs, and the fluctuations of the electromagnetic field generated by the electron are the
virtual emission and absorption of photons. Schwinger concluded:

The effect of these fluctuation interactions is simply to alter the fundamental constants e and m,
although by logarithmically divergent factors, and all the physically significant divergences of the
present theory are contained in the charge and mass renormalization factors.

(Ibid.)

On the basis of such an integrated and thorough understanding of various divergence
phenomena, and equipped with advanced mathematical tools, such as the canonical
transformation, variational principle, and functional integral, Schwinger was able to deal
successfully with a series of difficult problems, such as the level shift and anomalous
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magnetic moment. His results tally with the experiments very well. This fact had power-
fully manifested the tremendous force of renormalized perturbative theory and encouraged
physicists to make further and thorough studies of renormalization.

7.4.12 Tomonaga’s Contributions

Although Tomonaga obtained a proper understanding of renormalization only after the
publication of the works by Bethe and Lewis, and after his gradual abandonment of the
naive idea of the compensative field, he indeed took a parallel and independent part in
some technical developments that were crucial to the formation of the renormalization
programme. As early as (1943), Tomonaga published in Japanese a relativistically
invariant formulation of QFT,30 in which a relativistic generalization was made of
nonrelativistic concepts, such as canonical commutation relations and the Schrödinger
equation. In doing so, he applied a unitary transformation to all fields, providing them
with the equations of motion of noninteracting fields, whereas in the transformed
Schrödinger equation (of the state function), only the interaction terms remained. That
is to say, he made use of Dirac’s interaction picture. Then he observed that when a
noninteracting field was considered, there was no difficulty in exhibiting commutation
relations for arbitrary spacetime points, which were four-dimensional in character. As for
the transformed Schrödinger equation, he replaced the time by “a spacelike surface” to
make it relativistically covariant.

In dealing with divergences, however, Tomonaga did not make use of his powerful
techniques. Rather, he appealed to nothing but the idea of compensation until the publica-
tion of Bethe’s work. The latter attracted his attention strongly

because it may indicate a possible path to overcome the fundamental difficulty of the quantum field
theory, and that for the first time in close connection with reliable experimental data.

(Tomonaga and Koba, 1948)

Thereupon he proposed a formalism, which he called the “self-consistent subtraction
method,” to express Bethe’s fundamental assumption in a more closed and plausible form,
in which the separation of terms to be subtracted was made by a canonical transformation.
This formalism was then applied to the scattering problem to isolate the electromagnetic
mass terms and to obtain a finite result with the aid of a C-meson field (Ito, Koba, and
Tomonaga, 1948). In (Tomonaga and Koba, 1948), the C-meson theory was still regarded
as aimed at a substantialization of the subtraction operation for obtaining a finite self-
energy and finite scattering cross section. But the problem was that this seemed to be an ad
hoc device. If the aim was only to deal with the divergence difficulties in QFT, then the
introduction of the C-meson field was far less convenient than the renormalization proced-
ure, and what was worse, it could not overcome the divergence difficulty generated by the
vacuum polarization. So the C-meson theory or the more general idea of compensation was
gradually replaced in Tomonaga’s and other Japanese physicists’ work by the
renormalization procedure.

174 The Formation of the Conceptual Foundations of QFT

available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108566926.011
Downloaded from https://www.cambridge.org/core. Access paid by the UCSF Library, on 06 Oct 2019 at 17:22:24, subject to the Cambridge Core terms of use,

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108566926.011
https://www.cambridge.org/core


7.4.13 Feynman’s Regularization

We mentioned above that one of the necessary assumptions of the renormalization
procedure is that the divergent quantities apparently and improperly calculated in QFT
are in fact finite and small quantities. Only in this case can one reasonably separate them
from the expression obtained in QFT and merge them into the bare quantities, and
substitute the sum by the observed values. To render the separation and amalgamation of
divergent quantities mathematically tenable, therefore, a set of rules for regularization had
to be established that made it possible to calculate physical quantities in a relativistically
and gauge-invariant manner. Such a set of rules was proposed by Richard Feynman
(1948b), based on his discussion of the corresponding classical case (1948a).

Feynman named the set of rules a relativistic cutoff. With a finite cutoff, this artifice
transforms essentially purely formal manipulations of divergent quantities, i.e., the redef-
inition of parameters, into quasirespectable mathematical operations. The main points of
his ideas are as follows. For the vacuum fluctuation of a radiative field, we substitute the
old density function δ w2 � k2

� �
by the new one, g w2 � k2

� � ¼ Ð∞
0 δ w2 � k2

� ���
δ w2 � k2 � λ2
� ��G λð Þ dλ. Here, G(λ) is such a smooth function that

Ð∞
0 G λð Þdλ ¼ 1. In

the momentum space representation of the propagator of a photon, this means substituting
l/k2 by

Ð∞
0 1=k2 � 1= k2 � λ2

� �� �
G λð Þ dλ. Mathematically, this is equivalent to multiplying

1/k2 by a convergence factor c k2
� � ¼ Ð∞

0 �λ2 k2 � λ2
� ��1

G λð Þdλ.
For the vacuum fluctuation of the electron field, Feynman tried to use a similar method,

that is, to introduce the convergence factor c(p2 � m2) and c[(p + q)2 � m2)] respectively
for two internal lines of the electron in the expression Jμv ¼ �ie2=π

Ð∞
0 sp

γ�pþ γ�q� mð Þ�1γμ γ�p� mð Þ�1γv
h i

d4p, which characterizes the vacuum polarization.

Here, sp means spur, and γ�pþ γ�q� mð Þ�1 and γ�p� mð Þ�1 are the momentum space
representations of the internal lines of the electrons with momentum (p + q) and p ,
respectively (Feynman, 1949b). This approach would make Jμv converge, but only at the
price of violating current conservation and gauge invariance. Therefore, it must be given
up. However, Feynman realized that the introduction of the convergence factor implied,
physically, that the contribution of the internal line of a particle with mass m would be
cancelled by the contribution of a new particle with mass m2 � λ2

� �1=2
. Considering the

fact that any internal line in the vacuum polarization diagram would complete a closed
loop, we should not introduce different convergence factors for two internal lines. Rather, a
contribution from a new particle with mass m2 � λ2

� �1=2
for the closed loop should be

introduced so that a convergent result could be obtained. Writing Jμv as Jμv(m
2) and

substituting for it Jpμv ¼
Ð∞
0 Jμv m2ð Þ � Jμv m2 þ λ2

� �� �
G λð Þdλ, the result of the calculation

must be convergent, except for some terms depending on λ.
The dependence on λ seems to violate relativity, just as any cutoff introduced before

would do. Moreover, in the limit as λ goes to infinity, the calculation still results in
divergent expressions. In fact, this is not the case here. The quantity apparently dependent
on λ, even if it is divergent, can be absorbed after renormalization, so that the cutoff
introduced in this way would not conflict with relativity. In particular, if after the
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redefinition of mass and charge, other processes are insensitive to the value of the cutoff,
then a renormalized theory can be defined by letting the cutoff go to infinity. A theory is
called renormalizable if a finite number of parameters are sufficient to define it as a
renormalized one.

Physically, Feynman’s relativistic cutoff is equivalent to the introduction of an auxiliary
field (and its associated particle) to cancel the infinite contributions due to the (“real”)
particles of the original field.31 Feynman’s approach was different from realistic theories of
regularization or compensation. In the latter, auxiliary particles with finite masses and
positive energies are assumed to be observable in principle and are described by field
operators that enter the Hamiltonian explicitly. Feynman’s theory of a cutoff is formalistic
in the sense that the auxiliary masses are used merely as mathematical parameters, which
finally tend to infinity and are nonobservable in principle. Representative of the “realistic”
approach are the papers of Sakata (1947, 1950), Umezawa (with Yukawa and Yamada,
1948; with Kawabe, 1949a, b), and other Japanese physicists, as well as those of Rayski
(1948). Among the “formalists” we find, in addition to Feynman, Rivier and Stueckelberg
(1948), and Pauli and Villars (1949).

Feynman’s other contribution to the renormalization programme is related to the simpli-
fication of the calculation of physical processes. He provided not only neat forms for causal
propagators but also a set of diagram rules, so that each factor in an S-matrix element
describing a physical process corresponds, in a one-to-one manner, to a line or a vertex on
the plane (Feynman, 1949b). The diagram rules are a convenient and powerful tool which
enabled Feynman to express and analyze various processes described in QFT, and to clearly
embody the ideas of Tomonaga, Bethe, Lewis, and Schwinger about canonical
transformation, separation of the divergences, and renormalization. All these provided
prerequisites for Freeman Dyson to propose a self-consistent and complete renormalization
programme through further analysis and combination of the contributions of the diagrams.

7.4.14 Dyson’s Renormalization Programme

Dyson synthesized the ideas and techniques of renormalization by Bethe, Lewis, Tomo-
naga, Schwinger, and Feynman. He made use of Feynman’s diagram, analyzed in detail
various divergences appearing in the calculations of S-matrix elements, proposed a renor-
malization programme for handling these divergences systematically in his (1949a), and
made some supplements to this programme and perfected it in (1949b).

Dyson’s programme was entirely based on the Feynman diagram analysis. First, he
demonstrated that the contributions of disconnected graphs could be omitted. Second, he
defined the primitive divergent graphs to which all the divergent graphs could be reduced.
Then, by analyzing the topology of the diagram, he obtained the convergence condition k =
3Ee/2 + Ep � 4 � 1, for the graphs; here Ee and Ep are the numbers of external electron and
photon lines in the diagram, respectively. With the convergence condition, Dyson classi-
fied all possible primitive divergences into three types, namely, electron self-energy,
vacuum polarization, and scattering of a single electron in an electromagnetic field. In a
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further analysis, Dyson introduced ideas about the skeleton of the diagram, reducible and
irreducible graphs, proper and improper graphs, etc. With these ideas, he suggested that in
calculating an S-matrix element, we should (i) draw related irreducible graphs; (ii) substi-
tute the observed mass into the Hamiltonian; (iii) substitute the lowest-order propagators
Sf, Df and Γμ, which would not result in divergences, by new propagators

S0f ¼ Z2Sf ,D0
f ¼ Z3Df and a new vertex Γ0

μ ¼ Z�1
1 Γμ

32; and (iv) substitute the bare wave

function ψ, ψ�, and Αμ, which would not bring about divergences, by new ones

ψ0 ¼ Z1=2
2 ψ,ψ0� ¼ Z1=2

2 ψ� and A0
μ ¼ Z1=2

3 Aμ, where Z1,2,3 are “divergent factors.” Having

done this, Dyson claimed, all three types of primitive divergence arising from the two types
of vacuum fluctuation, that is, all the radiative corrections, have been taken into consider-
ation and will result in a “divergent factor” Z�1

1 Z2Z
1=2
3

� �n
after mass renormalization.

Considering then that in the nth order process, there must appear a factor en0 (where e0 is the
so-called bare charge appearing in the underlying equations), and assuming the observed
charge e ¼ Z�1

1 Z2Z
1=2
3

� �
e0, then there would no longer appear any divergence difficulty.

Obviously, this procedure can be used without limit to an arbitrary order in the fine-
structure constant α = e2/hc. One cannot help asking why Dyson called such an elegant
scheme a programme rather than a theory. His answer was that he had not given a general
proof for the convergence of higher-order radiative corrections. That is to say, although his
procedure guarantees that the radiative corrections obtained in an arbitrary-order approxi-
mation would be finite, it is not guaranteed that the summation of them would still be finite.

7.4.15 Summary

The formation of the renormalization programme consists of three main steps. First, reveal
the logarithmic nature of various divergent terms. Second, reduce all divergent terms to
three primitive types that arise from self-energy, vacuum polarization and scattering of a
single electron in an electromagnetic field. Third, find an unambiguous and consistent way
to treat the divergent quantities, by (i) employing the canonical transformation to get the
covariant formulation of QFT (the interaction representation) and to separate the divergent
terms; (ii) mass and charge renormalization; (iii) a consistent use of the empirical values of
mass and charge. With the aid of the renormalization programme, finite radiative correc-
tions can be obtained and difficult problems can be treated. Thereby QFT becomes a
powerful calculating means to predict various physical processes, and one of the most
predictive branches in contemporary physics.

7.4.16 Dirac’s Criticism of Renormalization

Ironically, in spite of all its tremendous successes, the idea of renormalization was attacked
fiercely by Dirac (1963, 1968, 1983), one of its active pioneers. In Dirac’s opinion, all the
successes that had been achieved by using renormalization had neither a sound mathemat-
ical foundation nor a convincing physical picture. Mathematically, renormalization
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demands, contrary to the typical custom in mathematics, neglecting the infinities instead of
infinitesimals. So it is an artificial or illogical process (Dirac, 1968). Physically, Dirac
argued that the presence of the infinities indicates that

there is something basically wrong with our theory of the interaction of the electromagnetic field with
electrons. By basically wrong I mean that the mechanics is wrong, or the interaction force is wrong.

(Dirac, 1983)

Yet the renormalization procedure has nothing to do with correcting what is wrong in the
theory, or with searching for new relativistic equations and new kinds of interaction.
Instead, it is merely a rule of thumb that gives experimental results. So it would mislead
physics into taking a wrong road (Dirac, 1963). Dirac strongly condemned renormalization
and stressed that “this is quite nonsense physically, and one should be prepared to abandon
it completely” (Dirac, 1983).

Tomonaga’s attitude was not so negative. But he also acknowledged that

it is true that our method (of renormalization) by no means gives the real solution of the fundamental
difficulty of quantum electrodynamics but an unambiguous and consistent manner to treat the field
reaction problem without touching the fundamental difficulty.

(Tomonaga, 1966)

7.4.17 Justifications for the Renormalization Programme

To be sure, there are some deep insights in Dirac’s criticism of renormalization. But on the
whole, his criticism seems unfair because it has missed the conceptual ground of renorma-
lization. In fact, the renormalization programme can be justified on two levels.

Physically, the infinities at higher orders, which are all connected with the infinite
contributions of the high-momentum virtual photons (and electron–positron pairs),
indicate that the formalism of QFT contains unrealistic contributions from the inter-
actions with high-momentum virtual photons (and pairs). Although the physical reality
of the virtual quanta processes is testified by experiments,33 the infinite-momentum
virtual quanta are obviously unrealistic. Unfortunately, this unrealistic element is
deeply rooted in the foundation of QFT, in the concepts of localized excitations
produced by the local operator field and local couplings. Various Green’s functions
are the correlation functions among such localized excitations, and the study of their
spacetime behavior is the only instrument for the identification of the physical particles
and their interactions. In this context, renormalization can be properly understood as an
aspect of the transfer of attention from the initial hypothetical world of localized
excitations and interactions to the observable world of the physical particles. Its main
aim, as Dyson put it,

is not so much a modification of the present theory which will make all infinite quantities finite, but
rather a turning-round of the theory so that the finite quantities shall become primary.

(1949b)
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Philosophically, renormalization can be viewed as a superstructure on the basis of atomism
that is deeply rooted in the Western mode of thinking. The various models developed
within the framework of QFT for describing the subatomic world remain atomistic in
nature: The particles described by the fields that appear in the Lagrangians are to be
regarded as elementary constituents of the world. However, the atomism, or the notion of
atomicity, adopted by unrenormalized theories has a halfway character. As was clearly
pointed out by Schwinger (1973b), the reason for this is that the unrenormalized operator
field theories contain an implicit speculation about the inner structure of physical particles
that is sensitive to details of dynamic process at high energy. Mathematically, this
assumption has manifested itself in the divergent integrals.34 Metaphysically, the assump-
tion implies that there exist more elementary constituents of the physical particles
described by the fields appearing in a Lagrangian, and this contradicts the status of the
particles, or that of the fields, as basic building blocks of the world.

The fundamental significance of the renormalization procedure in this regard can be
described in the following way. By removing any reference to an inaccessible, very high
energy domain and the related structure assumption, the renormalization procedure
reinforces the atomistic commitment of QFT. This is because the particles or the fields
appearing in the renormalized theories do act as the basic building blocks of the world. But
note that atomicity here no longer refers to the exact point model. To the extent that one
removes the reference to the inaccessible very high energy domain, which arises conceptu-
ally in the exact point model by virtue of the uncertainty principle, renormalization blurs
any pointlike character.

This spatially extended yet structureless quasipoint model, adopted or produced by
renormalized QFT, can be justified in two ways. On the one hand, it is supported by its
empirical success. It can also be justified philosophically by arguing that – so long as the
experimental energy is not high enough to detect the inner structure of the particles, and
thus all the statements about their small distance structure are essentially conjectures– the
quasipoint model is not only an effective approximation for experimental purposes but also
a necessary phase of cognition we must go through.

Compared with the true theory that Dirac (1983) and Tomonaga (1966) once yearned
for, and compared with the “theory of everything” that superstring theorists are still
searching for, the quasipoint model seems to be a mathematical device needed in a
transition period. A disciple of Dirac would argue that the quasipoint model should be
discarded once the structure of the elementary particles is known. This is true. But those
committed to atomism would argue that in physics (as presently formulated and practiced),
the structural analysis of objects at any level is always based on (seemingly) structureless
objects (genuine or quasipointlike) at the next level. For example, the analysis of deep
inelastic lepton–hadron scattering would be impossible if there were no analysis of elastic
scattering of the pointlike partons as a basis. Thus the adoption of the quasipoint model
seems to be unavoidable in QFT. This is probably what Feynman (1973) meant when he
stated that “we will start by supposing that there are [quasi-point particles] because
otherwise we would have no field theory at all.”
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The dialectics of atomism in this context can be summarized as follows. On the one
hand, the structureless character of particles as we know them at any level is not absolute
but contingent and context-dependent, justified only by relatively low energy experimental
probing. When the energy available in experiments becomes high enough, some of the
inner structure of the particles sooner or later will be revealed, and the notion of absolute
indivisibility will turn out to be an illusion. On the other hand, with the revealing of the
structure of particles at one level, there emerge at the same time, as a precondition of the
revealing, (seemingly) structureless objects at the next level. And thus the original pattern
of “structured objects being expressed in terms of (seemingly) structureless objects”
remains, and will remain, as long as QFT remains the mode of representation.35 Since
the point model field theory would not make any sense without renormalization, Dirac’s
prediction that renormalization “is something that will not be reserved in future” (1963)
sounds groundless. Rather, according to the adherents of atomism, renormalization will
always be active, together with active local field theories.

7.4.18 Nagging Problems

On the other hand, a thoroughgoing atomism entails an infinite regress, which is philo-
sophically not so attractive. To avoid this unpleasant consequence, a different programme,
the S-matrix theory (based on the idea of the bootstrap, which is a variant of holism in
contemporary particle physics) was proposed at the beginning of the 1960s.36 The boot-
strap philosophy goes well beyond the field-theoretical framework and even tries to be an
anti-field-theory programme. The S-matrix programme provides a basis for dual models,
on the basis of which string theories and, when supersymmetry is incorporated, superstring
theories have been developed.37 One of the remarkable features of superstring theories is
that some of them have promised to have a calculational scheme without being hindered by
infinities. If this turns out to be true and the framework of superstring theories can be
developed into a consistent one, then Dirac’s criticism of renormalization will finally turn
out to be right and insightful.

Moreover, other nagging problems remain. First, as is well known, the renormalization
procedure works in practice only in a perturbative framework. It is contingent on the
smallness of e2/hc (about 1/137).38 But the trouble is that the effective coupling constant at
very short distances becomes larger than unity, and in this case, no perturbation method
can be used. Will there be a theory that can be renormalized by a nonperturbative method?
Or will a future unification of electrodynamics and general relativity heal the disease of
divergences because of the fact that the dangerous distances are smaller than the Schwarzs-
child radius of the electron? Or will a unification of electrodynamics with strong inter-
actions bring a solution to the problem? Whatever, the unification of electromagnetic with
weak interactions has not served this purpose since it remains within the framework of
perturbative renormalization. There will be more discussion on this topic in Sections 8.2,
8.3, 8.8, and 11.2.
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Second, a much deeper problem is related to gauge invariance. Quantum electrodynam-
ics is successful in its renormalization mainly because of its gauge invariance, which
entails the zero mass of its gauge quanta, the photons. As soon as bosons of finite mass are
brought into theories for describing other fundamental interactions, the gauge invariance is
spoilt, and these theories are not renormalizable in general. Further development of the
renormalization programme is closely connected with gauge theories, which will be
reviewed in Section 10.3.

Notes

1 A general review of various interpretations of the wave function can be found in Max Jammer’s
book The Philosophy of Quantum Mechanics (1974).

2 Although in general it is dubious historiographic practice to appeal to statements made decades
later as authority for the state of mind of historical actors – this might be especially so because the
individuality issue was so important to these thinkers and QM’s bearing on it so poorly
understood during the period of 1925–1927 (see Forman, 2011) – yet the quotation may not be
too far away from Schrödinger’s mind then.

3 See Rosenfeld (1973) and van der Waerden (1967).
4 This might be only hindsight. See Forman (2011).
5 For the equivalence, see Section 7.3.
6 See Wentzel (1960) and Weisskopf (1983).
7 For the ascription of the ideas mentioned here to Jordan, see van der Waerden (1967) and
Jordan’s recollection (1973).

8 In his papers (1927b, c), Dirac’s h is actually equal to h/2π. I follow Dirac’s usage in the
discussion of his (1927b, c).

9 As early as August 1926, Dirac had already pointed out: “It would appear to be possible to build
up an electromagnetic theory in which the potentials of the field at a specified point X0, Y0, Z0, t0
in space-time are represented by matrices of constant elements that are functions of X0, Y0, Z0, t00”
(1926b).

10 In the case of bosons, QC is θr;Ns½ � ¼ ihδrs, and hence brb
∗
s � b∗s br ¼ δrs. This is consistent

with configuration space wave mechanics with a symmetric wave function. In the case of
fermions, QC has to be modified in such a way that θrNs þ Nsθr ¼ ihδrs, and hence
brb

∗
s þ b∗s br ¼ δrs. This is consistent with configuration space wave mechanics with an

antisymmetric wave function, where the Pauli exclusion principle is satisfied (see Jordan and
Wigner, 1928).

11 These relations themselves cannot be regarded as QC, as I have indicated above.
12 The zero-point fluctuations of the field have no direct connection with the zero-point energy,

which is of purely formal character, and can be removed by a redefinition known as “normal
ordering” (see Heitler, 1936).

13 For Dirac’s idea of the substratum, see his preface to the Principles of Quantum Mechanics
(1930b); for his later belief in a nonmechanical ether, see his (1951, 1952, 1973a).

14 How to define the vacuum state for a system of interacting fields in a mathematically rigorous
way is a very difficult task. In the weak coupling regime, however, it could be reasonably
approximated into a direct product of separate vacua of each component field, which serves as the
foundation for perturbation theory. No rigorous solution to this question exists so far. For some
relevant discussions, see Schweber (1961) and section 6.6 of Glimm and Jaffe (1987).

15 For example, C. N. Yang holds this position. As to the view that Dirac’s concept of the filled
vacuum was rejected by subsequent developments after the work by Oppenheimer and Furry and
by Pauli and Weisskopf, he commented to me: ‘This is superficial without catching the true spirit
of Dirac’s idea’ (private conversation on May 14, 1985). See also Lee and Wick (1974).
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16 A paradigmatic case for such a background manifold is the Makowskian spacetime, which is
sufficient for formulating QFT. But it is not necessary. The equivalence principle allows one to
extend QFT to nondynamical curved background manifold (with some restrictions). In cases
where gravity is important (but geometries are still static) while quantum gravity is not, such as
Hawking radiations (as a limiting case where the initial and final geometries are static [for
example, a star before gravitational collapse or a black hole after]), concrete results can be
obtained, although in more general nonstatic cases, nothing is unproblematic.

17 According to Leon Rosenfeld (1968), this idea also has its classical origin in Hertz, whose idea of
a ‘middle term’, he stressed, can be interpreted as ‘another kind of hidden particles’ by which the
interaction is conveyed.

18 Starting from a relativistic classical Lagrangian field theory, Heisenberg and Pauli in (1929,
1930) developed a general theory of the quantized field, with the aid of canonical quantization,
and thereby prepared the tools for Fermi’s and Yukawa’s theory of interactions.

19 According to Wigner’s rule (Wigner and Witmer, 1928), a composite system consisting of an odd
number of spin-1/2 particles must obey Fermi statistics, and an even number Bose statistics.

20 The novelty of the idea was noted by Yakov Dorfman (1930) in the same year.
21 See Yang and Mills (1954a, b).
22 After Chadwick’s discovery of the neutron, Pauli’s neutron was renamed by Fermi and others as

the neutrino.
23 This model was adopted by Hideki Yukawa and Shoichi Sakata (1935a, b).
24 See Hayakawa (1983).
25 The so-called “two-meson hypothesis” was proposed to replace Yukawa’s original scheme: two

kinds of meson exist in nature, possessing different masses; the heavy meson, π, is responsible for
nuclear force, and the light meson, μ, is a decay product of the heavy one and is observed to
interact weakly with the electron and neutrino. See Sakata and Inoue (1943), Tanikawa (1943),
and Marshak and Bethe (1947).

26 See Euler (1936).
27 The observed level splitting between the 2S1/2 and 2Ρ1/2 states of hydrogen was discussed by

Simon Pasternack (1938). The effect was confirmed again by Willis Lamb and Robert Retherford
(1947), and has been known as the Lamb shift since then.

28 At that time, physicists were greatly concerned with the “infrared catastrophe” in the scattering.
But this is irrelevant to the discussion of renormalization, and so this topic will not be included in
the following discussion.

29 It should be mentioned that Schwinger might have been the first physicist to fully appreciate that
charge renormalization is a property of the electromagnetic field alone, and results in a fractional
reduction of charge. As a comparison, see, for example, Pais’s letter to Tomonaga in which he
wrote: “It seems one of the most puzzling problems how to ‘renormalize’ the charge of the
electron and of the proton in such a way as to make the experimental value for these quantities
equal to each other” (April 13, 1948, quoted by Schwinger, 1983).

30 The English translation was published in (1946).
31 It should be stressed that the appearance of the compensation idea here is purely formal since the

dependence on λ, as we shall see soon, is transient and will disappear in the final expressions.
32 This procedure works only when divergent subgraphs do not overlap, but fails in handling

overlapping divergences which in quantum electrodynamics occur only within proper self-energy
graphs. To isolate divergent graphs, Dyson (unpublished) defined a mathematical procedure.
Abdus Salam (1951a, b) extended Dyson’s procedure to general rules and applied these rules to
renormalization for scalar electrodynamics. John Ward (1951) resolved the overlapping
divergence difficulty in the electron self-energy function with the help of Ward’s identity (1950),
which is one of the consequences of gauge invariance and provides a simple relation between the
derivative of the electron self-energy function and the vertex function that can be renormalized
straightforwardly without the overlapping problem. Robert Mills and Chen Ning Yang (1966)
generalized Ward’s approach and resolved the overlapping divergence difficulty in the photon
self-energy function. I am grateful to Dr. C. N. Yang for calling my attention to this subtle
subject.
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33 For example, the electron–positron emission from an excited oxygen nucleus testifies to the
physical reality of the virtual photon process.

34 Mary Hesse (1961) asserts that the root of the divergence difficulties can be traced to the basic
notion of atomicity. If the notion of atomicity refers to the point model or local excitations and
local couplings, the assertion is correct. However, if it refers to, as it usually does, the
structureless elementary constituents, then the root of the divergence difficulties is the structure
assumption implicitly adopted by unrenormalized operator field theories, rather than the notion of
atomicity.

35 Thus the idea expressed by the bootstrap hypothesis in S-matrix theory that everything is
divisible is incompatible with the atomistic paradigm adopted by QFT.

36 Chew and Frautschi (1961a–c). See also Section 8.5.
37 For reviews, see Jacob (1974), Scherk (1975) and Green (1985).
38 Thus, strictly speaking, Yukawa’s meson theory has never been a field theory of nuclear force,

though it was a step in the right direction towards it, because it cannot be renormalized (owing to
the large coupling constant in the strong interaction), and hence no one can calculate anything
from it.
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8

The Quantum Field Programme

The study of the interactions between electrically charged particles and electromagnetic
fields within the framework of quantum field programme (QFP) is called quantum electro-
dynamics (QED). QED, and in particular its renormalized perturbative formulation, was
modeled by various theories to describe other interactions, and thus became the starting
point for a new research programme, the quantum field programme (QFP). The programme
has been implemented by a series of theories, whose developments are strongly con-
strained by some of its characteristic features, which have been inherited from QED. For
this reason, I shall start this review of the sinuous evolution of QFP with an outline of these
features.

8.1 Essential Features

QED is a theoretical system consisting of local field operators that obey equations of
motion, certain canonical commutation and anticommutation relations (for bosons and
fermions, respectively),1 and a Hilbert space of state vectors that is obtained by the
successive application of the field operators to the vacuum state, which, as a Lorentz
invariant state devoid of any physical properties, is assumed to be unique. Let us take a
closer look at three assumptions that underlie the system.

First is the locality assumption. According to Dirac (1948), “a local dynamical variable
is a quantity which describes physical conditions at one point of space-time. Examples are
field quantities and derivatives of field quantities,” and “a dynamical system in quantum
theory will be defined as localizable if a representation for the wave function can be set up
in which all the dynamical variables are localizable.” In QED, this assumption, as a legacy
of the point model of particles and its description of interactions among them, is expressed
in the assertion that field operators on a spacelike surface commute (bosons) or antic-
ommute (fermions) with each other, which guarantees that measurements of field quantities
at relatively spacelike positions can be made independently of one another.

Second is the operator field assumption.When Jordan in 1925 andDirac in 1927 extended
the methods of quantum mechanics to electromagnetism, the electromagnetic field compon-
ents were promoted from classical commuting variables to quantum-mechanical operators.

184
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The same procedure could also be applied to fields describing fermions (Jordan and Klein,
1927; Jordan andWigner, 1928). These local field operatorswere supposed to have a physical
interpretation, through their Fourier transforms, in terms of the creation and annihilation of
the quanta associated with the particles, which are realized as a localized excitation or de-
excitation of the field. According to the uncertainty principle, a strictly localized excitation
implies that arbitrary amounts of energy and momentum are available for the creation of
particles. Thus the result of applying a field operator to the vacuum state is not a state
containing a single particle, but rather a superposition of states containing arbitrary numbers
of particles that is constrained only by the conservation of the relevant quantum numbers.2

Physically, this means that unlike corpuscularism, the ontology underlying the mechanism of
interaction in QED is essentially the field rather than the particle. Mathematically, this means
that an operator field is defined by the totality of its matrix elements. It should be clear now
that an overwhelming proportion of these matrix elements refer to energies andmomenta that
are far outside experimental experience.

Third is the plenum assumption of the bare vacuum. There are many arguments against
the plenum assumption, the strongest among them being based on covariance reasoning:
since the vacuum must be a Lorentz invariant state of zero energy, zero momentum, zero
angular momentum, zero charge, zero whatever, it must be a state of nothingness
(Weisskopf, 1983). However, when certain phenomena supposed to be caused by the
vacuum fluctuations were analyzed, the very same physicists who objected to the plenum
assumption tacitly took the vacuum as something substantial, namely, as a polarizable
medium, or assumed it to be an underlying substratum or the scene of wild activity. In
other words, they actually did adopt the plenum assumption.

In sum, considering the fact that in QED both interacting particles and the agent for
transmitting the interaction are the quanta of fermion fields and the electromagnetic field,
respectively, that is, they are the manifestation of a field ontology, QED should be taken as
a field theory. Yet the local fields (and locality principle in general) in QED have a
profound impact on the formulation of the mechanism of interaction in QFP.

Since interactions in QED are realized by local coupling among field quanta and the
transmission of what are known as discrete virtual quanta (rather than a continuous field), this
formulation is thus deeply rooted in the concept of localized excitation of operator fields, via
the concept of local coupling. Thus, in QED calculations of interactions, one has to consider
virtual processes involving arbitrarily high energy. However, except for the consequences
imposed by such general constraints as unitarity, there exists essentially no empirical
evidence for believing the correctness of the theory at these energies. Mathematically, the
inclusion of these virtual processes at arbitrarily high energy results in infinite quantities that
are obviously undefinable. Thus the divergence difficulties are intrinsic, rather than external,
to the very nature of QED. They are constitutive within the canonical formulation of QFT. In
this sense the occurrence of the divergences clearly pointed to a deep inconsistency in the
conceptual structure of unrenormalized QED. Or put in another way, any quantum field
theory can be considered a consistent theory only when it is renormalizable. And this is how,
as we shall see, the further development of QFP is constrained.
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8.2 Failed Attempts

After some spectacular successes of the renormalized perturbative formulation of QED in
the late 1940s, QED was taken as a prototype on which were modeled theories of nuclear
weak and strong interactions. But attempts to apply the same methods to the nuclear
interactions failed. These failures explain why physicists’ interest in QFT declined in
the 1950s.

Fermi’s theory of weak interactions, originally proposed in 1933 to describe beta decay,
was modified in the 1950s to include parity violation, and reformulated in the form of the
massive intermediate vector-meson (W-meson) theory,3 which thereby shared the same
theoretical structure as QED. While QED was thought to be renormalizable, Kamefuchi
pointed out in (1951) that the Fermi four-fermion direct interactions were nonrenormaliz-
able. Later, it turned out that even the W-meson theory was also not renormalizable. Here
are the reasons for this defect.

For a theory to be renormalizable, the number of types of primitive divergent graph has
to remain finite as we go to higher orders, so that the infinities can be absorbed in a limited
number of parameters, such as masses and coupling constants, which are arbitrary param-
eters and can be determined by experiment. In Fermi’s original formulation (four-line
coupling), however, the dimensional coupling constant Gw (�m2) implied that higher
powers of Gw were associated with worse infinities and more numerous types of divergent
integral. Thus an unlimited number of arbitrary parameters were required to absorb the
infinities. In the W-meson theory, the coupling constant is dimensionless, but the large-
momentum asymptotic form of the massive vector-meson propagator qμqv/m2q2 contains
the dimensional coefficient m�2. It is nonrenormalizable because the factors of m�2 in
higher orders of perturbation theory have to be compensated by more and more divergent
integrals.

The situation for the meson theory of strong nuclear force, in particular in the form of
the pseudoscalar coupling of pions to nucleons, was more complicated. Formally, the
pseudoscalar coupling was renormalizable. Yet its renormalizability was not realizable
because the coupling constant of the renormalizable version was too large to allow the use
of perturbation theory, which is the only framework within which the renormalization
procedure works. More specifically, the process of renormalization is practically possible
only in a perturbative approach in which it involves a delicate subtraction of one “infinite”
term from another at each step in the perturbative calculation. The perturbative approach
itself depends crucially on the fact that the coupling constant is relatively small. Then it is
immediately obvious that perturbative techniques cannot work for the meson theory,
whose corresponding coupling constant is greater than one (g2/hc � 15). This failure of
the QED-type QFT paved the way for the popularity of the dispersion relation approach,
and for the adoption of Chew’s S-matrix theory approach, in which the whole framework
of QFT was rejected by a considerable number of theorists (See Section 8.5).

But even within the domain of electromagnetism, the failure of QFT was also visible.
David Feldman observed in (1949) that the electromagnetic interactions of the vector-meson
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were nonrenormalizable. In 1951, Peterman and Stueckelberg noted that the interaction of a
magnetic moment with the electromagnetic field (a Pauli term of the form fψσμvψFμv) was
not renormalizable. Later, Heitler (1961) and others noted that the mass differences of
particles (such as the pions and the nucleons) that were identical except for their electric
charge could not be calculated using renormalization theory. It is not difficult to establish that
if the mass differences were of electromagnetic origin, then the divergent electromagnetic
self-energy would lead to infinite mass differences. This difficulty clearly indicated that
renormalization theory could not fulfill Pauli’s hope that it would provide a general theory
to account for the mass ratios of the “elementary particles.”

In addition to these failures, the renormalized formulation of QFT was also criticized as
being too narrow a framework to accommodate the representations of such important
phenomena as CP-violating weak interactions and gravitational interactions. But the
gravest defect of renormalization theory became apparent since the late 1960s when it
was recognized that it was in direct and irreconcilable conflict with the chiral and trace
anomalies that occur in high orders of QFT, ironically as a consequence of the demand of
renormalization (see Section 8.7).

These failures of QFT created a sense of crisis among physicists and required a
clarification of what would be the adequate attitude toward the renormalizability of a QFT.

8.3 Various Attitudes toward Renormalizability

A fundamental question facing physicists, since the late 1940s, has been whether all
interactions in nature are renormalizable, and thus whether only renormalizable theories
are acceptable.

Dyson was aware that the answer to the question was negative and reported so to the
Oldstone conference (Schweber, 1986). This position was supported by detailed, explicit,
negative examples (see Section 8.2) that appeared immediately after the publication of
Dyson’s classic papers on the renormalizability of QED.

For other physicists, such as Bethe, who had elevated renormalizability from a property
of QED to a regulative principle guiding theory selection, the answer was affirmative (see
Schweber, Bethe, and Hoffmann, 1955). They justified their position in terms of predictive
power. Their argument was that since the aim of fundamental physics is to formulate
theories that possess considerable predictive power, “fundamental laws” must contain only
a finite number of parameters. Only renormalizable theories are consistent with this
requirement. While the divergences of nonrenormalizable theories could possibly be
eliminated by absorbing them into appropriately specified parameters, an infinite number
of parameters would be required and such theories would initially be defined with an
infinite number of parameters appearing in the Lagrangian. According to their principle of
renormalizability, the interaction Lagrangian of a charged spin-1/2 particle interacting with
the electromagnetic field cannot contain a Pauli moment. By the same reasoning, Fermi’s
theory of weak interactions lost its status as a fundamental theory. Another application of
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the renormalization constraint was the rejection of the pseudovector coupling of pions to
nucleons in the strong interactions.

However, the internal consistency of renormalization theory itself was challenged by
Dyson, Källen, Landau, and others. In (1953), Källen claimed to be able to show that,
starting with the assumption that all renormalization constants are finite, at least one of the
renormalization constants in QED must be infinite. For several years this contradictory
result was accepted by most physicists as evidence of the inconsistency of QED. However,
as was later pointed out by some critics (e.g., Gasiorowicz et al., 1959), his results
depended upon some notoriously treacherous arguments involving interchanges of the
orders of integration and summation over an infinite number of states, and were thus
inconclusive. Källen himself later acknowledged this ambiguity (1966).

A more serious argument challenging the consistency of renormalization theory was
expressed in terms of the breakdown of perturbation theory. As is well known, Dyson’s
renormalization theory was only formulated within the framework of perturbation theory.
The output of perturbative renormalization theory is a set of well-defined formal power series
for theGreen’s functions of a field theory. However, it was soon realized that these series (and
in particular the one for the S-matrix) were most likely divergent. Thus, theorists were thrown
into a state of confusion and could not give an answer to the question, in what sense does the
perturbative series of a field theory define a solution? Interestingly enough, the first theorist to
be disillusioned by perturbative renormalization theory was Dyson himself. In 1952, Dyson
gave an ingenious argument that suggested that after renormalization all the power series
expansions were divergent. The subsequent discussion by Hurst (1952), Thirring (1953),
Peterman (1953a, b), Jaffe (1965), and other axiomatic and constructive field theorists added
further weight to the assertion that the perturbative series of most renormalized field theories
diverge, even though there is still no complete proof in most cases.

A divergent perturbative series for a Green’s function may still be asymptotic to a
solution of the theory. In the mid-1970s, the existence of solutions for some field-
theoretical models was established by constructive field theorists, and these indicated a
posteriori that the solution is uniquely determined by its perturbative expansion
(Wightman, 1976). Yet these solutions were exhibited only for field-theoretical models
in spacetime continua of two or three dimensions. As far as the more realistic four-
dimensional QED was concerned, in 1952 Hurst had already suggested that the excellent
agreement of QED with experiments indicated that the pertubative series might be an
asymptotic expansion.

However, the investigations of the high energy behavior of QED by Källen, Landau,
and especially Gell-Mann and Low (1954) showed that the perturbative approach in QED
unavoidably breaks down, ironically, as a consequence of the necessity of charge
renormalization. Landau and his collaborators argued further that remaining within the
perturbative framework would lead either to no interaction (zero renormalized charge),4 or
to the occurrence of ghost states rendering the theory apparently inconsistent (Landau,
1955; Landau and Pomeranchuck, 1955). Both results demonstrated the inapplicability of
perturbative theory in renormalized QED.
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After the discovery of asymptotic freedom in a wide class of nonabelian gauge theories,
especially in quantum chromodynamics (QCD), the hope was expressed that perturbative
QCD would get rid of the Landau ghost and would thus eliminate most doubts as to the
consistency of QFT. However, this expectation did not last long. It was soon realized that
the ghost which disappeared at high energy reappeared at low energy (Collins, 1984).
Thus, field theorists were reminded, forcefully and persistently, of the limits of applicabil-
ity of perturbative theory. As a result, the consistency problem of QFT in general, and of its
perturbative formulation in particular, is still in a state of uncertainty.

The attitude of theoretical physicists toward the issue of renormalizability differed
sharply. For most practicing physicists, consistency is just a pedantic problem. As prag-
matists, they are only guided by their scientific experiences and have little interest in
speculating about the ultimate consistency of a theory.

The position adopted by Landau and Chew was more radical and drastic. What they
rejected was not merely particular forms of interactions and perturbative versions of QFT,
but the general framework of QFT itself (see Section 8.5). For them, the very concept of a
local field operator and the postulation of any detailed mechanism for interactions in a
microscopic space-time region were totally unacceptable, because these were too specula-
tive to be observable, even in principle. Their position was supported by the presence of
divergences in QFT and by the lack of a proof of the consistency of renormalization theory,
even though Landau’s arguments for the inconsistency of renormalized QED could not
claim to be conclusive.

Schwinger’s view of renormalization is of particular interest, not merely because he was
one of the founders of renormalization theory but principally because he gave penetrating
analyses of the foundations of the renormalization programme, and was one of its most
incisive critics. According to Schwinger, the unrenormalized description, which adopts
local field operators as its conceptual basis, contains speculative assumptions about the
dynamic structure of the physical particles that are sensitive to details at high energy.
However, we have no reason to believe that the theory is correct in that domain. In
accordance with Kramers’ precept that QFT should have a structure-independent character,
which Schwinger accepted as a guiding principle, the renormalization procedure that he
elaborated removed any reference to very high energy processes and the related small
distance and inner structure assumptions. He thus helped shift the focus from the hypo-
thetical world of localized excitations and interactions to the observed world of physical
particles.

However, Schwinger found that it is unacceptable to proceed in this tortuous manner of
first introducing physically extraneous structural assumptions, only to delete them at the
end in order to obtain physically meaningful results. This criticism constitutes a rejection
of the philosophy of renormalization. But renormalization is essential and unavoidable in
a local operator field theory if the latter is to make any sense. To bring his criticism to
its logical conclusion, Schwinger (1970, 1973a, b) introduced numerically valued (non-
operator) sources and numerical fields to replace the local field operators. These sources
symbolize the interventions that constitute measurements of the physical system.
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Furthermore, all the matrix elements of the associated fields, the operator field equations,
and the commutation relations can be expressed in terms of the sources. In addition, it has
shown that an action principle can give succinct expression to the whole formalism.

According to Schwinger, his source theory takes finite quantities as primary, and thus is
free of divergences. This theory is also sufficiently malleable to be able to incorporate new
experimental results, and to extrapolate them in a reasonable manner. Most importantly, it
can do so without falling into the trap of having to extend the theory to arbitrarily high
energies, which constitute unexplored domains where new, unknown physics is sure to be
encountered.

Thus, from Schwinger’s perspective, the ultimate fate of renormalization is to be
eliminated and excluded from any description of nature. He tried to implement this by
abandoning the concept of a local operator field, thus drastically altering the foundations of
QFT. The radical character of Schwinger’s approach, the foundations of which were laid in
his 1951 paper and elaborated in the 1960s and 1970s, was not recognized until the mid-
1970s when the renormalizability principle began to be challenged. By that time new
insights into renormalization and renormalizability had been gleaned from studies using
renormalization group methods, resulting in a new understanding of renormalization and
QFT, and also in novel attitudes toward scientific theories in general. Thus a renewed
interest in nonrenormalizable theories appeared, and the “effective field theory” approach
began to gain its popularity (see Section 11.5). In this changed conceptual context, some
perspicacious theorists began to realize that Schwinger’s ideas were essential in the radical
shift of outlook in fundamental physics (Weinberg, 1979).

8.4 The Axiomatic Approach

Although QFT began to fade away in the 1950s, it did not die. There were physicists who
took a positive attitude toward QFT. The most positive attitude was taken by the axiomatic
field theorists,5 who struggled to clarify the mathematical basis of QFT, with the hope of
removing its most glaring inconsistencies.

In the spirit of Hilbert’s tradition, the axiomatic field theorists tried to settle the question
of the internal consistency of QFT by axiomatization, and took this as the only way to give
clear answers to conceptual problems.

While Hilbert tried to legitimize the use of mathematical entities with a proof of the
consistency of a formal system consisting of these entities, the axiomatic field theorists went
about it the other way round. They tried to prove the internal consistency of QFT by
constructing nontrivial examples whose existence was a consequence of the axioms alone.
Without radically altering the foundations of QFT, they tried to overcome the apparent
difficulties with its consistency step by step. Although many important problems remained
(such as the legitimacy of the interaction picture for any Poincare invariant local field theory,
which underlies Dyson’s perturbative renormalization theory, challenged by Haag’s theorem
[1955]), nowhere did they find any indication that QFT contained basic inconsistencies.
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For the axiomatic field theorists, the local fields are not entirely local. They are treated
as operator valued and are said to exist only in a distributional sense. That is, the local
fields can only be understood as operator-valued distributions that are defined with infin-
itely differentiable test functions of fast decrease at infinity, or with test functions having
compact support. Thus, for the axiomatic field theorists, it is meaningless to ask for the
value of a field at a spacetime point P . What is important in this approach is the smeared
value of the field in as small a neighborhood of P as we like by letting it act on test
functions whose supports are contained in the chosen neighborhood. Essentially, this is a
mathematical expression of the physical idea of modifying the exact point model. Con-
sidering the fact that the source of divergence in QFT lies in the point model (assuming
local coupling between point [structure-less] quanta), and that the essence of
renormalization is the absorption of the infinities, which is equivalent to blurring the exact
point model, the concept of smearing in the axiomatic field theory seems to suggest a deep
link between the basic motives of the axiomatic field theory and the theory of
renormalization.

For axiomatic field theorists, an unrenormalized theory is certainly inconsistent, because
of the presence of ultraviolet divergences and by virtue of the infinities that stem from the
infinite volume of spacetime. The latter has to be disentangled from the former and
excludes the Fock representation as a candidate for the Weyl form of the canonical
commutation relations. The occurrence of these two kinds of infinity makes it impossible
to define a Hamiltonian operator, and the whole scheme for the canonical quantization of
QFT collapses.

The consistency problem in renormalized theories is very different from that of unre-
normalized ones. The ultraviolet divergences are supposed to be circumventable by the
renormalization procedure. Some of the remaining difficulties – such as how to define local
fields and their equivalence class, and how to specify asymptotic conditions and the
associated reduction formula, the axiomatic field theorists claim – can be analyzed in a
rigorous fashion with the help of distribution theory and normed algebra (Wightman,
1989).

Of course, a theory defined in this way may still be nonrenormalizable in the sense of
perturbation theory. Since the mid-1970s, however, there have been major efforts using the
approach of constructive field theory to understand the structure of nonrenormalizable
theories and to establish the conditions under which a nonrenormalizable theory can make
sense. One of the striking results of this enterprise is that the solutions of some nonrenor-
malizable theories have only a finite number of arbitrary parameters. This is contrary to
their description in terms of the perturbative series. It has been speculated that the necessity
for an infinite number of parameters to be renormalized in perturbation theory may come
from an illegitimate power series expansion (Wightman, 1986).

It is true that in these efforts the axiomatic and constructive field theorists have
exhibited an openness and a flexible frame of mind. Yet future developments in under-
standing the foundations and proving the consistency of the renormalization theory may
involve changes in assumptions that have not yet been challenged, and that have not been
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captured by any axiomatization of the present theory. In any case, the failure to construct a
soluble four-dimensional field theory, despite intensive efforts ever since the mid-1950s,
indicates that the axiomatic and constructive field theorists have considerable difficulty in
solving the consistency problem of QFT in Hilbert’s sense. This has also dampened their
initial optimism somewhat.

An interesting but unexplored topic is the role played by the development of axiomatic
field theory, in the period 1955–1956, in the making of S-matrix theory. According to
Lehmann, Symanzik, and Zimmermann (LSZ) (1955, 1957), and Wightman (1956), a
quantum field theory, or its S-matrix elements, can be formulated directly in terms of
Green’s functions (or retarded functions or vacuum expectation values of products of
fields) alone. The LSZ reduction formula for Green’s function, as Wightman (1989) once
pointed out, “was the starting point of innumerable dispersion theory calculations,” and the
LSZ reduction formulae for the 2 ! n-particle reactions in terms of retarded functions
“were, for n = 2, the starting point for proofs of dispersion relations.” It is worth noting that
Nambu, before making important contributions to dispersion relations (1957), published
two papers (1955, 1956) in the period 1955–1956, on the structure of Green’s function in
QFT. These papers were in the spirit of the axiomatic field theory and paved the way for
double dispersion relations, which was a crucial step for the conceptual development of the
S-matrix theory (see Section 8.5).

8.5 The S-Matrix Theory

As mentioned above, the sense of crisis in QFT went very deep in the 1950s. In addition to
the failures in formulating renormalizable theories for weak and strong interactions,
Landau and his collaborators (1954a–d, 1955) pointed out in the mid-1950s that local
field theories seemed to have no solution except for noninteracting particles. They argued
that renormalizable perturbation theory worked only when infinite terms were removed
from power series, and that in general there was no nontrivial, nonperturbative, and unitary
solution for any QFT in four dimensions. While formal power-series solutions were
generated and satisfied unitarity to each order of the expansion, the series itself could be
shown not to converge. They also claimed to have proved that QED had to have zero
renormalized charge.6 Landau took these conceptual difficulties as a proof of the inad-
equacy of QFT as a research framework that was based on the concepts of quantized local
field operators, microspacetime, microcausality, and the Lagrangian approach. He advo-
cated that the inconsistency of QFT seemed to have its root in these unobservables. The
arguments that Landau developed against QFT, though not taken seriously by most
physicists at the time, did have strong philosophical appeal for some radical physicists.

Another conceptual difficulty in QFT was related to its atomistic thinking. One of the
basic assumptions of QFT was that the fundamental fields described by the field equations
were associated with the “elementary particles,” which in turn were considered to be the
basic building blocks of the entire universe. In the early 1930s, it was already realized that
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despite the existence of beta decay, the neutron should not be considered a composite of a
proton and an electron. Thus the division of matter into elementary building blocks could
be regarded only as an approximate model, very successful in nonrelativistic situations but
inapplicable in high-energy physics. It was impossible to tell whether the proton or neutron
was the more elementary particle. Each had to be regarded as equally elementary. This
same idea had to be applied to the profusion of new particles discovered in the late 1950s
and early 1960s. It was intuitively clear that these objects could not all be elementary. QFT
was then forced to make a sharp distinction between elementary and composite particles.
Not until the 1960s did research on this topic appear in the literature, but no satisfactory
criterion for such a distinction was given.7 Thus within the scope of strong interactions it
seemed pointless to explore QFT with the few particles that happened to have been
discovered first, with these treated as elementary particles.

In addition, at the beginning of the 1960s, QFT was also branded as empirically
inadequate, since it offered no explanation for the existence of a family of particles
associated with a Regge trajectory. Related to this were other difficulties: QFT seemed
unable to produce analytic scattering amplitudes and also seemed to introduce arbitrary
subtraction parameters into dispersion relations.

Against this context, a new trend manifested in the developments of dispersion rela-
tions, Regge poles and the bootstrap hypothesis was orchestrated by Geoffrey Chew and
his collaborators into a highly abstract scheme, the analytic S-matrix theory (SMT), which,
in the 1950s and 1960s, became a major research programme in the domain of strong
interactions.

SMT was originally proposed by Heisenberg in (1943a, b, 1944) as an autonomous
research programme to replace QFT. His criticism of QFT focused on the divergence
difficulties, which suggested to him that a future theory would contain a fundamental
length. The purpose of his work on SMT was to extract from the foundations of QFT those
concepts which would be universally applicable and hence contained in a future true
theory. Lorentz invariance, unitarity, and analyticity8 were concepts of this nature and
were incorporated in SMT. The S-matrix was determined by asymptotic states and hence
was a quantity immediately given by experiments. Furthermore, SMT seemed not to
encounter any divergence difficulties. Finiteness was, in fact, the main objective of
Heisenberg’s research programme, and the advent of the renormalization programme
removed the necessity of this objective. Together with some other difficulties encountered
earlier, renormalization made Heisenberg’s SMT recede into the background. However,
questions posed by this programme – such as “what is the connection between causality
and analyticity of S-matrix elements?” (Jost, 1947; Toll, 1952, 1956) and “How does one
determine the interaction potential of Schrödinger theory from the scattering data?” – led to
the dispersion theory programme of Gell-Mann and Goldberger (1954; with W. Thirring,
1954).9

The dispersion theory programme provided a dynamical scheme for calculating the
S-matrix elements that was lacking in Heisenberg’s programme. Dyson’s approach to
calculating the S-matrix elements (1949a, b), which was also motivated by Heisenberg’s
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programme, was quite different in nature since it explicitly referred to a field theory. The
original motivation for the dispersion programme proposed by Gell-Mann, Goldberger,
and Thirring was to extract exact results from field theory. The analyticity of the scattering
amplitudes and the dispersion relations they obeyed were derived from the assumption of
microcausality for observable field operators. The other “principle” used, namely crossing
symmetry, was regarded as a general property satisfied by the Feynman diagrams repre-
senting the perturbation expansion of a field theory.

At the Rochester Conference held in 1956, Gell-Mann (1956) claimed that crossing,
analyticity, and unitarity would determine the scattering amplitude if suitable boundary
conditions were imposed in momentum space at infinite momenta. He further claimed that
this would almost be enough to specify a field theory. Thus the dispersion theory
programme was considered by Gell-Mann, one of its inventors, as no more than a way
of formulating field theory on the mass shell (with imaginary momenta being included).
This was the case, although at the Rochester Conference Gell-Mann also suggested that the
dispersion programme, if treated nonperturbatively, was reminiscent of Heisenberg’s hope
of writing down the S-matrix directly instead of calculating it from field theory.

The results obtained in the dispersion programme in fact were quite independent of the
details of field theory. Unitarity related the imaginary part of any scattering amplitude to a
total cross section that involved squares of scattering amplitudes, and causality (via
analyticity) related the real and the imaginary part of the scattering amplitude to each
other. In this way a closed, self-consistent set of nonlinear equations was generated (which
could be solved either perturbatively or in some nonperturbative way) that would enable
physicists to obtain the entire S-matrix from fundamental principles and free them from the
conceptual and mathematical difficulties of QFT. It is such an inner logical connection
between the dispersion programme and Heisenberg’s programme that made Gell-Mann’s
“casual” mention of Heisenberg’s SMT a strong impetus for the further development of
analytic SMT in the 1950s and 1960s.10

However, as a dynamical scheme, dispersion theory lacked a crucial ingredient: a clear
concept of what in it was the counterpart of the notion of “force.” The calculational scheme
in this theory was carried out on the mass shell, and hence involved only asymptotic states,
in which particles were outside each other’s regions of interaction. Thus a question that is
crucial to enabling the scheme to describe the interaction is how to define an analytic
function representing the scattering amplitude. The original dispersion relations formulated
by Gell-Mann, Goldberger, and Thirring (1954) explicitly exhibited particle poles, which
were mathematically necessary for defining an analytic function, since otherwise by
Liouville’s theorem the latter would be an uninteresting constant. Initially, however, no
emphasis was given to this feature of the theory, let alone a proper understanding of the
role played by the singularities of the S-matrix, namely a role in providing a concept of
“force” in the new programme different from that in QFT.

Progress in this direction was made by: (i) combining Goldberger’s relativistic disper-
sion relations (1955a, b) with Chew and Low’s theory of pion–nucleon scattering (1956);
(ii) combining Gell-Mann and Goldberger’s crossing symmetry (1954) with Mandelstam’s
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double dispersion relations (1958); and (iii) extending analytic continuation from linear to
angular momentum (Regge, 1958a, b, 1959, 1960). Let us look at each of these advances in
turn:

(i) The Chew–Low theory combined Chew’s static model for pion–nucleon scattering
(1953a, b) with Low’s nonlinear integral equations for the scattering amplitudes
(1954), and involved only renormalized quantities. It had a solution in the one-
meson approximation that satisfied unitarity and crossing; it had a single pole and
good asymptotic behavior, but it suffered from the CDD ambiguity.11 The notion of
force was explicit in traditional Lagrangian field theory. However, the Chew–Low
formulation, by employing analytic functions, allowed more direct contact with
experimental data. The poles of the analytic functions were the key to such contact.
The position of the pole was associated with the particle mass, and the residue at the
pole was connected with “force strength” (coupling constant). Making this semirela-
tivistic model fully relativistic led to a new concept of force: Force resided in the
singularities of an analytic S-matrix (Chew, Goldberger, Low, and Nambu, 1957a, b).
Furthermore, the dispersion relations themselves were to be understood as Cauchy–
Riemann formulae expressing an analytic S-matrix element in terms of its
singularities.12

(ii) Crossing was discovered by Gell-Mann and Goldberger in (1954) and was at first
understood as a relation by which incoming particles became outgoing antiparticles.
Mandelstam’s double dispersion relations (1958) were an extension of analytic con-
tinuation in the energy variable to the scattering angle, or with Mandelstam’s vari-
ables, in s (the energy variable in the s channel) to t (the invariant energy in the t
channel or, by crossing, the momentum transfer variable in the s channel). One of the
important consequences of Mandelstam’s double dispersion relation is that it converts
the concept of crossing into a new dynamical scheme in which the force in a given
channel resides in a pole of the crossed channel.

This new scheme in turn led to the bootstrap approach to understanding the hadrons.
The double dispersion relations enabled Chew and Mandelstam (1960) to analyze pion–
pion scattering in addition to pion–nucleon scattering. They found that a spin 1 bound state
of two pions, later named the p meson, constituted a force which, by crossing, was the
agent for making the same bound state; that is, the p meson as a “force” generated the p
meson as a particle. The bootstrap concept was introduced as a result of this calculation. It
did not take long for Chew and Frautschi (1961a, b) to suggest that, as in the p meson case,
all hadrons were bound states of other hadrons sustained by “forces” represented by hadron
poles in the crossed channel. The self-generation of all hadrons by such a bootstrap
mechanism could be used, hopefully, to self-consistently and uniquely determine all of
their properties.

The Mandelstam representation was proved to be equivalent to the Schrödinger equation
in potential scattering theory.13 Furthermore, it was shown that the Schrödinger equation
could be obtained as an approximation to the dispersion relations at low energies.14 This lent
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support to the conjecture that an autonomous programme that had a well-established
nonrelativistic potential scattering theory as its limiting case could replace QFT. In this
programme, the dynamics were not specified by a detailed model of interaction in spacetime,
but were determined by the singularity structure of the scattering amplitudes, subject to the
requirement of maximal analyticity. The latter required that no singularities other than those
demanded by unitarity and crossing be present in the amplitude.15 A further difficulty
remaining in these bootstrap calculations was posed by the problem of asymptotic condi-
tions. For potential scattering, the difficulty was settled by Tullio Regge.

(iii) In proving a double dispersion relation in potential theory, Regge (1958a, b, 1959,
1960) was able to show that it was possible to continue the S-matrix simultaneously into
the complex energy (s) plane and into the complex angular momentum (j) plane. Conse-
quently, the position of a particular pole in the j plane was an analytic function of s, and a
fixed pole (α(s) = constant) was not allowed. If at some energy (s > 0) the value of Re α(s)
passed through a positive integer or zero, one had at this point a physical resonance or
bound state for spin equal to this integer. So, in general, the trajectory of a single pole in the
j plane as s varied corresponded to a family of particles of different js and different masses.
However, when s < 0,16 the Regge trajectory α(s) was shown by Regge to control the
asymptotic behavior of the elastic-scattering amplitude, which was proportional to tα(s),
with α(s) negative when s was sufficiently negative. Therefore, only in those partial waves
with l< α(s) could there be bound states. This implied that the trajectory for s< 0 could be
detected in the asymptotic behavior of the t channel, and, most importantly, that the
divergence difficulty that plagued QFT could at last be avoided.

These results were noted by Chew and Frautschi (1960, 1961c) and were assumed to be
true also in the relativistic case. The resulting extension of the maximal-analyticity
principle from linear momentum (first kind) to angular momentum (second kind) implied
that the force in a channel resides in the moving singularity of the crossed channel and
made it necessary to restate the bootstrap hypothesis as follows: All hadrons, as the poles
of the S-matrix, lie on Regge trajectories.

This version of the bootstrap hypothesis provided the basis for a dynamic model of
hadrons. In this model, also known as nuclear democracy, all hadrons could be regarded as
either composite particles or as constituents, or binding forces, depending on the specific
process in which they were involved. The basic concern was not with the particles, but with
their interaction processes, and the question of the structure of hadrons was reformulated in
terms of the structure of hadron-reaction amplitudes.17

According to Chew and Frautschi, the criterion for distinguishing composite from
elementary particles was whether a particle lay on the Regge trajectory or not: Composite
particles were associated with a Regge pole moving in the j plane as a function of s,
whereas elementary-particle poles were associated with unique angular momenta and did
not admit continuation in j. From this criterion, they claimed that

If j = 1/2 and j = 0 elementary particle poles actually occur in nature, it may be argued that working
directly with the S-matrix is simply a technique for evaluating conventional field theory. On the other
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hand, if all baryon and meson poles admit continuation in the j plane, the conventional field theory
for strong interactions is not only unnecessary but grossly misleading and perhaps even wrong.

(Chew and Frautschi, 1961a)

This was a serious challenge to QFT, and the response by Gell-Mann and other field
theorists to it led to an attempt at reconciling QFT with SMT, that is, the Reggeization
programme.18

As a fundamental framework opposed to QFT, SMT was the result of contributions
made by a subset of particle theorists in the 1950s and 1960s. The central ideas and
principles, however, were mainly provided by Landau and Chew. Landau’s contributions
in laying the foundations of SMT consisted in: (i) arguing for the failure of QFT to deal
with interactions; (ii) helping to recognize the generality of the correspondence between
hadrons and poles of the analytic S-matrix19; and (iii) formulating the graphical represen-
tation and rules for S-matrix singularities.20 The Landau graph technique was distinct from
Feynman’s and was by no means equivalent to perturbation theory: contributions to a
physical process from all relevant particles were included in the singularities,21 and lines in
the graph corresponded to physical hadrons representing asymptotic states. No
renormalization had to be considered. Landau graphs representing physical processes thus
became a new subject of study and an integral part of the foundations of SMT.22 In fact,
Landau’s paper (1959) on graph techniques became the point of departure for an axiomatic
analytic SMT developed in the 1960s.23

However, the unifying force and the real leader of the movement away from QFT
toward SMT was Chew. In addition to his original contributions in establishing the new
dynamical scheme throughout all of its three stages, Chew also provided some philosoph-
ical arguments to support this dynamical model of hadrons. He passionately argued against
the atomistic paradigm adopted in QFT and rejected the idea of arbitrarily designating
elementary particles. Influenced by the ideas of Gell-Mann and Landau, and stimulated by
his own researches on Regge poles and bootstrap calculations, Chew, during the course of
writing his book on the S-Matrix Theory of Strong Interactions (1961), gave a talk at a
conference at La Jolla in 1961, in which he indicated the connection between his ideas and
those of Heisenberg’s old SMT. In this famous lecture, Chew severed his ties to QFT and
adopted SMT.24 Chew took an extremely radical position, insisting that QFT had to be
abandoned and SMT used in strong-interaction physics. In January 1962 at an American
Physical Society meeting in New York, Chew (1962a) declared that he was completely
committed to the analytic SMT and that he rejected the view held by his “oldest and closest
friends” that “field theory is an equally suitable language.” For him, “the basic strong
interaction concepts, simple and beautiful in a pure S-matrix approach, are weird, if not
impossible, for field theory.”

Chew’s anti-field-theoretical position was based mainly on two of his hypotheses: (i)
nuclear democracy and the bootstrap hypothesis and (ii) maximal analyticity. According to
(i), all of the hadrons are composite, all of the physically meaningful quantities are self-
consistently and uniquely determined by the unitarity equations and the dispersion
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relations, and no arbitrarily assigned fundamental quantities (such as those related to the
elementary particles or basic fields that occurred in QFT) are allowed. The hypothesis of
maximal analyticity entails that the S-matrix possesses no singularities other than the
minimum set required by the Landau rules, or that all of the hadrons lie on Regge
trajectories. At that time the latter property was generally understood to be characteristic
of composite particles. According to Chew, the Regge hypothesis provided the only way of
realizing the bootstrap idea. He argued that QFT was incompatible with the maximal
analyticity principle because it assumed elementary particles that could not produce Regge
poles. Since low-mass hadrons, particularly the nucleons, were found to lie on Regge
trajectories, Chew could break with the traditional belief that the proton was elementary
and claim that all of strong-interaction physics would flow from maximal analyticity,
unitarity, and other SMT principles.

For Chew, QFT was unacceptable chiefly because it assumed the existence of elem-
entary particles that inevitably led to a conflict with nuclear democracy and the bootstrap
hypothesis, and with analyticity. The nonexistence of elementary particles was so crucial
to Chew’s anti-field-theoretical position that he even chose this criterion to characterize
his new theory.25 In addition to Chew’s arguments for the bootstrap and maximal
analyticity, his rejection of the concept of elementary particles was also supported by
previous work of Kazuhiko Nishijima (1957, 1958), Wolfhart Zimmermann (1958), and
Rudolf Haag (1958). These authors claimed that there existed no difference between a
composite particle and an elementary particle as far as scattering theory was concerned,
since all particles gave rise to the same poles and cuts, irrespective of their origin. Chew
could even appeal to Feynman’s principle that the correct theory should not allow a
decision as to which particles are elementary.26 Thus, from the La Jolla conference of
June 1961 to the Geneva conference of July 1962, Chew exerted great pressure upon field
theorists.

As an originator and the major advocate of the bootstrap hypothesis, Chew made the
principles of self-consistency and uniqueness the philosophical foundations of SMT. Chew
strongly influenced the hadronic physics community in the first half of the 1960s. His
philosophical position, though viewed as dogmatic and religious even by some of his close
collaborators (e.g., Gell-Mann and Low),27 was however supported by some well-
confirmed physical results that he and his collaborators had obtained within the framework
of SMT. The most convincing of these was that a large number of baryon and meson
resonances were found to lie on nearly linear Regge trajectories. Another impressive
demonstration of the bootstrap dynamics was the calculations of the mass and width of
the ρ resonance, the results of which were found to be close to the experimental values.28

Chew’s reciprocal bootstrap calculation of the nucleon, pion, and (3,3) resonance provided
a more complicated example of this kind (1962a).

SMT’s success in physics and its philosophical appeal made it extremely popular in the
early 1960s. Physicists working on hadronic dynamics could not avoid responding to
Chew’s challenge to QFT. However, except for some of Chew’s most faithful followers, it
is difficult to find, even among his collaborators, anyone who was wholeheartedly
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committed to Chew’s radical position. Nevertheless, there were some physicists, such as
Blankenbecler, who, in trying to adopt the ideas crucial to Chew’s position, actually
became supporters of it. Others, such as Gell-Mann, while incorporating some of the ideas
advocated by Chew, rejected his position of opposing SMT to QFT, and tried to reconcile
the two approaches, even at the price of conceptual inconsistency.29

In any case, the conceptual pressure exerted by Chew on the foundations of particle
physics was strongly felt by almost every particle physicist. For instance, in the first half of
the 1960s, ambitious research on bootstrapping internal symmetries was carried out.30

Another illuminating example involved Steven Weinberg, who later became a prominent
field theorist. In 1964–1965, Weinberg (1964a, c, 1965b) tried to extend SMT from
hadronic to electromagnetic31 and gravitational interactions, and succeeded in deriving
gauge invariance and Maxwell’s equations, as well as the equivalence principle and
Einstein’s equations within the SMT framework. Weinberg’s objective was to “question
the need for field theory in understanding electromagnetism and gravitation,” which until
then were thought to be the most secure examples of a field theory. At that time it was “not
yet clear” to Weinberg

whether field theory will continue to play a role in particle physics, or whether it will ultimately be
supplanted by a pure S-matrix theory.

(Weinberg, 1964a)

When in his analysis Weinberg used the language of Feynman diagrams, he asked his
readers to “recognize in this the effects of our childhood training rather than any essential
dependence on field theory” (ibid.).

Weinberg’s attitude reflected the prevalent atmosphere of the time, which was charac-
terized by Dyson a year later as follows:

Many people are now profoundly sceptical about the relevance of field theory to strong-interaction
physics. Field theory is on the defensive against the now fashionable S-matrix . . . . It is easy to
imagine that in a few years the concepts of field theory will drop totally out of the vocabulary of day-
to-day work in high energy physics.

(Dyson, 1965)

The difference between QFT and SMT in foundational assumptions can be summarized as
follows:

(i) Processes rather than entities are the basic ontology in SMT; the building blocks of
QFT are elementary fields or their quanta, elementary particles.

(ii) Force in SMT is represented by the singularity structure and in QFT by the propaga-
tion of mediating virtual quanta coupled to interacting quanta.

(iii) While in QFT the number of fermions is conserved and that of bosons is not, the
difference between fermions and bosons in SMT is not so explicit.

(iv) There are only composite particles in SMT, whose parameters can be uniquely
determined by dynamical equations; in QFT there are elementary particles with
arbitrary parameters.
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(v) SMT produces analytic amplitudes without any fixed singularities; QFT produces
amplitudes with fixed singularities, which come from the elementary particles with
fixed spins. This distinction leads to the difference in their high-energy behavior,
which is much softer in SMT than in QFT.

(vi) Methodologically, SMT starts its calculation of observable events with observable
quantities alone, without introducing any unobservable entities. The dynamics of the
system is determined by general principles, without introducing any unobservable
mechanism. As a result, no renormalization is required. However, QFT starts its
calculations with fundamental fields (sometimes unobservable as in the case of
quarks and gluons) and gauge groups for fixing the dynamics of the fundamental
system. It gives a detailed description of interactions in microscopic spacetime. Here
the guiding principle is empirical “trial and error.” Since no consistent solution has
been discovered, the perturbation method and renormalization procedure have to be
invoked to obtain results comparable to those of experiments.

(vii) Unification realized in SMT with the bootstrap mechanism is horizontal; in QFT it is
vertical with downward reduction and upward reconstruction.

The popularity of SMT in hadronic physics began to decline in the mid-1960s, partly
because of the mathematical difficulties encountered in dealing with cuts and in trying to
extend the theory beyond the two-body channels, partly because the quark idea was
gaining popularity at that time. Yet, conceptually, in terms of its foundational assumptions
as compared with QFT, SMT was still very powerful for a long time. The bootstrap idea,
which demanded that the set of exchanged hadrons in the t channels and u channels be the
same as the set of resonances and bound hadrons formed in the s channel, led to the dual-
resonance model. It, in turn, suggested a string picture of hadrons and provided the
background for the introduction of supersymmetry and superstring theories.

Historically, ever since SMT came into being, QFT as a fundamental framework had
always been under conceptual pressure from SMT, just as the latter had been under
pressure from the former. Some physicists tried to reduce QFT to a limiting case of
SMT,32 others viewed the SMT principles as properties of QFT.33 Weinberg regarded
QFT as a convenient way of implementing the axioms of SMT (1985, 1986a, b). Few
people, however, have studied the interplay between QFT and SMT as two independent
research programs, which may turn out to be helpful in understanding the conceptual
development of particle physics.34

8.6 The PCAC Hypothesis35 and Current Algebra

The second category of response to the crisis in QFT was based on the consideration of
symmetry. The symmetry approach was first applied to the domain of the weak and
electromagnetic interactions of the hadrons. Later, it was extended to the domain of low
energy strong interactions. Phenomenologically, these interactions seemed to be well
described by effective Hamiltonians in terms of hadron currents. The hadron currents were
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supposed to be constructed out of hadron fields, yet in a way whose details had to await a
decision about fundamental matters concerning the nature of hadrons, the dynamic laws
governing the behavior of hadrons (the field equations), and the theory explaining the laws.
In the 1950s and 1960s, physicists had little knowledge of precise laws other than
electromagnetism and were unable to solve any of the realistic models proposed to explain
the dynamics of hadrons. Thus the effort to develop a theory of strong interactions along
the lines of QED was generally abandoned among mainstream physicists. As with SMT,
the second trend in hadron physics during that period was to put off analyzing the hadron
currents from “first principles.” Instead, it concentrated on symmetries whose implications
were supposed to be extractable independently of dynamic details.

In the late 1950s and early 1960s, a new research programme, known as the PCAC
hypothesis and current algebra, was gradually taking shape. In this programme, the
symmetry properties of a local field theory were taken to transcend the dynamic details
of the theory and have validity beyond the first few orders of perturbation. This symmetry
programme, like the analyticity programme (SMT), was also a quasiautonomous pro-
gramme. It was quasi-autonomous because it had its origin in QFT. It was extracted from
QFT and could be studied with field-theoretical models. The current operators, the primary
object for investigation in this programme, were supposed to be constructed, in principle,
out of local field operators and could be manipulated in the same way as the field operators
were manipulated in QFT: A current operator can be inserted into two physical states to
express its action upon the initial state, which causes a transition to the final state. It was
quasi-autonomous because an independent theoretical push was made to extract physical
information from some general property of a physical system (symmetry in this programme
compared with analyticity, unitarity, etc. in SMT) without recourse to dynamics (field
equations). The point of departure was symmetry. Currents were regarded as, primarily,
representations of symmetries instead of being derived from dynamical systems, which
were unsolvable in that period.

If our knowledge of the physical world could be derived from a priori mathematical
symmetry groups which were exhibited in various model Lagrangians and physical
currents, then the Platonists and believers in mathematical mysticism might have found
some support from this programme. But this was a misinterpretation or, at least, an illusion.
The real nature of this programme, on the contrary, was logico-empirical in character. The
invariance group structure, such as U(1), SU(2), SU(3), etc., was by no means a priori, but,
instead, was suggested by exact or approximate regularities that appeared in the experi-
mental data. The matrix elements of currents were supposed to describe physically
observable processes that took place among real particles.

Such a phenomenological approach possessed all the strength and weakness that were
normally associated with the logico-empiricist methodology. On its positive side, the
adherence to the directly observable (S-matrix elements, form factors, etc.) helped it
circumvent all the difficulties caused by the introduction of unobservable theoretical
structures in a local field theory with the renormalization procedure, and the formal
manipulations of algebraic relations (current commutators, etc.) not only simplified real
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situations and made them manipulable but also appeared to be universally valid. On its
negative side, the neglect of unobservable entities and processes in general, and of
microscopic dynamics in particular, hampered progress toward a deep understanding
of elementary particles and their behavior. Moreover, without a proper understanding of
dynamics, there was no guarantee that purely formal manipulations, which often inclined
to oversimplify the real situation, would be universally valid.

It is interesting to note, as we shall examine in some detail later in this section, that the
evolution of the symmetry programme soon reached its limit around 1967. Not only had its
theoretical potential been almost exhausted but also a few of its predictions based on
formal manipulations were found to be in direct conflict with experiments. The latter
convincingly indicated that one of the basic assumptions of the symmetry programme,
namely that current commutators were independent of dynamical details, was simply
wrong. Great effort had been made to clarify the situation, which soon led to a field-
theoretical investigation of current algebra. The result was the profound discovery of
anomalies in local field theories (see Section 8.7). This discovery rightly hit upon the
heart of the notion of renormalization. Not only does the occurrence of gauge anomaly
destroy the symmetry, and hence the renormalizability of the theory, but more significantly
the concept of anomaly provided a basis for properly understanding the renormalization
group equations (see Section 8.8), and a critical ingredient for the new concept of
renormalization (see Section 11.5). The irony for the symmetry programme is striking. It
started with a rejection of a local field theory in the sense of expelling dynamic consider-
ations. Its development, however, had prepared the way for a return to the field-theoretical
framework in order to critically examine the programme itself. Of course, this was not a
simple return to the previous situation, but, as a negation of a negation, a higher level, with
a deeper understanding of a richer structure to the local field theory and renormalization.

8.6.1 Currents and Their Matrix Elements; Form Factors

The idea of exploiting symmetry properties of a dynamic system without any recourse to
dynamics, which was simply ineffective in the 1950s, was first suggested by the universal
occurrence of physical currents in fundamental physics from the late 1950s on. Mathemat-
ically, it was well known, through Noether’s work, that a conserved current followed from
the symmetry of a dynamical system and constituted a representation of the symmetry
group. However, the currents investigated in the symmetry programme were not purely
mathematical objects. Rather, they first came from descriptions of weak and electromag-
netic interactions. Only afterwards, in the process of investigating these currents, were
assumptions concerning the conservation or approximate conservation of the currents
made, the physical currents identified with symmetry currents, and the symmetry proper-
ties of dynamic systems fully exploited.

The prototype of physicists’ reasoning was provided by electromagnetism. The electro-
magnetic current, either leptonic or hadronic, is conserved owing to the conservation of the

202 The Quantum Field Programme

available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108566926.012
Downloaded from https://www.cambridge.org/core. Access paid by the UCSF Library, on 06 Oct 2019 at 17:22:26, subject to the Cambridge Core terms of use,

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108566926.012
https://www.cambridge.org/core


electric charge, and thus can be identified with the U(1) symmetry current, to which a
physical vector boson field is coupled. In this case, the conserved current is both an
expression of the symmetry of the system and a medium for exchanging energy in the
process of interaction.

The physicists’ conception of weak currents was developed after the pattern of electro-
magnetic currents, with some necessary modifications. In (1955), S. S. Gershtein and
Y. B. Zel’dovich first mentioned and discarded an idea that a conserved vector current of
isospin (and the corresponding vector bosons) would be somewhat relevant to beta decay.
In (1957), Schwinger speculated more seriously, starting from symmetry considerations,
the existence of an isotopic triplet of vector bosons whose universal couplings would give
both the weak and electromagnetic interactions: the massive charged Z particles would
mediate the weak interactions in the same way as the massless photon mediates the
electromagnetic interactions. This was the beginning of the intermediate-vector-boson
theory of the weak interaction, which is of far-reaching influence and significance.

However, more substantive progress in understanding the nature and structure of the
weak currents was directly inspired by a mighty advance in theoretical analysis and
experimental confirmation of parity nonconservation in weak interactions. In Fermi’s
original theory, beta decay was written in the vector (V) current form. The observation
of the parity nonconservation in 1957 required an axial vector (A) coupling. Assuming
maximal violation of parity, E. C. G. Sudarshan and Marshak (1958), and also Feynman
and Gell-Mann (1958), proposed that the weak currents took a V–A form. Feynman and
Gell-Mann also suggested a universal Fermi theory in which the effective weak interaction
Hamiltonian was written as a product of weak currents. In accordance with the idea
discarded by Gershtein and Zel’dovich, and with the more sophisticated idea of Schwin-
ger’s, Feynman and Gell-Mann speculated that the vector part of the weak current was
identical with the isotopic vector part of the electromagnetic current, which was known to
be conserved. Thus a connection between the physical weak currents and SU(2) isotopic
symmetry was proposed. The connection was further elaborated by Sidney Bludman in
(1958), with an extension from isotopic SU(2) symmetry to chiral SU(2) symmetry36 and a
derivation of weak currents from this symmetry.

Bludman’s theory was essentially an attempt at a nonabelian gauge theory of weak
interactions, in which massive charged vector fields were coupled to the conserved weak
currents. An influential theory of strong interactions with a similar theoretical structure was
proposed by Sakurai in (1960). In Sakurai’s theory, the strong interactions were described by
three conserved vector currents: the isospin current, the hypercharge current, and the baryonic
current. These currents were coupled to massive vector bosons. However, before integrating
the idea of spontaneous symmetry breaking, which was just taking shape at that time (see
Section 10.1), into QFT, it was impossible to account for the masses of gauge bosons, and the
theory soon degenerated into the vector-meson dominance model. (There will be more
discussion about the nonabelian, or Yang–Mills-type, gauge theories in Part III.)

In all these cases (Schwinger; Feynman and Gell-Mann; Bludman; and Sakurai), the
hadron currents involved in electromagnetic, weak, and strong interactions were supposed
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to be well-defined Lorentzian four-vectors, constructed out of fundamental hadron fields but
which could not be analyzed in a reliable way. These currents can interact with each other, and
their couplings can be realized by exchanging vector quanta. Most importantly, their
divergences and canonical commutators express the symmetries of the system. Thus the
symmetry properties of the system seemed to be exploitable bymanipulating these currents in
a formal way. Assuming this to be true was the underlying idea of the symmetry programme.

The matrix elements of hadron currents (or charges) to the lowest order in the coupling
constant are direct observables, obeying the dispersion relations and being supposed to be
dominated by one pole. Putting aside the kinematic factors, which are easy to determine,
the rest of the matrix element can be expressed, by using symmetry principles, in terms of a
few unknown scalar functions of four-momentum transfer, the so-called form factors, such
as the electromagnetic form factors Fi(q

2) (i = 1, 2, 3) defined by

p0ja jemμ 0ð Þjp
D E

b
¼ u p0ð Þa F1 Q2

� �
p0 þ pð Þμ þ F2 Q2

� �
p0 � pð Þμ þ F3 Q2

� �
γμ

h i
u pð Þb,

(8.1)

where q2 = (p’ – p)2, and the weak form factors fv(q
2), fm(q

2), fs(q
2), gA(q

2), gP(q
2) and

gE(q
2), defined by

2πð Þ3
D
p0
���
s0p
Vμ 0ð Þ j p

E
sn
¼ iu p0ð Þs0p γμ f v Q2

� �þ σμvQvf m Q2
� �þ iQμ f s Q2
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u pð Þsn (8.2)

and

2πð Þ3
D
p0
���
s0p
Aμ 0ð Þ j p

E
sn

¼ iu p0ð Þs0p γ5 γvgA Q2
� �þ iQvgP Q2

� �þ i p0 þ pð ÞμgE Q2
� �h in o

u pð Þsn,
(8.3)

where Vµ and Αμ are the weak vector current and weak axial vector current, respectively,
and qµ = (p’ – p)μ.

These weak (or electromagnetic) form factors were supposed to contain all the physical
information concerning the modifications of the basic weak (or electromagnetic) inter-
actions by virtual strong interactions. There was no way to predict the quantitative details
of these form factors, because these were determined by the dynamics of the strong
interaction, which was not available in the 1950s and 1960s. Nevertheless, these form
factors could still be studied effectively. First, symmetry considerations put strong con-
straints on them, limiting their number and establishing correlations among them. Second,
the pole-dominance hypothesis helped to provide concrete suggestions concerning the
contributions to the form factors by virtual particles. For example, the existence of the
omega-meson was first conjectured by Nambu (1957a) to explain the electron–proton
scattering form factors, and then, in 1962, confirmed by experimental discovery. Third,
since the form factors are observables, all the analyses based on symmetry (and/or
analyticity) considerations could be tested by experiments. Thus the symmetry programme
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can be regarded as a fully justified research programme. Now, let us turn to a closer
examination of the programme from a historical perspective.

8.6.2 The Conserved Vector Current (CVC) Hypothesis

Feynman and Gell-Mann speculated in (1958) that the vector part Vμ of the hadron weak
current (Jµ) responsible for nuclear beta decay was conserved. The original motivation was
to give an explanation of the observation that the vector current coupling constant Gv (=
Gfv(0)) in nuclear beta decay was very close to the vector current coupling constant G in
muon beta decay. The observation implied that the renormalization factor fv(0)

37 for the
vector current coupling constant was very close to 1 and was not renormalized by the
strong interaction.38 A current conserved by the strong interaction must be the symmetry
current. That is, it is derivable from a symmetry of the strong interactions. Thus it was quite
natural for Feynman and Gell-Mann to identify the current Vµ of beta decay with the
isotopic vector current. This means, specifically, that the charged vector current Vµ, which
raises electric charge in beta decay, was to be identified with the isotopic raising current
Jvμþ ¼ Jvμ1 þ iJvμ2, and V

þ
μ with the isotopic lowering current Jvμ� ¼ Jvμ1 � iJvμ2, whereas the

isovector part jvμ

� �
of the electromagnetic current jemμ ¼ jsμ þ jvμ

� �
was the third component

of the same isotopic vector current, jvμ3.
Clearly, this hypothesis makes it possible to relate the known electromagnetic processes

to some weak processes through isotopic rotations. For example, since for a pion at rest

πþjJv03 ¼ jem0 I ¼ 1ð Þ; jπþ� � ¼ 1, (8.4)

the relevant S-matrix element for pion beta decay must be

π0jV0; jπþ
� � ¼ 21=2: (8.5)

Thus, the scale of the weak vector current is fixed. Another example is the relation between
the form factors for the vector part of nuclear beta decay and those of electron scattering of
the neutron and proton39:

Fi Q
2

� �þ ¼ Fi Q
2

� �P � Fi Q
2

� �N
: (8.6)

From these relations, Gell-Mann (1958) made a definite prediction about “weak magnet-
ism” fm(0)

f m 0ð Þ ¼ F2 0ð ÞP � F2 0ð ÞN ¼ μP � μNð Þ=2M ¼ 1:79þ 1:91ð Þ=2M ¼ 3:70=2M, (8.7)

which was subsequently confirmed by Y. K. Lee, L. W. Mo, and C. S. Wu (1963).
The CVC hypothesis occupies a prominent place in the history of particle physics. First,

it suggested, though did not explain, the connections among the weak, electromagnetic, and
strong interactions, and thus revealed their unitary character: The physical weak currents
were derived from the SU(2) isospin symmetry of the strong interaction and connected with
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the electromagnetic currents under the operations of the same symmetry. Second, since the
conservation of a vector current expresses a conservation law, the CVC hypothesis implied
an extension of Yang and Mills’s idea from the domain of the strong to the weak
interaction. The extension was subsequently embodied in Bludman’s gauge theory of the
weak interaction with a chiral SU(2) � SU(2) symmetry. As a matter of fact, the success of
the CVC hypothesis reinforced physicists’ faith in the Yang–Mills theory, and, as a positive
feedback, encouraged Sakurai to propose an extended gauge theory of the strong inter-
action. Third, the conservation of the weak vector currents Jvμi implied that the associated
weak charges QV

i are the generators of SU(2) weak isospin symmetry. They generate an SU
(2) Lie algebra satisfying the canonical commutation relations

QV
i ;Q

V
j

h i
¼ iεijkQV

j , i, j, k ¼ 1, 2, 3: (8.8)

Equation (8.8) was the starting point of a big project in current algebra. It deals with the
charges of the strangeness-preserving charged weak vector currents and of the isovector
part of the electromagnetic current. The extension to the entire charged weak vector
current, including strangeness-changing terms, and the entire electromagnetic current
was straightforward, based on the approximate SU(3) symmetry40 of the strong interaction
(Gell-Mann and Ne’eman, 1964), or on the more sophisticated Cabibbo model (Cabibbo,
1963). In this case, all the weak and electromagnetic vector currents, including the
isoscalar electromagnetic current, the triplet of isovector electromagnetic and weak
strangeness-conserving currents, and the weak strangeness-changing currents, belong to
the same octet, and the associated charges QV

α generate a larger SU(3) Lie algebra,
satisfying

QV
α ;Q

V
β

h i
¼ if αβγQ

V
γ , α, β, γ ¼ 1, 2, . . . , 8, (8.9)

where fαßy are the SU(3) structure constants. A similar proposal was also made with
respect to the weak axial vector currents JAμα and the associated charges QA

α . In the chiral
symmetry limit, a chiral SU(3)L � SU(3)R algebra was postulated with additional
relations

QA
α x0ð Þ;QA

β x0ð Þ
h i

¼ if αβγQ
V
γ x0ð Þ, (8.10)41and

QV
α x0ð Þ;QA

β x0ð Þ
h i

¼ iif αβγQ
A
γ x0ð Þ: (8.11)

When Gell-Mann first systematically proposed a current algebra framework in (1962a), he
recommended that these algebraic relations be used to supplement the dispersion relations
in calculating the matrix elements of the weak and electromagnetic currents. Before
examining current algebra and its applications, however, we first have to look at another
hypothesis, the PCAC hypothesis, which, although conceptually somewhat independent,
was practically often intertwined with current algebra.
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8.6.3 The PCAC Hypothesis

If the vector part Vμ of the weak current Jµ (= Vμ – Αμ) was conserved by the strong
interaction, then what about the axial part Αμ? The experimental value of the renormaliza-
tion factor gA(0)

42 for the axial coupling constant was not far away from unity (gA/fV �
1.25). Feynman and Gell-Mann (1958) speculated that if the value were exactly unity,
which they thought was not experimentally excluded, then there would be no renormaliza-
tion for the axial current coupling constant, and the axial current would also be conserved.
Thus, they suggested trying to construct conserved axial currents and to explore the
implications of the symmetry groups which were involved.

Their suggestion was soon taken up by John Polkinghorne (1958) and John C. Taylor
(1958), and more systematically by Bludman (1958) and Feza Gürsey (1960a, b). The
works by Bludman and Gürsey had a strong symmetry orientation and were pioneered by
Schwinger (1957) and Bruno Touschek (1957). Thus the study of the axial current, like
that of the vector current, was guided by symmetry considerations, which later led to the
formulation of current algebra.

Progress along this line, however, was severely inhibited because the axial currents
were prohibited from being exactly conserved by several experimental facts. First, the
departure of gA/fV from unity indicates that there is a renormalization effect for the axial
coupling. Second, as was pointed out by Goldberger and Sam Treiman (1958a), the
conservation of the axial current would introduce a large effective pseudoscalar coupling
which contradicts experiment. Third, as was pointed out by Polkinghorne, it would imply
K-meson parity doublets. Fourth, as was pointed out by Taylor, it would imply a vanishing
pion decay constant, which also contradicts experiment.

The real impetus to the study of the axial current actually came from another theoretical
tradition, that is, the analyticity tradition. While the speculations on the conserved axial
currents seemed futile, Goldberger and Treiman published their dispersion relation treat-
ment of pion decay. In their calculation, the absorptive part of the pion decay constant fπ
was regarded as a function of the dispersion variable q2 (the square of the off-shell pion
mass) and involved transitions from the off-shell pion to a complete set of intermediate
states (which was dominated by the nucleon–antinucleon pair state, and coupled through
the axial current to the leptons). The final result was

f π ¼ MgA=gπNN (8.12)

where M is the nucleon mass, gA is the axial vector coupling constant in nucleon beta
decay, and gπNN is the pion–nucleon strong interaction coupling constant. In addition to its
excellent agreement with experiment, the Goldberger–Treiman relation (8.12) also exhibits
a connection between the quantities of strong and weak interactions. This remarkable
success, which had nothing to do with symmetry or the conservation of current, challenged
theoreticians to provide an explanation or derivations of it from persuasive hypotheses.
And this inspired research along various directions which finally led to the PCAC
hypothesis.
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Among efforts in searching for underlying hypotheses, Nambu’s approach (1960d)
occupies a prominent place because it was based on a deeper understanding of symmetry
breaking. Nambu argued that the axial current would be conserved if a theory of the
massless nucleon field ψ possessed an invariance under the transformation ψ ! exp
(iα�τγ5)ψ. If the vacuum state were not invariant under the transformation, however, the
nucleon would become massive and the symmetry be apparently broken. But the symmetry
would be restored owing to the emergence of a massless bound nucleon–antinucleon pair43

in a pseudoscalar state, which can be identified as the pion state coupling with the
nucleons. This kind of spontaneous symmetry-breaking guarantees the existence of the
pion but fails to explain the pion decay: The axial current is still conserved because the
existence of the pion restores the symmetry.

Nambu, however, followed a suggestion by Gell-Mann and Maurice Levy (1960) and
assumed a small bare nucleon mass of the order of the pion mass. In this way, the γ5
symmetry is explicitly broken, the pion becomes massive, and the matrix element of the
axial current can be expressed in terms of form factors gA(Q

2) and GA(Q
2)

p0jAμjp
� �

sn
¼ u p0ð Þ igA Q2

� �
γμγ5 � GA Q2

� �
Quγ5

h i
u pð Þ, Q ¼ p0 � p : (8.13)

Here, GA(Q
2) is dominated by a pole at Q2 ¼ �m2

π , arising from the exchange of a virtual
pion between nucleons and the axial current. That is,

GA Q2
� � ¼ 2f πgπNN= Q2 þ m2

π

� �
: (8.14)

Nambu further argued that if the axial current were almost conserved (in the sense that
when Q2 � m2

π , its divergence vanished), and the form factors were slowly varying, then
the Goldberger–Treiman relation (8.12) would follow from Equations (8.13) and (8.14).

Another popular approach was initiated by Gell-Mann and his collaborators (Bernstein,
Fubini, Gell-Mann, and Thirring, 1960; Gell-Mann and Levy, 1960). Working on field-
theoretical models, such as the gradient coupling model, the σ model, and the nonlinear σ
model, they constructed, following the example of J. C. Taylor, axial currents whose
divergence was proportional to a pion field:

∂Ai
μ=∂xμ ¼ μ2f πϕ: (8.15)

The crucial hypothesis they made in this approach is that the divergence of the axial current
is a gentle operator. This means that its matrix elements satisfy the unsubtracted dispersion
relations (with the pion mass variable as its dispersion variable) and vary slowly; at low
frequencies they are dominated by the contributions from the one pion intermediate state,
and at high frequencies (when pion mass is negligible), they vanish. Thus the axial current
can be said to be almost conserved.

As far as the PCAC hypothesis is concerned, these two approaches are almost equiva-
lent. Yet their theoretical bases are quite different. Nambu’s approach is based on an
understanding of spontaneous symmetry breaking (SSB). The occurrence of the massless
pion is one of the results of SSB although it also helps to restore the symmetry for the
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whole system, whereas in Gell-Mann’s approach there is no such understanding, although
the vanishing pion mass was taken to indicate an approximate symmetry.

It should be clear now that the gentleness hypothesis, which is the essence of the PCAC
hypothesis, is conceptually independent of any symmetry consideration. Its importance lies in
the fact that it allows continuation of thematrix elements of the axial current from the physical
pionmass shell to off-shell ones. Frequently interesting statements can bemade when the off-
shell pion mass variable goes to zero. The hypothesis gives us hope that these statements may
remain more or less true when the pion mass variable moves back to the physical mass shell,
and this provides a great predictive power and can be verified by experiments.

Practically, the PCAC hypothesis had its applications often intertwined with the idea of
current algebra because of its involvement in low energy pion physics (see below). Yet
there were some independent tests. For example, Stephen Adler (1964) showed that the
matrix element M of a neutrino-induced weak reaction, v + P ! L + β (here P stands for
proton, L for a lepton, and β for a hadron system), which, with the help of the CVC
hypothesis, can be written as

Mq2!0 � G βj∂A1þi2
μ =∂xμjP

D E
, q ¼ pv � pL : (8.16)

and the matrix element Mπ of the strong pion reaction π+ + P ! β which, by using the
reduction formula, can be written as

Mπ ¼ lim q2!μ2 q2 þ μ2
� �

= 2ð Þ1=2
h i

β ϕ1þi2
�� ��p� �

(8.17)

(where q is the pion momentum and ϕ1+i2/21/2 is the π+ field operator) can be related to each
other (by using Equation (8.15) and by continuing Μπ off the mass shell in q2 to q2 = 0,
which is supposed to result in an amplitude that is not very different from the physical pion
amplitude) in the following way:

Mj j2q2!0 � G2f 2π Mπj j2: (8.18)

The above example, like the Goldberger–Treiman relation, exhibits a relation between the
weak and strong interactions. In fact, the PCAC hypothesis leads to a whole class of
relations connecting the weak and strong interactions. These relations allow one to predict

the weak interaction matrix element β ∂μJAμ

��� ���αD E
if one knows the strong interaction

transition amplitude T(π+ + α ! β). By using this kind of connection, Adler showed
(1965a, b) that in certain cases where only the Born approximation contributes and

βj∂μJAμ jα
D E

can be expressed in terms of weak and strong coupling constants, the weak

coupling constants can be eliminated and a consistency condition involving the strong
interactions alone can be obtained. A celebrated consistency condition for pion–nucleon
scattering obtained by Adler is a nontrivial relation between the symmetric isospin pion–
nucleon scattering amplitude AπN(+), the pionic form factor of the nucleon KNNπ, and the
renormalized pion–nucleon coupling constant gr:
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g2r =M ¼ AπN þð Þ v ¼ 0; vβ ¼ 0; k2 ¼ 0
� �

=KNNπ k2 ¼ 0
� �

, (8.19)

(whereM is the nucleon mass, –k2 is the (mass)2 of the initial pion, v = –(p1 + p2)k/2M, vβ =
qk/2M, and p1, p2, and q are, respectively, the four-momenta of the initial nucleon, the
final nucleon, and the final pion) which was shown by Adler to agree with experiment to
within 10%.44

Among various successful applications and predictions of the PCAC hypothesis, there
stood outstandingly an exception, namely, its implication for a class of decays involving
neutral pion(s), among which is the π0 ! 2γ decay. As pointed out by D. G. Sutherland
(1967) and by M. Veltman (1967), the PCAC hypothesis implies that the decay rate would
be zero, which contradicts experiment. This provocative failure of the PCAC hypothesis
triggered investigations into the theoretical basis of PCAC, and also that of current algebra.
The result was a clear realization of anomalies (see Section 8.7).

8.6.4 Current Algebra

The essential elements of current algebra are a set of equal-time commutation (ETC)
relations, first suggested by Gell-Mann in 1961, for the time components of the currents that
arise in the electromagnetic and weak interactions of hadrons. Yet for the charge densities to
form a closed algebraic system under the ETC relations, the associated physical currents must
be the Noether currents associated with some continuous symmetries of a physical system. In
the early 1960s, regularities in the data of hadronic physics were observed. Some of them
could be accounted for in terms of Regge trajectories, others were expressed in terms of
symmetries. In the second category we can find three types. The first type involves exact
geometrical symmetries, which imply the conservation of energy, momentum, etc., and also
CPT invariance (an invariance under the combined transformations of temporal reversal,
spatial reflection, and charge conjugation). In the second type we find exact internal
symmetries, which are associated with the conservation of the electric charge, the baryon
number, and so on. The third type is the most interesting case because, first, it referred at that
time to the so-called approximate symmetries45 of the strong interaction (such as those
associated with the approximate conservation of isospin and strangeness), and, second, it
provided a point of departure for the thinking which led to the idea of current algebra.

Methodologically, current algebra is characterized by its independence of dynamical
details. Lagrangians were sometimes used, but the purpose was only to express the
symmetries suggested by the experimental data, and to generate currents obeying the
canonical commutation relations dictated by these symmetries. Mathematically, there are
two ways to express the symmetries. They can be expressed by the conservation laws. Yet
the utility of this approach is quite limited. The trouble is that most symmetries involved in
hadron physics are approximate ones, and the problem of determining how approximate
they are cannot be solved with this approach. This problem can also, and often, be
translated into a physically more precise one, namely, the problem of how to fix the scales
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of the matrix elements of the currents, which are associated with the approximate symmet-
ries and thus are subject to renormalization by the strong interaction. Conceptually, this
problem requires a clarification of the meaning and implications of the approximate
symmetries in physics.

In an attempt to solve this problem, both physically and conceptually, Gell-Mann
adopted another approach to express a symmetry in terms of Lie algebra, which consists
of the generators of the symmetry and is closed under the canonical commutation relations.

Historically, Gell-Mann’s approach marked a third phase of the use of commutators in
modern physics. In the first phase, the canonical, nonrelativistic commutator between the
position q and the momentum p � δ L/δ q, i[p, q] = (h/2πi)I was introduced by Heisenberg
in 1926, to express the condition for quantization. This commutator is independent of the
specific form of the Lagrangian L and can be used to derive useful interaction-independent
results such as the Thomas–Kuhn sum rule. The second phase was associated with
Thirring’s approach of expressing the microcausality in terms of the commutator of two
field operators, which should vanish for spacelike separations of their arguments. In form,
Gell-Mann’s way of defining symmetries in terms of commutator algebra resembles
Thirring’s commutator definition for causality, because both of them are adapted to
contemporary formulations of QFT. In spirit, however, Gell-Mann was closer to Heisen-
berg than to Thirring because the set of commutator algebra was designed to exhibit
interaction-independent relations in relativistic dynamics, which could be used to extract
physical information without solving the equations of the theory.

Mathematically, if there is a finite set of linearly independent operators Ri, and a
commutator of any two Ri is a linear combination of the Ri:

Ri tð Þ;Rj tð Þ
	 
 ¼ icijkRk tð Þ, (8.20)

then this system is called a Lie algebra. Physically, this abstract formula has its realization
in the isospin charge operators (cf. Equation (8.8) and subsequent discussion). With the
CVC hypothesis and isospin symmetry in mind, Gell-Mann suggested an SU(3) algebra in
(1962a), and an SU(3) � SU(3) chiral algebra in (1964b) which consisted of the charges of
the vector and axial vector current octets and the symmetry-breaking term u0 in the energy
density (see Equations 8.9–8.11),46 and thus initiated a big research program of current
algebra.

Conceptually, there were difficulties in understanding Gell-Mann’s program. First, the
vector bosons which were supposed to be coupled with the weak currents were absent in
that period, and thus the role of the currents was quite mysterious. Second, the currents
were supposed to be representations of the SU(3) � SU(3) symmetry. Yet most of its
subsymmetries, except the U(1) gauge symmetry, were badly broken. Thus there was
confusion as to what was the real meaning of these approximate symmetries.

Gell-Mann’s solutions to these difficulties were both radical and ingenious. First, he
considered the approximate higher symmetries in an abstract way and took currents as the
primary subjects for investigation. Thus the vector bosons, though helpful in visualizing
physical process, were not necessary. Second, the currents were characterized in terms of
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their ETC relations rather than the symmetries themselves. A subtle yet crucial difference
between these two ways of characterizing the currents is this. Formally, the ETC relations
depended only on the structure of the currents when regarded as functions of the canonical
field variables. If the symmetry-breaking terms in the Lagrangian involved no derivative
couplings, then independent of details, the currents would retain the original structure, and
the ETC relations would also remain unchanged. In this way, the vector and axial vector
currents, even under the breakdown of SU(3) symmetry for the strong interactions, would
still have octet transformation properties of SU(3) � SU(3) symmetry, not in the sense that
their charges are conserved, but in the sense that their charges satisfy the SU(3) ETC
relations. Thus a precise though abstract meaning was specified for the notion of approxi-
mate symmetries, in terms of ETC relations, which now can be regarded as an exact
property of the strong interactions.

Gell-Mann’s novel understanding of the approximate symmetry allows one to derive
from a broken symmetry exact relations among measurable quantities. These relations
help to fix the scales of the matrix elements of the currents and, especially, to connect
those of the axial currents with those of the vector currents. In addition, the hypothesis
of universality, concerning the strength of the leptonic and hadronic weak interactions,
also acquires a precise meaning. That is, the ETC relations for the total leptonic weak
current are the same as those for the total hadronic weak current. With the help of
algebraic relations involving u0, the deviation from equality, namely, the
renormalization effect, can also be calculated. Thus a workable research programme
was available for the physics community after Gell-Mann’s classic papers (1962a,
1964a, b) were published.

In this programme, the central subject is the processes involving pions, because the
matrix elements of pions in the chiral limit (mπ ! 0) can be calculated by a direct
application of the ETC relations, combined with the PCAC notion of pion pole dominance
for the divergence of the axial current. For example, the matrix elements of the process
(i ! f + π) are related, via the PCAC hypothesis and the reduction formula, to

f ∂μAα
μ

��� ���iD E
¼ iksμ f Aα

μ

��� ���iD E
: (8.21)

Similarly, processes involving two soft pions can be studied by analyzing the matrix
element

f jT∂μjαμ xð Þ∂vjbv 0ð Þji
D E

: (8.22)

In pulling out the differential operators, we obtain, in addition to a double divergence of a
matrix element of two currents, an equal-time commutator of the two currents, which turns
out to be crucial for calculation.

There was no rapid progress until 1965, when S. Fubini and G. Furlan suggested certain
techniques for pursuing this programme. Their central ideas were (i) inserting a complete
set of intermediate states into the matrix element of the commutator, (ii) separating out the
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one-nucleon contribution, and (iii) calculating in the infinite momentum frame. By using
essentially the same techniques, Adler and William Weisberger obtained, independently, a
sum rule expressing the axial form factor gA in terms of zero-mass π+ (π–)–proton
scattering total cross sections at center-of-mass energy W:

1� 1=g2A ¼ 4M2
N=g

2
rK

NNπ 0ð Þ2
h i

1=πð Þ
ðα
MNþMπ

W σþ0 Wð Þ � σ�0 Wð Þ	 

dW= W2 �M2

N

� �
:

(8.23)

This formula yields a prediction gAj j ¼ 1:21, which agrees remarkably with the experi-
mental data g exp

A � 1:23.
The influence of the Adler–Weisberger sum rule, which can also be interpreted as a low

energy theorem on pion–nucleon scattering, was enormous. It provided the most celebrated
test of the PCAC–current algebra programme, and thus established a paradigm case for the
programme. Its publication inaugurated the golden age, as Sam Treiman once put it, for the
programme. Within two years, it was followed by about 500 papers, which had successes
in low energy theorems and/or in high energy sum rules.

Among numerous successful applications, however, there were also outstanding fail-
ures. The most notable cases were: (i) the Sutherland–Veltman theorem of vanishing π0 !
2γ decay rate and (ii) the Callan–Gross sum rule (1969), which predicts that the longitu-
dinal cross section for total electroproduction of protons vanishes in the deep inelastic
limit. A thorough examination of these failures, with sophisticated concern about the
validity of some of the formal manipulations, led to a profound understanding, in the
context of current algebra and the PCAC hypothesis, of anomalous symmetry breaking.
This understanding indicates, convincingly, that formal manipulations without any resort
to the dynamics that underlies the algebraic relations are unreliable. It also shows that the
assumption that the ETC relations are independent of the details of the interactions is
simply wrong, thus undermining the whole research programme.

Before turning to this important development, however, some comments on the pro-
gramme are in order. The first concerns the perspective perceived when the programme
first appeared. Since the currents in this programme were supposed to be both the physical
weak and electromagnetic currents and the symmetry currents of the strong interaction, it
seemed possible to test the symmetry of the strong interaction with the weak and electro-
magnetic processes. As far as the flavor symmetry, which is an expression of mass
degeneracy, is concerned, this expectation was partially fulfilled.

The preliminary successes in this regard raised some higher expectations, concerning the
possible relation between current algebra and the Yang–Mills theory. For example, Gell-
Mann (1962a, 1964a, b, 1987) claimed that current algebra justified the flavor chiral SU(3)
� SU(3) symmetry as a symmetry of the strong interaction, that it would generate a gauge
group for a Yang–Mills theory of the strong interaction, and that at least the ETC relations
were a kind of precondition for the Yang–Mills theory. It turns out, however, that the flavor
symmetry is irrelevant to the construction of a strong-interaction theory of Yang–Mills type,
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although it does have some relevance to the low energy dynamics of the strong interaction.
It was also hoped (Bernstein, 1968) that the algebraic constraints of ETC-type would help
sort out dynamic models of currents. This hope has not been fulfilled either.

However, in leptonic physics, current algebra did play a heuristic role in advancing a
theory of Yang–Mills type. By connecting electromagnetic and weak currents with the
symmetry of the strong interaction, it helped introduce new quantum numbers, the weak
isospin and weak hypercharge, into leptonic physics. Since the weak and electromagnetic
currents associated with these quantum numbers were supposed to couple with vector
bosons, these conceptual constructions did help to construct an electroweak theory of
Yang–Mills type.

The second comment concerns the methodology. The PCAC–current algebra
programme deliberately ignored the dynamic details, thus simplifying the complicated
situation. It is this simplification that made possible the progress in understanding some
low energy aspects of the strong interaction, mainly pion physics, which are related to
the spontaneous breakdown of the flavor chiral symmetry in the strong interactions. Yet the
deficiencies of this method were soon revealed when investigations went deeper, and
the necessity for clarifying the dynamic basis of the programme was gradually realized
after 1967.

The clarification took two different directions. The first, initiated by Schwinger (1966,
1967) and Weinberg (1967a, 1968), was to develop a phenomenological approach to the
low energy strong interactions, so-called chiral dynamics, so that clues could be found on
how to go beyond the soft-pion limit. The idea was quite simple. If one constructed a
chirally invariant effective Lagrangian and calculated the lowest order graphs, then the
PCAC and ETC relations and their results would be reproduced.

Although both were committed to a phenomenological approach, significant differences
existed between Schwinger and Weinberg. In Schwinger’s phenomenological source
theory, the use of the coupling terms in the lowest order is justified by the very nature of
a numerical (i.e., nonoperator) effective Lagrangian. Schwinger also argued that as long as
the origin of symmetries remained obscure, the phenomenological approach was suitable.
For Weinberg, however, the reason for calculating only in lowest order was that to
reproduce the results of the PCAC–current algebra approach, the effects of loops were
already accounted for by the presence of the form factors fv and gA. As to the symmetry
aspect, Weinberg, in contrast with Schwinger, felt uneasy at using a symmetry on the
phenomenological level when he did not know how to derive it from a fundamental
Lagrangian. It is clear that Weinberg was less phenomenologically oriented than
Schwinger even when he was also engaged in developing a phenomenological approach.

Historically, the importance of the phenomenological approach lies not so much in its
applications to various low energy meson processes, which were often derivable from the
formal (nondynamic) approach, as in its function as a precursor of, and its heuristic value in
the development of, the effective field theory, which developed out of a totally different
context (see Section 11.5). This is especially so if we consider the fact that one of the
initiators of the latter programme was again Weinberg.
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The second direction for research in clarifying the dynamic basis of the PCAC–current
algebra approach was to develop a fundamental understanding of the subject. Activity in this
direction lasted for several years, and an accumulation of collective experience in this area
eventually led to a consequential awareness of anomalous symmetry breaking, which
radically changed the conceptual basis of QFT and our understanding of renormalization.
In Section 8.7, we shall give an account of activities up until 1969. Later developments,
which have revealed the richness of the notion of anomalous symmetry breaking, will be
examined in Sections 8.8 and 11.5.

8.7 Anomalies

The intensive investigations, in the second half of the 1960s, into the anomalous behavior of
local field theories were carried out along three closely related lines: (i) as a response to the
formal (independent of dynamical details) manipulations of ETC relations adopted by current
algebra, undertaken mainly by Johnson, Low, John Bell, and others; (ii) as a response to the
necessity of modifying PCAC relations, made mainly by Veltman, Sutherland, Bell, Roman
Jackiw, Adler, and others; and (iii) as part of a study of the renormalization of currents, made
mainly by Adler, William Bardeen, Kenneth Wilson, and others. These investigations firmly
established the existence of certain anomalous behavior of local field theories, delimited the
scope of validity of formal manipulations adopted by the PCAC–current algebra programme,
andmade it clear that the perturbation theory was the dynamical basis of the programme, thus
putting an end to the programme as an autonomous research47 framework, and paving the
way for physicists returning to the framework of local field theories with various exact and
broken symmetries, where renormalizability is the most urgent problem to be solved.

8.7.1 Anomalous Commutators

Serious doubt about the validity or consistency of current algebra, which was based on the
canonical ETC relations, was first cast by Johnson and Low in (1966). The root of the doubt
can be traced back to Goto and Imamura (1955) and Schwinger (1959), when current
algebra did not exist. It was known to Goto, Imamura, and Schwinger that in a relativistic
theory with positive metric and for a vector or axial vector current there must be extra terms
in the vacuum expectation of the commutators of V0 with Vj which involve space derivatives
of delta functions instead of canonical delta functions, later known as the Schwinger terms.

Schwinger’s observation was picked up by Johnson in a historically as well as conceptu-
ally important paper on the Thirring model (1961). In that paper, Johnson (i) attacked the
problem of how to define products of singular field operators (e.g., currents) at coincident
spacetime points and (ii) demonstrated that the products did not satisfy the canonical ETC
relations, owing to their singular nature and the necessity of regularization. In addition to
providing a point of departure for later work on the operator product expansions by Wilson
(1969, 1970b, c; see below), with the idea of fields having dynamic scale dimensions,
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Johnson’s paper is also historically important because of its extension of Schwinger’s
observation from the vacuum expectation to the operator (i.e., nonvacuum) structure of the
commutators of V0 with Vj. While the former was concerned only with kinematics, resulting
in constant subtractions, the latter deeply touched the dynamics of the local field theories.

With the advent and flourish of current algebra, the noncanonical behavior of the equal-
time commutators became a subject for intensive investigations,48 because of its implica-
tions for the consistency of current algebra. Among various investigations to appear in
1966, the most fruitful and most influential seems to have been the Johnson and Low
paper.49 Working in a renormalizable interacting quark model and helped by a technical
device, later known as the Bjorken–Johnson–Low (BJL) limit, by which the equal-time
commutators could be related to the high energy behavior of the known Green’s functions,
Johnson and Low calculated, to the lowest nonvanishing order in the meson–baryon
coupling, the matrix elements of the commutators between one meson and vacuum (or
one meson) for all sixteen Dirac covariants and an arbitrary internal group. With this
comprehensive examination, Johnson and Low convincingly demonstrated that in certain
cases in which the matrix elements of commutators were related to certain Feynman graphs
(such as triangle graphs; see below), the commutators clearly had finite extra terms. The
cause for the presence of these extra terms, as pointed out by Johnson and Low,50 is this.
Any local relativistic theory, no matter how convergent, must be singular enough that
regularization has to be introduced, which is essentially a limiting procedure. When a
calculation involves a worse than logarithmically divergent integral with two or more
limits to be taken, which are not legally interchangeable,51 there is a limiting ambiguity,
and the extra terms result from a careful treatment of this limiting ambiguity.

Stimulated by Johnson and Low’s paper, Bell (1967a) illustrated some aspects of the
anomalous commutators in the solvable Lee model, with a special emphasis on the cutoff
regularization. When the cutoff is finite, Bell suggested, the canonical commutators were
correct for zero-energy theorems, and only for sum rules involving infinite energy did the
anomalous commutators become significant.

Both Low (1967) and Bell suggested that the anomalous behavior of commutators would
occur in some high energy sum rules, yet only in an abstract way (Johnson and Low), or in
an unrealistic model (Bell). The discussion of anomalous commutators remained detached
from experiments until 1969, when Curt Callan and David Gross (1969) published their
derivation, based on canonical ETC relations proposed by James Bjorken (1966a, 1969), of
asymptotic sum rules for high energy longitudinal electro-production cross sections, which
was immediately challenged simultaneously by Jackiw and Preparata (1969), and by Adler
and Tung (1969), with an anomalous commutator argument of Johnson–Low type.

8.7.2 Modification of PCAC

Another line of investigation of anomalies had closer contact with experiments. As a matter
of historical fact, it was directly stimulated by the provocative discrepancies between the
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PCAC predictions and the observation of meson decays. In late 1966, Sutherland found
that the η ! 3π decay, in the case where one of the pions had vanishing four-momentum
(q = 0), would be forbidden if it were calculated with the assumptions of PCAC and current
algebra.52 This was in direct contradiction with experiment. Here PCAC was invoked in
two ways. First, the axial vector current was brought into the calculation by taking its
divergence as the interpolating pion field. Second, the calculated decay amplitude as a
function of q2 was continued from q2 = 0 to q2 ¼ m2

π . One possible explanation for the
experimental failure of PCAC suggested by Sutherland was that the continuation might be
illegal because of some unknown mechanism, such as the difference caused by the long-
range nature of the photon interaction as compared with the short-range W-meson inter-
action, both of which were assumed to be responsible for the decay. This suggestion
implies modifying PCAC in its second usage. Among investigations along this line we can
find the paper by Riazuddin and Sarker (1968).

Sutherland’s observation was generalized by Veltman (1967), to the effect that any
process containing a π0, such as π0 ! 2γ and ω ! π0γ, when calculated with PCAC and
current algebra, must be forbidden in the limit of zero π0 four-momentum.53 From this
observation Veltman concluded that the usual PCAC (Equation 8.14) was incorrect and
extra terms involving the gradient of the pion field had to be added, so that the observed
decays could be accounted for. Veltman’s suggestion implies modifying PCAC in its first
usage. The paper by Arnowitt, Friedman, and Nath (1968) was along this line, although the
forms of the extra terms suggested there were different from those by Veltman.

Deeply involved in the investigation of current algebra and PCAC, Bell was particularly
impressed by Veltman’s observation.54 After much work,55 Bell, collaborating with
Jackiw, published an interesting paper (1969). In this paper, they purported “to demon-
strate in a very simple example the unreliability of the formal manipulations common to
current algebra calculations.”56 They also tried “to provide a scheme in which things are
sufficiently well defined for the formal reasoning to be applicable to the explicit calcula-
tions,” namely, a scheme that “embodies simultaneously the ideas of PCAC and gauge
invariance.” The way Bell and Jackiw compromised these two seemingly contradictory
pursuits is intriguing and reveals how deep their study had touched upon the conceptual
predisposition of contemporary theoretical physics.

Bell and Jackiw noticed that the π0 ! 2γ decay considered in the σ model posed a
puzzle. On the one hand, the PCAC reasoning of the Veltman–Sutherland type implies that
the invariant amplitude for π0 ! 2γ, T(k2), vanishes when the off-mass-shell continuation
is made with a pion field that is the divergence of the axial vector current, that is, T(0) = 0.
This conclusion is in conflict both with experiment and with the old perturbative calcula-
tion by Steinberger (1949) of triangle graphs contributing to the process, which is in
excellent agreement with experiment.57 On the other hand, the explicit calculation of the
same process in the σ model, which has PCAC built in as an operator equation gives just
the same result as Steinberger’s. This is the puzzle that Bell and Jackiw confronted.

To reveal the origin of the puzzle, Bell and Jackiw went beyond the formal reasoning
and examined the details of the calculation. First, they found that the nonvanishing T(0)
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obtained in the σ model calculation came from a surface term, which was picked up when
variables in the linearly divergent integral of the triangle graphs were shifted. This extra
term was compatible with PCAC but violated gauge invariance. Here then is a clash
between PCAC and gauge invariance. Second, they followed Johnson and Low and argued
that the formal manipulations of the integrals of the relevant triangle graphs, though
respecting both PCAC and gauge invariance, might fail if the integrands did not converge
well. The resulting surface term violated gauge invariance and required regularization.
They stressed that the conventional Pauli–Villars regularization, though restoring gauge
invariance, spoiled PCAC. The clash between PCAC and gauge invariance appeared again.
Bell, in his letter to Adler dated September 2, 1968, remarked:

Our first observation is that the σ model interpreted in a conventional way just does not have PCAC.
This is already a resolution of the puzzle.58

However, a strong predisposition, which is deeply rooted in the symmetry worship widely
shared by many contemporary theoretical physicists and exhibited in the second motivation
of the paper we have just mentioned above, made Bell and Jackiw unhappy with this
resolution. They tried to solve the puzzle in a different way, dictated by their respect both
for PCAC and for gauge invariance.

In line with Bell’s previous argument (1967a, b) that the anomalies in commutators are
irrelevant and can be avoided by introducing regularization, Bell and Jackiw suggested a
new regularization which was dictated by PCAC. The crucial assumption here is that the
coupling constant g1 of the regulator field must vary with the mass of the field m1 in such a
way that m1=g1 ¼ m=g ¼ constant even when m1 goes to infinity and the anomalies caused
by the real and auxiliary fields cancel each other. Thus, instead of modifying PCAC, Bell
and Jackiw modified the regularization scheme in the σ model, so that the anomalies, along
with the clash between PCAC and gauge invariance, and the discrepancies between the
formal reasoning and explicit calculation, would be eliminated.

Unfortunately, the consistency of formal reasoning restored by Bell and Jackiw cannot
survive scrutiny. As pointed out by Adler (1969), the new regularization would make the
strong interactions in the σ model nonrenormalizable.59 The anomalies, as Adler pointed
out, were too deeply rooted in the theoretical structure of local field theories to be
removable by any artificial manipulations.

In spite of its uninspired motivation and untenable solution, the Bell–Jackiw paper did
hit on something important. Its importance lies both (i) in its relating the anomalies
appearing in the calculations of triangle graphs with the observable π0 ! 2γ decay, thus
raising enormous interest in, and drawing attention to, the anomalies among physicists and
(ii) in its tying the anomalies in with PCAC, thus pointing in the right direction for
understanding the nature of the anomalous behavior of local field theories. The real
importance of the paper, however, might not be appreciated as timely and properly had
there not been a paper by Adler (1969) that clarified the anomaly situation with a more
complete and more elegant formulation. In response to Bell and Jackiw’s resolution of the
PCAC puzzle, Adler, instead of modifying the σ model so as to restore PCAC, stayed
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within the conventional σ model and tried to systematize and exploit the PCAC break-
down, thus giving a reasonable account for the π0 ! 2γ decay. Yet this response, made in
an appendix to his paper, was only an application of his principal ideas reported in the text
of his paper (1969). The ideas were developed, independently of the Bell–Jackiw paper, in
his study of spinor electrodynamics, which was motivated by renormalization consider-
ations and carried out in a context quite different from the PCAC–current algebra
programme.60

8.7.3 Renormalization of Currents

Adler’s dynamic study of the renormalization of the axial vector vertex in QED itself was
an important step, taken by a theorist active in the PCAC–current algebra programme,
away from the programme, in which physical information embodied in the vertex form
factors was extracted through pure symmetry considerations without appeal to dynamics.
However, the hangover of the fascination with symmetry can still be easily detected. For
Adler, this study was of interest because it was connected with the γ5, invariance of
massless QED. Precisely because the study was carried out with a strong interest in its
bearing on symmetry, the clash discovered between the dynamical calculations and the
formal algebraic manipulations dictated by symmetry considerations was deliberately
exploited to reveal its significance for our understanding of the dynamical symmetries of
systems described by local field theories: Some symmetries exhibited in the Lagrangians
might disappear when radiation corrections represented by loop graphs were taken into
account, and extra (anomalous) terms might appear in the relevant calculations. Thus the
scope of validity of symmetry considerations is delimited by the presence or absence of the
breakdown of relevant symmetries, which is caused by particular processes of radiative
correction. Before exploring the implications of anomalies, however, let us first take a
closer look at the steps taken by Adler.

In his perturbative study, Adler found that in QED the axial vector vertex generally
satisfied the usual Ward identity except in the cases in which the integrals defining the
Feynman graphs were linearly divergent or worse, and thus the shift of integration
variables was dubious. An inspection shows that the only trouble cases in QED are those
involving the triangle graphs. Employing Rosenberg’s explicit expression for the triangle
graph (Rosenberg, 1963) and calculating it with the usual Pauli–Villars regularization,
Adler found that if the calculation was compatible with gauge invariance, then the axial
vector Ward identity failed in the case of the triangle graph, and an extra term appeared.61

The failure of the axial vector Ward identity in Adler’s formulation was the result of a
combination of two factors. The first is a special property of the triangle graph, i.e., its
linear divergence, which leads to an ambiguous expression for the graph. The second is the
constraint imposed by gauge invariance.

In perturbative theory, Ward identities are dictated by, and representations of, invari-
ances and/or partial invariances of the basic Lagrangians. Therefore the breakdown of the
axial vector Ward identity had already hinted at a kind of symmetry breaking. Yet Adler
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explicated the connection between his discovery of anomalies and symmetry breaking
more explicitly. Observing that the breakdown of the axial Ward identity occurred not only
for the basic triangle graph but also for any graph with the basic triangle graph as its
subgraph, Adler showed that the breakdown in the general case can be simply described by
replacing the usual axial vector current divergence

∂j5μ xð Þ=∂xμ ¼ 2im0j
5 xð Þ (8.24)

j5μ xð Þ ¼ ψ xð Þγμγ5ψ xð Þ, j5 xð Þ ¼ ψ xð Þγ5ψ xð Þ
� �

by ∂j5μ xð Þ=∂xμ ¼ 2im0j
5 xð Þ þ a0=4π : Fξσ xð ÞFτρ : εξστρ, ð8:25Þ

which Adler regarded as his principal result. Applying this result to the case of massless
QED, Adler demonstrated that the presence of the axial vector triangle graph provided a
special mechanism for breaking the γ5 invariance of the Lagrangian for massless QED.
The γ5 invariance is broken in this case simply because the axial vector current associated
with the γ5 transformation is no longer conserved owing to the extra term

α0=4π : Fξσ xð ÞFτρ : εξστρ.62
Applying to the Bell–Jackiw version of the σ model the same idea which leads to

Equation (8.25), Adler found that the same extra term also occurred at the right-hand side
of the PCAC relation. This entails that PCAC must be modified in a well-defined manner in
the presence of electromagnetic interactions. Adler’s modified PCAC relation gives a
prediction for the π0 ! 2γ decay (τ–1 = 9.7 eV),63 which is different from those given
by Sutherland, by Veltman, and by Bell and Jackiw, and is in good agreement with the
experimental value, τ�1

exp ¼ 7:35	 1:5ð ÞeV.
An essential though implicit assumption here is that the anomaly is an exact result, valid

to all orders and not renormalized by high-order radiative corrections. This assumption
follows in Adler’s analysis naturally from the fact that radiative corrections to the basic
triangle graph always involve axial vector loops with more than three vertices, which in the
case of QED are at worst superficially logarithmically divergent, and thus satisfy the
normal axial vector Ward identities. In response to the disagreement with this assumption
raised by Jackiw and Johnson (1969), Adler and Bardeen (1969) worked out the details of
the argument for this assumption. This resulted in a nonrenormalization theorem, which is
crucial for the anomaly cancellation conditions and for the consistency conditions posed by
Julius Wess and Bruno Zumino (1971) and by Gerard’t Hooft (1976a).64

As to the renormalization of the axial vector vertex, Adler noticed that the axial vector
divergence with the extra term included was not multiplicatively renormalizable, and this
significantly complicated the renormalization of the axial vector vertex, although the
complications that arise can be circumvented by arranging for anomalies from different
fermion species to cancel.65

The conceptual situation related to the anomalous behavior of local field theories was
greatly clarified with Adler’s criticism of Bell and Jackiw’s new regularization, which was
supposed to be able to help get rid of the anomalies. This criticism convincingly suggests
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that the triangle graph anomaly cannot be eliminated without spoiling gauge invariance,
unitarity, or renormalizability.66 With this argument, the triangle anomalies soon became
part of the established lore.

The Adler–Bell–Jackiw anomalies, first well established in an abelian theory, were soon
extended, by Gerstein and Jackiw (1969) and by Bardeen (1969), to the nonabelian cases.
This extension has a direct bearing on the construction of the standard model, which is
subject to the renormalizability constraint (see Section 11.1). While Gerstein and Jackiw
argued, in the case of SU(3) � SU(3) coupling, that the only graph other than the VVA
triangle graph that had an anomaly was the AAA graph, Bardeen claimed a more general
SU(3) anomaly structure. For neutral currents, it agreed with Gerstein and Jackiw’s
conclusion; for charged currents, anomalies also occurred in the VVVA and VAAA box
graphs and in VVVVA, VVAAA, and AAAAA pentagon graphs.

8.7.4 Operator Product Expansions at Short Distances (OPE)

The renormalization effects on currents were also attacked, almost simultaneously, by
Wilson (1969).67 Wilson’s framework, operator product expansions at short distances
(OPE) without involving Lagrangians, and his major concern, scale invariance rather than
γ5 invariance, were quite different from Adler’s and Bell–Jackiw’s. Yet, his analysis
pointed in the same direction for the understanding of the relationship between
renormalization and symmetry-breaking, with similar or even more significant conse-
quences for later conceptual developments.

Responding to the failure of current algebra in dealing with the short distance behavior
of currents, which was known to many since Johnson and Low’s work, Wilson tried to
develop a new language, OPE, which could give a more detailed picture of the short
distance behavior of currents in the strong interactions:

A xð ÞB xð Þ ¼
X

n
Cn x� yð ÞOn xð Þ: (8.26)

Here, A(x), B(x), and On(x) can be any local field operators (elementary fields, currents,
energy tensor, etc.); Cn(x – y), which involve powers of (x – y) and logarithms of (x – y)2

and may have singularities on the light cone, contain all the physical information about the
short distance behavior of currents.

OPE had its origin in detailed studies of renormalization in perturbation theory.68 Yet
now Wilson developed it on the new basis of broken scale invariance,69 which was utilized
to determine the singularity structure of Cn(x – y). The point of departure was Johnson’s
work on the Thirring model, in which (i) the canonical commutators were shown to be
destroyed by renormalization effects and (ii) the scale dimensions of fields were shown to
vary continuously with the coupling constant. Wilson made the generalization that these
two observations also held in the case of his OPE formulation for the strong interactions.
The deviation of the scale dimensions of currents from their noninteracting value, and
whose presence was one of the major points Wilson made and powerfully argued for in the
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paper, convincingly suggested a breakdown of scale invariance caused by the renormaliza-
tion effects. This suggestion was also supported by Johnson and Low’s observation,
appealed to by Wilson in the paper, that the canonical ETC relations would be destroyed
by noninvariant interactions.

One implication of Wilson’s analysis seems to be this. The scale invariance of the
strong interactions is broken, not by symmetry-breaking terms in the Lagrangian (there is
no such Lagrangian in Wilson’s scheme), nor by a noninvariant vacuum, but, like the
anomalous breakdown of γ5 invariance, only by some noninvariant interactions introduced
in the renormalization procedure. This implication was soon intensely explored by Wilson
himself (1970a–c, 1971a–c, 1972), and also by Callan (1970), Symanzik (1970), Callan,
Coleman, and Jackiw (1970), Coleman and Jackiw (1971), and others. The exploration
directly led to the revival of the idea of the renormalization group.

As we shall see in the next section, Wilson’s attitude toward the anomalous breakdown
of scale invariance was quite different from others’. This attitude seems to have its origin in
his 1969 paper. While acknowledging the existence of the scale anomaly, which was
reflected in the change of the scale dimension of the currents, Wilson insisted that all the
anomalies could be absorbed into the anomalous dimensions of the currents, so that the
scale invariance would persist in the asymptotic sense that the scaling law still held,
although only for currents with changed scale dimensions.

Wilson’s attitude seems to be attributable (i) in part to the influence upon his work of
that by Gell-Mann and Low on the scaling law of bare charge in QED (1954); (ii) in part to
that of the scaling hypothesis of Fisher, Widom, and Kadanoff in critical phenomena; and
(iii) in part to his ambitious attempt to divorce himself from perturbation theory. The first
two points gave him faith in the existence of scaling laws, or, to use later terminology, in
the existence of fixed points of the renormalization group; the last point made him unable
to analyze the scale anomaly in a thoroughly dynamical way. This and other aspects of the
scale anomaly will be the subject of the next section.

8.8 The Renormalization Group

The conceptual basis for the revival and reformulation of renormalization group equations
in the early 1970s was the idea of the scale anomaly, or the anomalous breakdown of scale
invariance. Historically, however, the idea of the scale dependence of physical parameters,
within the framework of QFT, appeared earlier than the idea of scale invariance, and
provided the context for a proper understanding of the scale invariance.

We can trace the early (or even the first) appearance of the idea of the scale dependence
of physical parameters to Dyson’s work on the smoothed interaction representation (1951).
In this representation, Dyson tried to separate the low frequency part of the interaction from
the high frequency part, which was thought to be ineffective except in producing renor-
malization effects. To achieve this objective, Dyson adopted the guidelines of the adiabatic
hypothesis and defined a smoothly varying charge for the electron and a smoothly varying
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interaction, with the help of a smoothly varying parameter g. He then argued that when g is
varied, some modification had to be made in the definition of the g-dependent interaction,
so that the effect caused by the change of the g-dependent charge could be compensated.

In line with this idea of Dyson’s, Landau and his collaborators developed a similar
concept of smeared out interaction in a series of influential papers (1954a–d, 1956). In
accordance with this concept, the magnitude of the interaction should be regarded not as a
constant, but as a function of the radius of interaction, which must fall off rapidly when the
momentum exceeds a critical value P � 1/a, where a is the range of the interaction. As a
decreases, all the physical results tend to finite limits. Correspondingly, the electron’s
charge must be regarded as an as yet unknown function of the radius of interaction. With
the help of this concept, Landau studied the short distance behavior of QED and obtained
some significant results, which have been mentioned in earlier sections. Both Dyson and
Landau had the idea that the parameter corresponding to the charge of the electron was
scale dependent. In addition, Dyson hinted, though only implicitly, that the physics of
QED should be scale independent. Landau, more explicitly, suggested that the interactions
of QED might be asymptotically scale invariant.

The term “renormalization group” made its first appearance in a paper by Stueckelberg
and Petermann (1953). In that paper they noticed that while the infinite part of the
counterterms introduced in the renormalization procedure was determined by the require-
ment of cancelling out the divergences, the finite part was changeable, depending on the
arbitrary choice of subtraction point. This arbitrariness, however, is physically irrelevant
because a different choice only leads to a different parameterization of the theory. They
observed that a transformation group could be defined which related different parameter-
izations of the theory, and they called it the “renormalization group.” They also pointed out
the possibility of introducing an infinitesimal operator and of constructing a differential
equation.

One year later, Gell-Mann and Low, in studying the short distance behavior of QED,
exploited the renormalization invariance more fruitfully (1954). First, they emphasized that
the measured charge e was a property of the very low momentum behavior of QED, and
that e could be replaced by any one of a family of parameters eλ, which was related to the
behavior of QED at an arbitrary momentum scale λ. When λ ! 0, eλ became the measured
charge e, and when λ! ∞, eλ became the bare charge e0. Second, they found that by virtue
of renormalizability, e2λ obeyed an equation: λ2de2λ=dλ

2 ¼ ψ e2λ ;m
2=λ2

� �
. When λ ! ∞, the

renormalization group function ψ became a function of e2λ alone, thus establishing a scaling
law for e2λ . Third, they argued that as a result of the equation, the bare charge e0 must have a
fixed value independent of the value of the measured charge e; this is the so-called Gell-
Mann–Low eigenvalue condition for the bare charge.

In the works of Stueckelberg and Petermann and of Gell-Mann and Low, Dyson’s
varying parameter g and Landau’s range of interaction were further specified as the sliding
renormalization scale, or subtraction point. With Gell-Mann and Low, the scale-dependent
character of parameters and the connection between parameters at different renormalization
scales were elaborated in terms of renormalization group transformations, and the
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scale-independent character of the physics was embodied in renormalization group
equations. However, these elaborations were not appreciated until much later, in the late
1960s and early 1970s, when a deeper understanding of the ideas of scale invariance
and renormalization group equations was gained, mainly through the researches of K. G.
Wilson, as a result of fruitful interactions between QFT and statistical physics.

The idea of the scale invariance of a theory is more complicated and very different from
the idea of the scale independence of the physics of a theory (as vaguely suggested by
Dyson), or the idea of the independence of the physics of a theory with respect to the
renormalization scale (as expressed by the renormalization group equations). The scale
invariance of a theory refers to its invariance under the group of scale transformations. The
latter are only defined for dynamical variables (the fields) but not for the dimensional
parameters, such as masses. Otherwise, a scale transformation would result in a different
physical theory. While the physics of a theory should be independent of the choice of the
renormalization scale, a theory may not be scale invariant if there is any dimensional
parameter.

In Gell-Mann and Low’s treatment of the short-distance behavior of QED, the theory is
not scale invariant when the electric charge is renormalized in terms of its value at very
large distances. The scale invariance would be expected in this case because the electron
mass can be neglected and there seems to be no other dimensional parameter appearing in
the theory. The reason for the unexpected failure of scale invariance is entirely due to the
necessity for charge renormalization: there is a singularity when the electron mass goes to
zero. However, when the electric charge is renormalized at a relevant energy scale, by
introducing a sliding renormalization scale to effectively suppress effectively irrelevant
low-energy degrees of freedom, there occurs an asymptotic scale invariance. This “asymp-
totic scale invariance” was expressed by Gell-Mann and Low in terms of a scaling law for
the effective charge. They also took it as the eigenvalue condition for the bare charge,
meaning that there is a fixed value for the bare charge, which is independent of the value of
the measured charge.

Although there was a suggestion by Johnson in the early 1960s that the Thirring model
might be scale invariant, the real advance in understanding the nature of scale invariance
was made in the mid-1960s, as a result of developments in statistical physics. Research in
this area was also stimulated by the discovery of field-theoretical anomalies in the study of
current algebra and in the short-distance expansion of products of quantum field operators.

Here an interaction between QFT and statistical mechanics, which can readily be
discerned in the shaping of Wilson’s ideas, played an important role in the development.
Conceptually, the interaction is very interesting, but also quite complicated. In 1965,
B. Widom in (1965a, b) proposed a scaling law for the equation of state near the critical
point, which generalized earlier results obtained by J. W. Essam and M. E. Fisher (1963)
and Fisher (1964), concerning the relations among the critical exponents. Wilson was
puzzled by Widom’s work because it lacked a theoretical justification. Wilson was familiar
with Gell-Mann and Low’s work. Moreover, he had just found a natural basis for the
renormalization group analysis, while working to develop a lattice field theory, by solving
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and eliminating one momentum scale for the problem (1965). Wilson realized that there
should be applications of Gell-Mann and Low’s idea to critical phenomena. One year later,
Leo Kadanoff (1966) derived Widom’s scaling law from the idea, which essentially
embodied the renormalization group transformation, that the critical point becomes a fixed
point for transformations on the scale-dependent parameters. Wilson quickly assimilated
Kadanoff’s idea and amalgamated it into his thinking about field theories and critical
phenomena, exploiting the concept of broken scale invariance.70

Wilson had also done some seminal work in 1964 (unpublished) on operator product
expansions (OPE), but had failed in the strong coupling domain. After thinking about the
implications of the scaling theory of Widom and Kadanoff when applied to QFT, and
having investigated the consequences of Johnson’s suggestion concerning the scale invari-
ance of the Thirring model (1961), and that of Mack’s concerning the scale invariance of
the strong interactions at short distances (1968), Wilson reformulated his theory of OPE
and based it on the new idea of scale invariance (1969). He found that QFT might be scale
invariant at short distances if the scale dimensions of the field operators, which were
defined by the requirement that the canonical commutation relations were scale invariant,
were treated as new degrees of freedom.71 These scale dimensions can be changed by the
interactions between the fields and can acquire anomalous values,72 which correspond to
the nontrivial exponents in critical phenomena.

The most important implications for the foundational transformations of QFT stemming
from the dramatic advances in statistical physics can be summarized with two concepts that
have been stressed by Wilson: (i) the statistical continuum limit of a local theory and (ii)
the fixed points of renormalization group transformations.

Concerning the first concept, Wilson noticed that systems described by statistical
physics and by QFT embodied various scales. If functions of a continuous variable,
such as the electric field defined on spacetime, are themselves independent variables
and are assumed to form a continuum, so that functional integrals and derivatives can
be defined, then one can define a statistical continuum limit that is characterized by the
absence of a characteristic scale. This means that fluctuations in all scales are coupled
to each other and make equal contributions to a process. In QED calculations, this
typically leads to logarithmic divergences. Thus renormalization is necessary for the
study of these systems. That this concept of the “statistical continuum limit” occupied a
central position in Wilson’s thinking on QFT in general, and on renormalization in
particular, is reflected in his claim that “the worst feature of the standard renormaliza-
tion procedure is that it gives no insight into the physics of the statistical continuum
limit” (1975).

The second concept is more complicated. As we have noticed, a varying parameter
characterizing the physics at various renormalization scales reflects the scale dependence
of the renormalization effects. The values of the parameter are related to each other by the
renormalization group transformations that are described by the renormalization group
equations. Since the late 1960s, it has become recognized that the scale invariance of any
quantum field theory is unavoidably broken anomalously because of the necessity of
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renormalization. A convincing argument for this statement is based on the concept of
“dimensional transmutation” and runs as follows.

The scale invariance of a theory is equivalent to the conservation of the scale current in
the theory. To define the scale current, a renormalization procedure is required, because, as
a product of two operators at the same point, the scale current implicitly contains an
ultraviolet singularity. However, even in a theory without any dimensional parameter, it is
still necessary to introduce a dimensional parameter as a subtraction point when renorma-
lizing, in order to avoid the infrared divergences and to define the coupling constant. This
necessity of introducing a dimensional parameter, called “dimensional transmutation” by
Sidney Coleman and E. Weinberg in (1973), breaks the scale invariance of the theory.
Precisely because of dimensional transmutation, the scale invariance in any renormalized
theory is unavoidably broken anomalously, though the effects of this breakdown can be
taken care of by the renormalization group equations.

In statistical physics, the renormalization group approach effects connections between
physics at different scale levels. By scaling out the irrelevant short-range correlations and
by locating stable infrared fixed points, it has made possible the conceptual unification
of various descriptions, such as those of elementary excitations (quasi-particles) and
collective ones (phonons, plasmons, spin waves), the explanation of the universality of
various critical behavior, and the calculation of order parameters and critical components.
In QFT, the same approach can be used to suppress the irrelevant low-energy degrees of
freedom, and to find out the stable ultraviolet fixed point. In both cases, the essence of the
approach, as Weinberg has indicated (1983), is to concentrate on the relevant degrees of
freedom for a particular problem,73 and the goal is to find fixed point solutions of the
renormalization group equations.

According to Wilson, the fixed point in QFT is just a generalization of Gell-Mann and
Low’s eigenvalue condition for the bare charge in QED.74 At the fixed point, a scaling law
holds, either in the Gell-Mann-Low–Wilson sense or in Bjorken’s sense, and the theory is
asymptotically scale invariant. The scale invariance is broken at nonfixed points, and the
breakdown can be traced by the renormalization group equations. Thus, with the more
sophisticated scale argument, the implication of Gell-Mann and Low’s original idea
becomes clearer. That is, the renormalization group equations can be used to study
properties of a field theory at various energy scales, especially at very high energy scales,
by following the variation of the effective parameters of the theory with changes in energy
scale, arising from the anomalous breakdown of scale invariance, in a quantitative way,
rather than qualitatively as suggested by Dyson or Landau.

It is clear that if the renormalization group equations of a given field theory possess a
stable ultraviolet fixed-point solution, then the high-energy behavior of the theory causes
no trouble, and the theory can be called, according to Weinberg, an “asymptotically safe
theory” (1978). An asymptotically safe theory may be a renormalizable theory if the fixed
point it possesses is the Gaussian fixed point.75 Weinberg, however, argued, and supported
his position with a concrete example of a five-dimensional scalar theory, that the concept of
“asymptotic safety” is more general than the concept of renormalizability, and thus can
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explain and even replace it (ibid.). There may in fact be cases in which theories are
asymptotically safe but not renormalizable in the usual sense, if they are associated with
a Wilson–Fisher fixed point.

The conceptual developments described in this section can be summarized as follows.
In systems with many scales that are coupled to each other and without a characteristic
scale, such as those described by QFT, the scale invariance is always anomalously broken
owing to the necessity of renormalization. This breakdown manifests itself in the anomal-
ous scale dimensions of fields in the framework of OPE, or in the variation of parameters at
different renormalization scales that is charted by the renormalization equations. If these
equations have no fixed-point solution, then the theory is not asymptotically scale invari-
ant, and thus is, rigorously speaking, not renormalizable.76 If, on the other hand, the
equations possess a fixed-point solution, then the theory is asymptotically scale invariant
and asymptotically safe. If the fixed point is Gaussian, then the theory is renormalizable.
But there may be some asymptotically safe theories that are nonrenormalizable if the fixed
point they possess is a Wilson–Fisher fixed point. With the occurrence of the more
fundamental guiding principle of asymptotic safety, which is one of the consequences of
the renormalization group approach, the fundamentality of the renormalizability principle
began to be seriously challenged (see Section 11.5).

8.9 Swings of the Pendulum

After a short period of fascination with the spectacular successes of the renormalizable
perturbation formulation of QED in the late 1940s and early 1950s, physicists gradually
moved away from the theoretical framework of QFT, mainly because of the failures of
QFT in addressing various problems outside the domain of electromagnetism. It is
interesting to note that the movement was preceded by a first swing from Heisenberg
and Pauli’s QFT in the late 1920s to Wheeler and Heisenberg’s SMT in the late 1930s and
early 1940s. But more interesting is the fact that the conversion of physicists to the
renormalized perturbative formulation of QFT in the late 1940s was going to be followed
by a second swing back to the framework of QFT, although this time the latter took the
form of gauge invariant theories.

As we have noted in previous sections, QFT was in a deep crisis in the 1950s. Aside
from a handful of physicists working on axiomatic field theory or speculating about
renormalizable nonabelian gauge theory, mainstream physicists were caught up by two
trends. In the realm of the strong interactions, the dominant ideas were those about
dispersion relations, Regge poles, and the bootstrap hypothesis, which were developed
by Chew and his collaborators into an anti-field-theoretical framework, the analytic
S-matrix theory. In the realm of weak and hadronic electromagnetic processes, as well as
their renormalization by the strong interactions, formal reasoning and algebraic manipula-
tions replaced field-theoretical investigations. In both cases, the field-theoretical frame-
work was discredited, if not abandoned completely.
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But the situation began to change from the mid-1960s. In the realm of the strong
interactions, with the discovery of more and more complicated singularity structures of
the S-matrix in the complex j plane in the 1960s,77 SMT gradually faded away. Those of
Chew’s followers who still pursued SMT became an isolated band of specialists, working
far from the mainstream of particle physics. By contrast, mainly because of the discovery
of the scaling law in deep inelastic scatterings by the experiments that were performed at
the Stanford Linear Accelerator Center in 1969, the quark-parton model of a free field
theory and, later, the more sophisticated quantum chromodynamics within the gauge
theoretical framework were increasingly popular as frameworks for hadronic physics.

In the realm of weak and electromagnetic processes, stimulated by the discovery of
anomalies, formal manipulations were replaced by field-theoretical investigations of their
dynamic foundations again. Furthermore, in the late 1960s, models for describing the weak
and electromagnetic processes in a unified way were proposed, within the framework of a
nonabelian gauge theory. With the proof, by Veltman and ’t Hooft of the renormalizability
of nonabelian gauge theories, a self-consistent unified field theory of the weak and
electromagnetic forces was available to particle physicists by 1972. All that remained to
be done was to obtain experimental evidence for the existence of the neutral currents
predicted by the theory. This appeared in 1973.

The experimental discoveries of the scaling law in the strong interactions and of the
neutral currents in the weak interactions made nonabelian gauge theories, within which
these discoveries were explained or predicted, extremely fashionable in the 1970s. What
had changed the general mood toward the gauge theory (and toward QFT in general) was
the proof of its renormalizability. The change in the general mood was so radical that
Landau’s devastating argument against QFT (though it might not challenge an asymptotic-
ally free Yang–Mills theory, namely, the likely vanishing of the renormalized charges) was
simply forgotten.

At a more fundamental level, it turns out in the theoretical developments since the mid-
1960s that various QFT models, with the exception of a few unrealistic ones, can only be
made renormalizable when they are gauge invariant. For this reason, the further develop-
ment of QFP as a consistent and successful research programme is almost entirely within
the framework of a gauge theory.

Notes

1 Note these relations derived in the second quantization scheme are different from the quantization
conditions which are defined for the dynamical observable quantities and their elevated
q-numbers (operators). See the discussions in Section 7.1.

2 Note that the field operator I refer to in the text is that in the Heisenberg picture, which has a
different physical interpretation from that of the interaction picture.

3 For the early W-meson theory, see Kemmer (1938) and Klein (1939). They encountered a
difficulty in explaining the π decay π ! μ + v. The modern versions of W-meson theory were
suggested by Schwinger (1957) and Glashow (1961) in their earlier attempts to unify
electromagnetism with weak interactions.

4 This, however, is controversial. See Weinberg (1983), Gell-Mann (1987).
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5 Some axiomatic field theorists later became known as constructive field theorists. Wightman
(1978) takes constructive quantum field theory as the offspring of axiomatic field theory, with
some difference between them. While the concern of axiomatic field theory is the general theory
of quantum fields, constructive field theory starts from specific Lagrangian models and constructs
solutions satisfying the requirements of the former. For the early development of axiomatic field
theory, see Jost (1965) and Streater and Wightman (1964); for constructive field theory, see Velo
and Wightman (1973).

6 This result was not generally accepted. Thus, Francis Low (1988) did not, and does not, believe
Landau’s proof, because it was based on a leading logarithmic approximation in a perturbative
approach, which he felt was not rigorous enough for a proof. John Polkinghorne (1989) held a
similar position. Gell-Mann (1987) also held such a position, and argued with Landau on
this point when he visited Moscow in 1956. Gell-Mann has also remarked: “Presumably, in
today’s language, Landau wanted to say that non-asymptotically free field theory was no
good” (ibid.).

7 The earliest research on this topic within the framework of QFT occurred in 1957–1958
(Nishijima, 1957, 1958; Haag, 1958; Zimmermann, 1958). The result was that there was no
difference between a composite particle and an elementary particle as far as the theory of
scattering was concerned. Then under increasing pressure from the S-matrix theory side, came
the conjecture of “Z = 0” as a criterion for the compositeness of particles, which was first
suggested and verified for the Lee model (Lee, 1954) by J. C. Houard and B. Jouvet (1960) and
M. T. Vaughn, R. Aaron, and R. D. Amado (1961). This topic was fashionable but only discussed
for some simplified model field theories. Further references can be found in Weinberg (1965a).

8 Kramers (1944) suggested the importance of analyticity; Kronig (1946) connected analyticity
with causality.

9 For a historical review, see Cushing (1986, 1990).
10 Judging from his talk at the Rochester conference, Gell-Mann seemed not to be a clear-cut field

theorist at that time. He finished his talk with the prospect that “maybe this approach [dispersion
programme] will throw some light on how to construct a new theory that is different [from the old
field theory], and which may have some chance of explaining the high energy phenomena which
field theory has no chance whatsoever to explain” (1956).

The claim that Gell-Mann’s Rochester talk was a strong impetus for the making of SMT is
justified by the following facts: (i) Mandelstam’s double dispersion relation (1958), which has
been generally acknowledged as a decisive step in the making of SMT, started with Gell-Mann’s
conjecture that dispersion relations might be able to replace field theory; (ii) Chew quoted Gell-
Mann’s Rochester remarks at the Geneva conference of 1958; (iii) in addition to various
contributions to the conceptual development of S-matrix theory, as we mentioned in the text,
Gell-Mann was also among the first physicists to recognize the importance of Regge’s work and
to endorse the bootstrap hypothesis. As Chew remarked in 1962, Gell-Mann “has for many years
exerted a major positive influence both on the subject [SMT] and on me; his enthusiasm and
sharp observations of the past few months have markedly accelerated the course of events as well
as my personal sense of excitement” (1962a).

However, Gell-Mann’s later position concerning the status of SMT was quite different from
Chew’s. For Chew, SMT was the only possible framework for understanding strong
interactions because QFT was hopeless in this regard. For Gell-Mann, however, the basic
framework was QFT, since all of the principles and properties of SMT were actually abstracted
from or suggested by QFT, and SMT itself could only be regarded as a way of specifying a field
theory, or an on-mass-shell field theory. Gell-Mann’s position on the relationship between SMT
and QFT was very much in the tradition of Feynman and Dyson, and of Lehmann, Symanzik, and
Zimmerman (1955), in which the S-matrix was thought to be derivable from field theory, or at
least not incompatible with the field-theoretical framework. But for Chew, the conflict between
QFT and SMT was irreconcilable because the notion of elementary particles assumed by QFT led
to a conflict with the notions of analyticity and the bootstrap.

11 In the dispersion relation for a partial wave amplitude, L. Castillejo, R. H. Dalitz, and Dyson
(CDD) found some additional fixed poles in the amplitude, so it could not be completely
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determined by the input partial-wave amplitude (1956). The CDD poles normally correspond to
input elementary particles, but, as discovered late in the 1960s, they can also emerge from the
inelastic cut (see Collins, 1977).

12 For a discussion on the relation between dispersion relations and analytic S-matrix theory, see
Chew (1989).

13 Blankenbecler, Cook, and Goldberger (1962).
14 Charap and Fubini (1959).
15 Chew and Frautschi (1961a, b).
16 In this case, s represents the momentum transfer squared in the t channel, in which the energy

squared is represented by t.
17 For a discussion about the ontological commitment of the S-matrix theory, see Capra (1979).
18 For Gell-Mann’s original motivation of Reggeizing elementary particles, see his (1989); for a

historical investigation of the Reggeization programme, see Cao (1991).
19 See Chew (1989) and Capra (1985).
20 Landau (1959). In (1960), R. E. Cutkosky gave a further rule for including the unitarity condition.
21 Thus there is a one–many correspondence between Landau graphs and Feynman graphs.
22 This is partly due to the shift of emphasis in SMT from objects (particles) to processes

(scatterings or reactions).
23 Stapp (1962a, b, 1965, 1968), Chandler (1968; with Stapp, 1969), Coster and Stapp (1969,

1970a, b), Iagolnitzer and Stapp (1969), and Olive (1964).
24 See Chew (1989) and Capra (1985).
25 The title of Chew’s APS talk (January 1962) was “S-matrix theory of strong interactions without

elementary particles” (1962b); the title of his talk at the Geneva conference (July 1962) was
“Strong interaction theory without elementary particles” (1962c).

26 Feynman expressed this principle in a talk given at the Aix-en-Provence conference on
elementary particles in 1961. See footnote 2 in Low’s paper (1962). This idea of Feynman’s was
widely quoted by Chew and Frautschi (1961a), Salam (1962a), and many other physicists in the
early 1960s.

27 Gell-Mann’s remarks in (1987, 1989), Low’s in (1988).
28 Chew and Mandelstam (1960), and Zachariasen and Zemach (1962).
29 See Cao (1991).
30 Capps (1963), Cutkosky (1963a–c), Abers, Zachariasen, and Zemach (1963), and Blankenbecler,

Coon, and Roy (1967).
31 Two years earlier, Blankenbecler, Cook, and Goldberger (1962) had tried to apply SMT to

photons. More discussions on this can be found in Cao (1991).
32 For proving the existence of a causal-field operator from pure SMT, see Lehmann, Symanzik, and

Zimmerman (1957); for reducing QFT to a limiting case of the dual model, see Neveu and Sherk
(1972); for regarding supergravity and super-Yang-Mills theories as limiting cases of
superstrings, see Green, Schwarz, and Witten (1987).

33 For deriving S-matrix elements from a field operator, see Lehmann, Symanzik, and Zimmerman
(1955); for deriving dispersion representation of quantum Green’s functions from the causality
requirement, see Nambu (1955).

34 A preliminary study of the Reggeization programme, a product of the conceptual interplay
between QFT and SMT, can be found in Cao (1991).

35 PCAC is an acronym for “partially conserved axial current.”
36 This extension presupposes that the axial vector part of the weak currents is also conserved.
37 fv(0) is defined by 2πð Þ3 p0jVμ 0ð Þjp� � ¼ iu 0ð Þγ4f v 0ð Þu 0ð Þδμ4, which is the limiting case of

Equation (8.2) when p = p’ ! 0.
38 A simple proof that the CVC hypothesis implies the nonrenormalization of fv(0) by the strong

interactions can be found in Coleman and Mandula (1967).
39 Define

Tþ ¼ Ð
dr Jv01 r; 0ð Þ þ iJv02 r; 0ð Þ� �

:
From the isotopic commutation relations we have Jvμþ ¼ Jvμ3; Tþ

h i
. Thus
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p0jpJvμþjp
D E

N
¼ p0 p JVμ3; Tþ

h i��� ���
p

� �
N

¼ p0jpJvμ3jp
D E

p
� p0jNJVμ3jp
D E

N

¼ p0jp jemμ jp
D E

p
� p0jNjemμ jp
D E

N
:

Here the property of T+ as an isotopic raising operator and jemμ ¼ jsμ þ jvμ ¼ Jvμ3

� �
are used. If

we define F1(q
2)+ = fv(q

2), F2(q
2)+ = fm(q

2), then Equation (8.6) follows from Equations (8.1)
and (8.2).

40 Note that unlike the gauge SU(3) symmetry (the color symmetry), the SU(3) symmetry (and its
subsymmetry SU(2)), popular in the early 1960s, was a global symmetry, later called the flavor
symmetry, and was a manifestation of the mass degeneracies, first of the three Sakatons (the
components of the nucleons suggested by Sakata in (1956)) (or proton and neutron in the case of
SU(2)), and then of quarks. In the massless limit, the SU(3) or SU(2) flavor symmetry becomes
SU(3)L � SU(3)R (SU(2)L � SU(2)R) chiral symmetry.

41 We shall not give all the complications involved in the definition of this commutation relation.
For the details, see Gell-Mann (1962a, 1964a, b).

42 gA(0) is defined, in a similar way to fv(0) (see Note 35), in the limiting case of Equation (8.3).
43 The bound state is produced through a mechanism similar to that in the theory of

superconductivity, which is responsible for the existence of the collective excitations of the
medium. See Brown and Cao (1991).

44 Another important application of the PC AC hypothesis is Adler’s rule relating the elastic
amplitude of π–Ν scattering and the radiative amplitude, where an extra massless (soft) pion is
emitted at zero energy. Yet this application involves more considerations of symmetry and is
equivalent to the early idea of ”chirality conservation” of Nambu and Lurié (1962), which was
derived from the exact γ5 invariance.

45 We differentiate approximate symmetries from broken symmetries. The former are broken at the
classical level, explicitly by a small noninvariant term in the Lagrangian. The latter refer, in
addition to explicitly broken symmetries, to symmetries which are spontaneously broken by the
noninvariant vacuum state while the Lagrangian is invariant, and also to symmetries which are
anomalously broken at the quantum level (see Sections 8.7 and 10.3).

46 When the charge algebra (Equations 8.8–8.11) was extended to the time–time ETC relations, the
formal reasoning was thought to be safe. Yet for the space–time commutators, the formal rule
had to be modified by some gradients of delta functions, the so-called Schwinger terms (see
Goto and Imamura, 1955; Schwinger, 1959). For the algebraic relations involving u0, see
Gell-Mann (1962a).

47 This statement is not true for Wilson (1969). More discussion on his ambitious ideas will be given
later in this and the next section.

48 Several works on the subject appeared almost simultaneously with Johnson and Low’s paper
(1966), Okubo (1966), Bucella, Veneziano, Gatto, and Okubo (1966), Hamprecht (1967), Bell
(1967a, b; with Berman, 1967), Polkinghorne (1967), Brandt and Orzalesi (1967).

49 The essential points of that paper were reported by F. Low in his talk “Consistency of current
algebras”, given at the then influential Eastern Theoretical Physics Conference held at Brown
University, Fall 1966, and published in (Feldman, 1967). In this talk, Low also emphasized that
“in practice [the ETC relation] is a sum rule,” and if the integral connected with the sum rule is
singular, “then anomalous behavior can occur.”

50 Also by Hamprecht (1967) and Polkinghorne (1967). It is most clearly analyzed by Adler and Wu
(1969). See below.

51 An equivalent statement of this condition, in the language of momentum space, is that the integral
variables cannot be legally shifted.

52 Current algebra was soon recognized to be irrelevant to the discrepancies discussed here
and below.

53 Later study showed that Sutherland’s conclusion about ω ! π0 involved some mistakes
and could be avoided even within the framework of PC AC and current algebra. See
Adler (1969).
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54 According to Veltman (1991), there were extensive discussions between Veltman and Bell after
Veltman’s talk given at the Royal Society Conference on November 2, 1966 (Veltman, 1967),
including telephone conversations and the exchange of letters. See also Jackiw (1991).

55 Bell (1967b; with Berman, 1967; with Van Royen, 1968; with Sutherland, 1968).
56 This statement is followed by references to the Johnson–Low paper and other relevant papers.
57 The same calculations on the triangle graphs were also performed by Fukuda and Miyamoto

(1949), and by Schwinger (1951), with different theoretical motivations. For a brief account of
the motivations, see Jackiw (1972).

58 I am grateful to Professor Stephen Adler for providing me with a copy of this letter and other
relevant materials.

59 However, as Bardeen pointed out (1985): “As the mass of this regulator fermion becomes large it
does not decouple but produces an effective ‘Wess–Zumino’-like effective action for the chiral
field, a mechanism which has recently been rediscovered through the more general study of
decoupling.”

60 Although Adler won his early reputation by his prominent contributions to the PCAC–current
algebra programme, he decided to do something different after he collaborated with Dashen and
finished editing an anthology on current algebra (1968). See Adler (1991).

61 Adler also noticed that because the integral was linearly divergent, its value was ambiguous and
depended on convention and the method of evaluation. A different result from what appeared in
the text of his paper could be obtained, which would satisfy the axial vector Ward identity but
violate gauge invariance. See Adler (1969), footnote 9.

62 Without invoking the triangle graph, Johnson (1963) noticed that in the unrealistic yet exactly
solvable Schwinger model (two-dimensional massless QED), the formal γ5 invariance of the
Lagrangian would be lost if the current was defined in a gauge-invariant way. The impossibility
of defining a gauge-invariant axial vector current first shown in this simple model was another
early example provided by Johnson of the failure of formal reasoning.

63 In extracting the experimental consequence, the smoothness for matrix elements of the naive
divergence operator was assumed. Yet the full divergence operator is not a smooth operator since
the extra term in Equation (8.25) is manifestly not smooth when its matrix elements vary off the
pion mass shell. Cf. Bardeen (1969) and Jackiw (1972). Thus, the PCAC in both of its usages is
modified in a well-defined way.

64 For the historical details relating to the nonrenormalization theorem, see Adler (1970); for its
theoretical implications, see Bardeen (1985).

65 This was historically the first appearance of the idea of anomaly cancellation, although the
context was not the gauge theory.

66 Unitarity can be saved if one is willing to take a definition of the measure for the path integrals
that spoils Lorentz invariance.

67 Unlike the axial vector currents treated by Adler and by Bell and Jackiw, the currents dealt with
by Wilson are the SU(3) � SU(3) currents, the most general ones appearing in the current algebra
analysis of physical processes.

68 Following this statement Wilson gives references to Valatin (1954a–d), Zimmermann (1958,
1967), Nishijima (1958), Haag (1958), and Brandt (1967). This statement is also substantiated by
Wilson’s drawing heavily on Johnson’s work (1961).

69 Regarding this concept, Wilson refers to his predecessors: Wess (1960) for free-field theories;
Johnson (1961) for the Thirring model; and Kastrup and Mack (in Mack, 1968) for strong
interactions. In addition, Wilson was also inspired by the scaling hypothesis then recently
developed by Essam and Fisher (1963), Fisher (1964), Widom (1965a, b), and Kadanoff (1966;
with collaborators, 1967) for dealing with critical phenomena in statistical mechanics. Cf. Wilson
(1969, 1983) and Section 8.8.

70 Wilson (1983) in his Nobel lecture vividly described how the progress in statistical physics in the
mid-1960s, especially the works of Widom and Kadanoff, had influenced his thinking in
theoretical physics.

71 (a) Wilson further corroborated his dynamical view of the scale dimension of field operators with
an analysis of the Thirring model (Wilson, 1970a) and the λφ4 theory (Wilson, 1970b).
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(b) Even the dimensions of spacetime have become new degrees of freedom since then, at least in
an instrumentalist sense. In statistical physics, the ε-expansion technique was introduced; in QFT
dimensional regularization. Both techniques are based on this new conception of spacetime
dimensions. While realistic field-theoretical models ultimately have to be four dimensional, and
only toy models can be two dimensional, in statistical physics, however, two-dimensional models
are of great relevance in the real world.

72 It is worth noting that there is an important difference between Wilson’s concept of the
asymptotic scale invariance of QFT at short distances and that of Bjorken (1969). While
Bjorken’s scaling hypothesis about the form factors in deep inelastic lepton–hadron scattering
suggests that the strong interactions seem to turn off at very short distances, Wilson’s formulation
of OPE re-establishes scale invariance only after absorbing the effects of interactions and
renormalization into the anomalous dimensions of fields and currents. But this is just another way
of expressing logarithmic corrections to the scale invariance of the theory. Thus, Bjorken’s
ideas were soon fitted into the framework of a nonabelian gauge theory (QCD) and re-expressed
as asymptotic freedom, while Wilson’s idea has found its applications in other areas
(cf. Section 10.2).

73 Weinberg (1983) also noticed that sometimes the relevance problem is more complicated than
simply choosing an appropriate energy scale and involves turning on collective degrees of
freedom (e.g. hadrons) and turning off the elementary ones (e.g. quarks and gluons).

74 Wilson further generalized Gell-Mann and Low’s result by introducing a generalized mass vertex
which breaks the scale invariance of the theory (1969). Callan (1970) and Symanzik (1970)
elaborated Wilson’s generalization and obtained an inhomogeneous equation, in which the
renormalization group function ψ was exact rather than asymptotic as in the case of Gell-Mann
and Low. When the inhomogeneous term was neglected, the Gell-Mann–Low equation was
recovered.

75 The Gaussian fixed point corresponds to a free massless field theory for which the field
distributions are Gaussians.

76 QED is regarded as perturbatively renormalizable only because the breakdown of perturbation
theory at ultra-relativistic energy, as pointed out by Gell-Mann and Low, is ignored.

77 Cf. P. D. B. Collins (1977).
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Part III

The Gauge Field Programme for
Fundamental Interactions

Physically, the notion of nonabelian gauge theory as a framework for describing funda-
mental interactions obtained impetus, in the early 1950s, from the observed charge inde-
pendence of the strong nuclear forces, although at the same time it was also constrained by
the short-range character of the same forces. Methodologically, it was driven by the desire
of having a universal principle to fix a unique form of couplings among many possibilities.
Conceptually and mathematically, however, it was well-prepared by Weyl’s work of 1929,
in which the idea of gauge invariance and the gauge principle for determining the form of
coupling were clearly expressed and formulated. Some physicists since the mid-1950s took
interest in the nonabelian gauge theory, in part because they thought it would be renorma-
lizable; but most of them soon abandoned it because there seemed no way to have a gauge-
invariant mechanism to account for the short-range character of the nuclear forces, which
dictates that the mediating gauge bosons must be massive rather than massless as the very
idea of gauge invariance dictates (Chapter 9).

The difficulty was properly addressed in the early 1960s by an ingenious construction of
mechanism, the so-called Englert–Brout–Higgs mechanism (Section 10.1); and then in the
early 1970s by the work on asymptotic freedom (Section 10.2). Other difficulties related
with the peculiarity of quantizing nonabelian gauge theories were analyzed and properly
dealt with by Feynman and others in the 1960s, which results were utilized by veltman and
’t Hooft in their successful proof of the renormalizability of nonabelian gauge theories
(Section 10.3), thus in the early 1970s a self-consistent framework was available to the
particle physics community.

Conceptually, the framework is very powerful in describing various fundamental
interactions in nature, and in exploring novel, global features of field theories that were
supposed to be local; these global features have direct bearings on our understanding
of the structure of the vacuum and the quantization of charges (Section 10.3). Thus
a new research programme in fundamental physics was initiated: the gauge field
programme (GFP).

According to GFP, all kinds of fundamental interactions can be characterized by gauge
potentials that were introduced in the framework of QFT to ensure (1) the recovery of the
covariance of the relevant theory when its symmetry is taken to be local rather than global
(rigid) and (2) the determination of the nature of relevant interactions (couplings) through
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the thereby defined notion of covariant derivatives (Section 9.1). The program acquired a
fresh appearance in the so-called standard model (Section 11.1). The success of the
standard model encouraged further extension of the programme. Great efforts were made,
but no success, either in unifying the electroweak forces with the strong forces nor in
gauging gravity following the same procedure used in the standard model of particle
physics, has been achieved. Thus the universality of the gauge principle remains to be
vindicated (Section 11.2). One promising development in this regard was the rise of the
background independent approach (that is radically different from the approach used in the
standard model based on a rigid background Minkowskian spacetime) to quantum gravity,
as is practiced in the loop school (quantum geometry and spin foam) (Section 11.3).

The vicissitudes of its empirical adequacy notwithstanding, the methodological impli-
cations of GFP are quite interesting. It is arguable that the notion of gauge potentials –

which make sense only within the framework of quantum theory, and whose mathematical
expression is connections in fiber bundles – provides a basis for a geometrical understand-
ing of QFT, and also for a quantum understanding of geometrical structures initially
responsible for gravity. This suggests that GFP, if its full potential can be realized,
embodies an ontological synthesis of QFP and GP (Section 11.4).

Since the late 1970s, however, GFP has failed to make conceptually impressive
progress: neither in terms of explaining or predicting new properties of elementary
particles nor in terms of solving the conceptual difficulties it faces (such as the three
generations of fermions and many parameters that can only be taken as empirical inputs
rather than theoretically derivable), some progress in the loop school of gauging gravity
notwithstanding. In part because of this stagnation, in part because of the changing
theoretical perspective, the conceptual development of 20th century field theories has
pointed in a new direction: effective field theory (Section 11.5).
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9

Gauge-Theoretical Origins and Tentative Steps

This chapter is devoted to examining the mathematical, physical, and speculative roots of
nonabelian gauge theory. The early attempts at applying this theoretical framework to
various physical processes will be reviewed, and the reasons for their failures explained.

9.1 Gauge Invariance and the Gauge Principle

The idea of gauge invariance, as we explained in Section 5.3, originated in Weyl’s attempt
to unify gravity and electromagnetism, based on a geometrical approach in four-
dimensional spacetime (1918a, b). Weyl’s idea was this: In addition to the requirement
of GTR that coordinate systems can only be defined locally, the scale, or standard of
length, should also be defined locally. Thus it is necessary to set up a separate unit of length
at every spacetime point. Weyl called such a system of unit standards a gauge system. In
Weyl’s view, a gauge system is as necessary for describing physical events as a coordinate
system. Since physical events are independent of our choice of descriptive framework,
Weyl maintained that gauge invariance, just like general covariance, must be satisfied by
any physical theory. However, Weyl’s original idea of scale invariance was soon aban-
doned because its physical implications appeared to contradict experience. For example, as
Einstein pointed out, position-dependent scales implied that a given atomic transition
would not have a definite frequency (see Section 5.3).

Despite its initial failure, Weyl’s idea of a local gauge symmetry survived, and acquired
new meaning with the emergence of quantum mechanics (QM). As is well known, when
classical electromagnetism is formulated in Hamiltonian form, the momentum Ρμ,
is replaced by the canonical momentum (Ρμ � eΑμ/c). This replacement is all that
is needed to build the electromagnetic interaction into the classical equations of motion,
that is, to fix the form of the electromagnetic interaction. The form of the canonical
momentum is motivated by Hamilton’s principle. The essential idea here is to obtain both
Maxwell’s equations and the equations of motion for charged particles from a single
physical principle. A key feature in QM is the replacement of the momentum Ρμ in
the classical Hamiltonian by an operator (�ih∂/∂xµ). So, as Vladimir Fock observed
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in 1927, QED could be straightforwardly derived from the canonical momentum operator –
ih(∂/∂xµ – ieAµ/hc), which is equivalent to the replacement of ordinary derivative (∂/∂xµ)
by the covariant derivative (∂/∂xµ – ieAµ/hc). Fritz London (1927) then pointed out the
similarity of Fock’s work to Weyl’s earlier work. Weyl’s idea of gauge invariance would
then be correct if his scaling factor ϕµ were replaced by (–ieAµ/hc). Thus instead of a scale
change (1 + ϕµ dxµ), we can consider a phase change [1 – (ie/hc)Aµ dxµ] � exp [– (ie/hc)Aµ

dxµ], which can be thought of as an imaginary scale change.
In his (1929), Weyl put all of these considerations together and explicitly formulated (1)

the transformation of the electromagnetic potential (as the gauge potential)

Aμ ! A
0
μ ¼ Aμ þ ∂μΛ (a gauge transformation of the second kind), (2) the associated phase

transformation of the wave function of a charged particle ψ! ψʹ = ψ exp (ieΛ/hc) (a gauge
transformation of the first kind), and (3) the gauge principle: the form of coupling is
determined by the covariant derivative defined in terms of the gauge potential.

Most significant in Weyl’s (1929) formulation was the realization that the phase of a
wave function could be a new local variable. Thus the previous objections to Weyl’s
original idea no longer applied because the phase was not directly involved in the
measurement of a spacetime quantity, such as the length of a vector. Thus in the absence
of an electromagnetic field, the amount of phase change could be assigned an arbitrary
constant value, since this would not affect any observable quantity. When an electromag-
netic field is present, a different choice of phase at each spacetime point can then easily be
accommodated by interpreting the potential Αμ as a connection that relates phases at
different points. A particular choice of phase function will not affect the equation of
motion since the change in the phase and the change in the potential cancel each other
exactly. In this way the apparent “arbitrariness” formerly ascribed to the potential is now
understood as the freedom to choose any value for the phase of a wave function without
affecting the equation. This is exactly what gauge invariance means.

The introduction of the potential Αμ in the gauge theoretical approach to QFT and its
key roles played therein (and also its interpretation as a connection in the geometrical
formulation of gauge theory) raises a serious question concerning its ontological status. Is
Αμ merely an auxiliary and fictitious device for getting to the field strength which is the
only physically real quantity and responsible for observable effects or should we take Αμ

itself as physically real? That the Αμ are indeed real was shown by the observation of the
Aharonov–Bohm effect (1959) by Chambers (1960). (More on the Aharonov–Bohm effect
in Section 10.4.)

In applying Weyl’s results to QFT, Pauli, in his influential review article (1941), pointed
out that while the invariance of a theory under the global phase change (a gauge
transformation of the first kind with Ʌ independent of its spacetime position) entails charge
conservation, the local gauge invariance (local in the sense that Ʌ is dependent on its
spacetime position) is related to the electromagnetic interaction and determines its form by
the replacement [∂/∂xµ ! (∂/∂xµ � ieAµ/hc)], the so-called minimal electromagnetic
coupling, the proto type of Weyl’s gauge principle.

238 Gauge-Theoretical Origins and Tentative Steps
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Three points are clear now. First, the correct interpretation of gauge invariance was not
possible without quantum mechanics. Second, there is a striking similarity in theoretical
structure between gauge theory and general relativity, i.e. the similarity between the
electromagnetic field, local phase functions, electromagnetic potential, and gauge invari-
ance, on the one hand, and the gravitational field, local tangent vectors, affine connection,
and general covariance, on the other.

Third, as Michael Friedman has pointed out (1983), the notion of invariance is different
from the notion of covariance. A theory is invariant under a transformation group if some
geometrical objects are invariant under the action of the group; a theory is covariant if,
under the action of a transformation group, the forms of the equations in the theory are
unchanged. Taking this distinction into consideration, the concept of gauge invariance in
many cases refers actually to gauge covariance, and the symmetry group involved in a
gauge theory is actually the covariance group, not the invariance group.1 It should be noted
that this remark applies throughout the rest of this volume. Frequently, invariance and
symmetry are used in the sense of covariance. For example, a theory is said to be
symmetrical, or invariant, under the transformations between different representations of
relevant observable degrees of freedom if the forms of the equations or laws in the theory
are unchanged under the action of the transformation group. But when we say that only
those quantities that are gauge invariant are physically observable, we are using the notion
of gauge invariance in its proper sense.

9.2 Speculations on Extending the Gauge Principle from the Abelian Phase
Symmetry to Nonabelian Cases

Historically, the first suggestion of what, in retrospect, we would consider a nonabelian
gauge theory was Klein’s (1939) largely unnoticed modification of the Kaluza–Klein theory
of dimensional reduction (see Section 5.3) to give a unified account of electromagnetism and
the nuclear force. In this pursuit, Klein stumbled upon what could be interpreted as the
nonabelian SU(2) gauge potential. But Klein used only the electromagnetic gauge principle
without knowing the possible SU(2) gauge invariance of his own theory. In fact, Klein
violated SU(2) gauge invariance by giving masses to the charged vector fields.

Systematic speculation in this direction, based on the observed charge-independence or
isospin invariance in nuclear interactions, started with Pauli in 1953. In a presentation
Abraham Pais suggested2 using isospin symmetry, which was treated globally, and baryon
number conservation to deal with nuclear interactions. In the following discussion, Pauli,
referring specifically to the interaction between mesons and nucleons, asked

whether the transformation group with constant phase can be amplified in a way analogous to the
gauge group for electromagnetic potentials in such a way that the meson-nucleon interaction is
connected with the amplified group. The main problem seems to be the incorporation of the coupling
constant into the group. (Quoted from Pais, 1986, p. 583)
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In his subsequent letters to Pais of The Institute for Advanced Study, Princeton, (July 25,
1953 and December 6, 1953; Pauli to Pais, letters [1614] and [1682] in Pauli, 1999) and his
two seminar lectures given at the Swiss Federal Institute of Technology (ETH) in Zurich in
the fall of 1953, Pauli generalized the Kaluza–Klein theory to a six-dimensional space,
which enabled him to introduce a nonabelian group for nongravitational interactions and
through dimensional reduction obtained the correct expressions for the field strengths and
other essentials of an SU(2) gauge theory.3

Pauli’s letter of July 25, 1953 to Pais4 and the note therein, titledWritten down July 22–25
1953, in order to see how it looks. Meson–Nucleon Interaction andDifferential Geometry, was
“written in order to drive you [Pais] further into the real virgin-country.”Certainly Pauli did not
have Pais alone in mind, because in the letter he also mentioned Res Jost, his favorite assistant
and Pais’s close friend, who was then at the Princeton Institute. In fact, the letter was circulated
among most talented theoretical physicists in the Institute; in addition to Pais and Jost, at least
two others saw the letter – their close friends: Freeman Dyson and Chen Ning Yang.5

Pauli’s aim in developing the mathematical structure of a nonabelian gauge theory was
to derive therefrom, rather than postulate arbitrarily, the nuclear forces of the meson
theory. He succeeded in the derivation but was frustrated by finding that

If one tries to formulate field equations. . .one will always obtain vector mesons with rest-mass zero.
One could try to get other meson fields – pseudoscalars with positive rest mass. . .But I feel that is too
artificial. (Pauli to Pais, December 6, 1953, letter [1682] in Pauli, 1953a)

Thus Pauli realized clearly that the most natural form for the meson–nucleon interactions
should be vectorlike, and he refrained from writing down a Lagrangian for the gauge fields
mainly because of the zero-mass problem.6 This explains why, whenYang reported his work
with Robert Mills on the same subject in a seminar at the Princeton Institute in late February
1954, Pauli interrupted Yang’s talk repeatedly with a question which obviously had
obsessed him: “What is the mass of this [gauge] field?” (Yang, 1983, p. 20) In a letter to
Yang shortly afterwards Pauli stressed again, “I was and still am disgusted and discouraged
of the vector field corresponding to particles with zero rest-mass” (Letter [1727] in Pauli,
1953b), because it is simply incompatible with the observed short-range nuclear forces.

This zero-mass problem so discouraged Pauli from taking nonabelian gauge theory
seriously as a framework for nuclear forces that he did not bother to publish his results.7

Others, however, who were attracted by the mathematical and conceptual elegance of the
idea, did publish their unsuccessful attempts to reconcile the two seemingly irreconcilable
sets of ideas: gauge invariance, zero mass of the gauge bosons, and renormalizability, on
the one hand, and massive gauge bosons for short-range nuclear forces, on the other.8 Thus
the impact of Pauli’s idea on particle physicists’ thinking was deep though sometimes
subtle. It set an agenda for others to pursue even when the ground for the pursuit was not
properly prepared.9 Thus it was not until the early 1970s that what were pursued,
regardless of their fecundity, were understandably to be transmuted into something else,
as we will see in the ensuing chapters. However, the paths to the transmuted would not be
broken in the first place without Pauli’s original agenda.
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Pauli did not publish his deliberations, but Yang and Mills published theirs. They
started their work in the summer of 1953, completed major work and reported on it in
February of 1954 through a talk at the IAS Princeton mentioned above, published a very
short summary in April (1954a) and submitted the completed work to the Physical Review
in June, where it appeared in October (1954b), and thus rendered the notion of a non-
abelian gauge theory known to the particle physics community and beyond. Their work
was motivated by two objectives. First, to find a principle enabling theorists to choose a
unique form from among the various proposed couplings between the many newly
discovered elementary particles (and the older ones as well). That principle, they proposed,
is Weyl’s gauge principle. Second, Yang and Mills wished to find the consequences of
assuming a law of conservation of isospin, since this was thought to be the strong
interaction analogue of electric charge.10 They introduced the isospin gauge potentials,
defined the corresponding field strengths, and derived the field equations from the Lagran-
gian density. They were of course aware of the zero-mass problem, and that the
renormalizability of their theory was also an open question. But different from Pauli, they
published their results in a regular journal. The publication was a historically important
event since it stimulated others to further explore the possibility of conceptualizing
interactions within the gauge-theoretical framework.

Slightly later than Pauli and Yang and Mills, but independently of them, Ronald Shaw
(1955) obtained the same results Yang and Mills obtained – field strengths and field
equations, etc. But Shaw’s motivation – generalizing Schwinger’s SO(2) electromagnetism
to SU(2) isospin invariance – was very different than Yang and Mills’s. He was thus led to
raise a possibility that could not be raised by Yang and Mills, namely, that one of the gauge
bosons might be identified with the photon.

Ryoyu Utiyama (1956), by postulating the local gauge invariance of systems under a
wider symmetry group (the general Lie group), proposed a more general rule for introdu-
cing, in a definite way, a new field that has a definite type of interaction with the original
fields. He thus formulated the broadest and most comprehensive framework for nonabelian
gauge theories. One of his most important results is his assertion that any “field carrying a
fundamental force must by those termed connection in mathematics, which are now called
gauge-potentials” (1987).

While Yang and Mills confined their attention to the internal symmetry, Utiyama’s
treatment extended to the external symmetry as well. Thus, according to Utiyama, the
gravitational field and gravitational interaction could also be incorporated into the general
framework of a gauge theory. Utiyama’s idea of gauging gravity was controversial11 but
also consequential (see Sections 9.3 and 11.2).

9.3 Early Attempts: 1957–1967

Schwinger (1957) proposed an SU(2) gauge theory in which the electromagnetic and weak
interactions were accounted for in a unified way: the neutral vector gauge boson (photon),
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which was supposed to be coupled to the electromagnetic current, and the charged vector
gauge bosons (W�), which were supposed to be coupled to the conserved weak currents,
formed a triplet of the symmetry group SU(2). The huge mass splitting between the
massless photon and massive W� bosons in the triplet was explained away by introducing
an auxiliary scalar field. Schwinger’s idea was picked up by Bludman (1958), Salam and
Ward (1959), and Sheldon Glashow (1961). Later, it was also elaborated by Salam and
Ward (1964), Weinberg (1967b), and Salam (1968).

Bludman’s work is significant in three respects. First, he extended the isotopic sym-
metry to the chiral SU(2) symmetry so that parity nonconservation in the weak interaction
could be accounted for. As a bonus of this move, he became the first physicist to suggest a
“charge-retention Fermi interaction,” later to be described as a neutral current, in addition
to the traditional charge-exchange interactions. Second, he accepted Schwinger’s idea that
leptons, like hadrons in the strong interactions, should carry weak isospin in the weak
decays, and, to effect this idea, assigned the known leptons to a doublet representation of
the chiral SU(2) group. This assignment was inherited by later investigators and became
part of the structure in the standard model. Third, he suggested that the charged and neutral
vector bosons should be described by massive nonabelian gauge fields, which opened up a
new field of investigation. Bludman also observed that the charged vector bosons had
singular nonrenormalizable electromagnetic interactions. This observation provoked inten-
sive research on the renormalizability of gauge theories with charged gauge bosons.12

Glashow (1961) followed Schwinger’s step in pursuit of a unification of weak and
electromagnetic interactions. He argued, however, that within the SU(2) group structure it
was impossible to describe the parity-conserving electromagnetic current and the parity-
violating weak currents in a unified way. Therefore he extended Bludman’s work, in which
the SU(2) symmetry was responsible only for the weak interactions, to include
electromagnetism by introducing an Abelian group U(1) in addition to SU(2). Thus, the
underlying group structure was SU(2) � U(1), and the resulting Lagrangian for
the interactions of leptons had four vector bosons: two charged bosons, W� , coupled to
the charged weak currents, one W0 boson coupled to the neutral weak current, and a
photon coupled to the electromagnetic current. Glashow also introduced a photon–W0

mixing angle, later to be called the Weinberg angle. Esthetically, Glashow’s model was
appealing. Phenomenologically, it turned out to be the best model for unifying the
electromagnetic and weak interactions, being strongly supported by experiments. Never-
theless, the two basic theoretical difficulties of nonabelian gauge theories, namely, how to
have a massive gauge boson without destroying gauge invariance and the doubtful
renormalizability of such theories, remained. In 1964, the first of these difficulties was
removed by the construction of the Englert–Brout–Higgs mechanism (see Section 10.1),
which was incorporated into the models proposed by Weinberg (1967b) and by Salam
(1968). Yet the other fundamental difficulty confronting nonabelian gauge theories, proof
of their renormalizability, seemed unapproachable. Weinberg speculated that his model
would be renormalizable because of gauge invariance. Yet for reasons that will be clear in
Section 10.3, this speculation was technically untenable and conceptually empty.
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In 1960, Sakurai proposed a nonabelian gauge theory of the strong interactions which
drew wide attention. With this work Sakurai was the first theorist to go beyond merely
speculating on the consequences of the gauge principle for the strong interactions and
explore a detailed physical model. He proposed that the strong interactions are mediated by
five massive vector gauge bosons, which are associated with the gauge group SU(2) � U
(1) � U(1), and thus are coupled with three conserved vector currents: the isospin current,
the hypercharge current, and the baryonic current.

Well aware of the zero-mass difficulty, Sakurai looked for a dynamical mechanism to
produce mass. One possibility, he suggested, was that the mass arose from the self-
interaction of the gauge bosons. “It might not be entirely ridiculous to entertain the hope
that an effective mass term which seems to violate our gauge principle may arise out of the
fundamental Lagrangians which strictly satisfy our gauge principle” (1960). This sentence
anticipates Nambu’s work (Nambu and Jona-Lasinio, 1961a, b) on spontaneous symmetry
breaking13 and Schwinger’s work (1962a, b) on dynamic generation of gauge bosons
(more on these in Section 10.1). The anticipation was a bold step. In a footnote to his paper,
Sakurai recorded that “this point [about generating the mass from the Lagrangian] has been
criticized rather severely by Dr. R. E. Behrends, Professor R. Oppenheimer, and Professor
A. Pais” (ibid.). More interesting still is another footnote:

Several critics of our theory have suggested that, since we are not likely to succeed in solving the
mass problem, we might as well take [the equations] with massive B fields as the starting point of the
theory, forgetting about the possible connection with the gauge principle. This attitude is satisfactory
for all practical purposes. However, the author believes that in any theory efforts should be made to
justify the fundamental couplings on a priori theoretical grounds.

(Ibid.)

Among those critics was Gell-Mann. Gell-Mann himself, at first, was attracted by the
nonabelian gauge theory, and tried to find a “soft-mass” mechanism that would allow the
supposed “renormalizability” of the massless theory to persist in it. He failed. As he later
recalled (1987), Gell-Mann lost interest in the nonabelian gauge theory in the early 1960s,
and even persuaded other committed gauge theorists, including Sakurai, to abandon the
gauge principle in strong interactions, and to adopt instead the “vector meson dominance”
model, a more “practical” alternative. Gell-Mann’s early fascination with the gauge theory,
however, was not without consequences. Theoretically, his current algebra was regarded as
conceivable only within the framework of a gauge theory, in which vector (and/or axial
vector) bosons were coupled with vector (and/or axial vector) currents of fermions; the
commutation rules were taken to be the consequence of the symmetry of a gauge-invariant
theory; then by taking away the bosons (because of failing to solve the gauge boson mass
problem), what was left were currents satisfying satisfying current commutation rules.14

The logical connection between current algebra and the gauge theory was keenly perceived
and fruitfully exploited by some physicists in the mid-1960s, when current algebra achieved its
remarkable successes – among which the most spectacular was the success of the Adler–
Weisberger relation. For example, Martinus Veltman (1966) succeeded in deriving the
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Adler–Weisberger relation and other consequences of the current algebra and PCAC pro-
gramme by a set of equations, which he called divergence equations. In the divergence
equations, the equations of the current algebra and PCAC programme were extended to include
higher-order weak and electromagnetic effects, by means of the replacement of ∂µ by (∂µ –Wµ

�), whereWµ denoted a vector boson. Responding to Veltman’s work, Bell (1967b) presented a
formal derivation of the divergence equations from the consideration of gauge transformations,
thus making it clear, at least to some field-theory-oriented physicists like Veltman, that the
successes of the current algebra and PCAC programme must be a consequence of gauge
invariance. Perceiving the logical connection between current algebra and the gauge theory this
way, Veltman (1968b) mistook the success of the Adler–Weisberger relation as evidence for the
renormalizability of nonabelian gauge theories, with a hidden assumption that only renormaliz-
able theories could successfully describewhat happens in nature.Aswe shall see inSection 10.3,
Veltman’s confidence in the renormalizability of the gauge theory was consequential.

Along with electromagnetism and nuclear forces, another line of application of the
gauge principle initiated by Utiyama in his (1956) was to gravity.15 By gauging the
Lorentz group SO(1,3) Utiyama claimed that he had derived general relativity. Although
his proposal to interpret general relativity as a gauge theory was suggestive and stimulat-
ing, his derivation was in fact incorrect: the conserved current linked to the Lorentz group
is the antisymmetrical angular momentum current rather than the conserved symmetrical
energy-momentum current that is the source of gravity in general relativity.

Utiyama’s work was generalized (and also criticized) by T. W. B. Kibble (1961). Kibble
gauged not the Lorentz group SO(1,3) but the Poincare group P(1,3), the semi-direct
product of the translation group T(4) and the Lorentz group SO(1,3), and derived
“a variant of general relativity which was originally proposed by Elie Cartan, which
instead of a pure Riemannian space-time uses a space-time with torsion. In general
relativity, curvature is sourced by energy and momentum. In the Poincare gauge group
theory, in its basic version, additionally torsion is sourced by spin.”

By gauging the external Poincare group, Kibble obtained a structure of spacetime – the
Rienmann–Cartan geometry of spacetime – that is richer than the Rienmannian geometry
Einstein’s general relativity initially associated with. Kibble thus convincingly revealed the
fecundity of the gauge principle. It is fair to say that Utiyama and Kibble started a new
research tradition in understanding the nature and structure of spacetime, which has borne
fruitfully on ensuing activities in the study of quantum gravity.

Suggestive and stimulating as it was, the nonabelian gauge theory in its early stage left
many foundational questions unsolved. Most glaring among them was the zero-mass
problem. But there were also others, equally fundamental, not properly addressed, such
as how to quantize and renormalize the nonabelian gauge theory.

Notes

1 Friedman also defined the symmetry group of a theory as the covariance group of the
standard formulation, which is a system of differential equations for the dynamic objects (of the
theory) alone. Since in gauge theory all objects are dynamic, the symmetry group and the
covariance group are degenerate.
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2 It was made at the Lorentz-Kamerlingh Onnes centenary Conference in Leiden, June 22–27,
1953. For the details, see Pais (1986), pp. 583–587. I am grateful to Professor Peter
Minkowski who made additional relevant materials available to me in October 2005 and then
helped me to interview Professor Norbert Straumann, a disciple of Pauli’s former assistant Res
Jost, in July 2006; to Professor Norbert Straumann for interviews and relevant materials; and also
to Professor Freeman Dyson for email exchanges and materials. See also Paolo Gulmanelli
(1954), Straumann (2000); Dyson’s letter to Res Jost (October 10, 1983), unpublished, but both
Straumann and I received a copy from Dyson.

3 The major ideas and technical details were given in the note attached to his first letter to Pais,
additional details were reported in Gulmanelli (1954).

4 This was preceded by another letter dated July 3, 1953, in which Pauli mentioned a possible
answer in terms of a generalized Kaluza–Klein theory. See Pais (1986), p. 584.

5 Yang stated in his (1983): “He had written in German a rough outline of some thoughts, which he
had sent to A. Pais. Years later F. J. Dyson translated this outline into English” (p. 20). In his
letter to Jost (1983), Dyson stated: “As you can see, on page 11 there are a few words in German.
The rest was written by Pauli in English. Thus the statement on page 20 of Frank Yang’s
Selected Papers that the original was in German is incorrect. I do not have any record of the date
of my handwritten copy, but it was probably done in 1953.”

6 The reason for the masslessness of gauge bosons is as follows. To obtain the correct equation
of motion for the vector gauge field from the Euler–Lagrange equations, the mass of the
potential must be introduced into the Lagrangian through a term of the form m2AμΑ

μ. The term is
clearly not gauge invariant because the extra terms that arise from the transformation of the
potential are not canceled by the transformation of the wave function of the fermion. Thus the
gauge fields are required to be massless in any gauge invariant theory. This is an inescapable
consequence of local gauge invariance.

7 This is another manifestation of Pauli’s behavioral pattern. Compare this with Pauli’s another
famous nonpublication of his ingenious idea, namely, his idea of neutrino suggested in 1930
(see Brown, 1978).

8 See, for example, Schwinger (1957), Bludman (1958), Salam and Ward (1959), Glashow (1959),
Salam (1960), Kamefuchi (1960), Komar and Salam (1960), Umezawa and Kamefuchi (1961).

9 Sakurai (1960). Note that at the level of hadrons, there is simply no gauge invariance. Only
when physicists’ exploration penetrated into the next layer, was fertile ground for pursuing
Pauli’s idea found.

10 Cf. C. N. Yang (1977, 1983).
11 See, for example, the debate between T. W. B. Kibble (1961) and Y. M. Cho (1975, 1976).

For more about the external gauge symmetry, see also Hehl et al. (1976), Carmeli (1976, 1977),
and Nissani (1984).

12 See, for example, Glashow (1959), Salam and Ward (1959), Salam (1960), Kamefuchi (1960),
Komar and Salam (1960), Umezawa and Kamefuchi (1961), and many other papers.

13 Sakurai’s paper (1960) was submitted for publication before the papers on spontaneous
breakdown of symmetry by Nambu and Jona-Lasinio (1961a, b) and by Goldstone (1961).
There will be more discussion on the spontaneous breakdown of symmetry in Section 10.1.

14 Although what was misconceived as gauge symmetry (the SU(3) symmetry) later on turned out to
be the global flavor symmetry.

15 Some definitions may be helpful: A symmetry is global if its representation is the same at
every spacetime point and local if it is different from point to point. Thus Lorentz or Poincare
symmetry is a global symmetry, and general coordinate transformation symmetry is a local one.
Further, symmetry is external if the relevant observable degree of freedom is spatiotemporal in
nature, and internal otherwise. Thus Lorentz or Poincare symmetry is an external symmetry,
but the phase symmetry in quantum electrodynamics is an internal one.
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10

The Formation of the Conceptual Foundations of
Gauge Field Theories

For a gauge invariant system of quantum fields to be a self-consistent framework for
describing various interactions, mechanisms responsible for short-range interactions must
be found (Sections 10.1 and 10.2), and its renormalizability be proven (Section 10.3). In
addition, nonabelian gauge theories exhibit some novel features, which have suggested
certain interpretations concerning the structure of the vacuum state and the conditions for
the quantization of physical parameters such as electric charge. Thus, a new question,
which had not appeared in the investigations of Abelian-gauge-invariant QED or of other,
nongauge-invariant, local field theories, has posed itself with some urgency, and in recent
years become a favorite research topic among a sizable portion of mathematics-oriented
physicists. This is the question of the global features of nonabelian gauge field theories
(Section 10.4). Thus this chapter reviews the formation of the conceptual foundations of
gauge theories, both as a theoretical framework and as a research programme, and points to
some questions that remain to be addressed by future investigators.

10.1 Mechanisms for Short-Range Interactions:
I. The Englert–Brout–Higgs Mechanism

The zero-mass difficulty that discouraged Pauli and prevented the successful application of
nonabelian gauge theories to particle physics was obviated by the Englert–Brout–Higgs
mechanism which emerged from three lines of investigation in the mid-1960s: (1) broken
symmetry manifested in a degenerate vacuum, (2) scalar field theory with a broken
symmetry solution, and (3) mechanism rendering gauge bosons massive.

10.1.1 Broken Symmetry Manifested in a Degenerate Vacuum

Beginning in the mid-1950s, particle physicists increasingly recognized the desirability of a
proper understanding of broken symmetry. This is evident in such developments as PCAC
(partial conservation of axial current, an assumption first adopted in the current-current picture
of the weak interactions), the gauge theories proposed by Jun Sakurai and Sheldon Glashow,
and in SU(3) flavor symmetry and current algebra.More pertinent to our concerns, however, is
an observation, made by Abraham Pais as early as 1953, that the known interactions (strong,
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electromagnetic, and weak) form a hierarchy of regressively less symmetry as well as regres-
sively less strength. This notion of a hierarchy of interactions and their associated symmetries
was suggestive for Werner Heisenberg’s (1958) nonlinear unified field theory. The very idea
of such a unified theory included the derivation of diverse phenomena in various types of
interaction possessing various symmetries from the equations of the underlying field, equa-
tions that possess a higher symmetry than the symmetry displayed by phenomena themselves.
That is, unless the symmetry of the underlying theory is, one way or the other, broken, the
theory would not be able to describe phenomena possessing lower symmetries.

Conventionally, the network of ideas central to understanding the broken symmetry
solution of an underlying field theory is called spontaneous symmetry breaking (SSB).1

Because such is the convention, we will follow that convention in the following exposition.
However, it is important to emphasize here at the outset that this appellation is a misnomer.
As we will see, symmetry is never broken spontaneously; it is always broken by some
physical mechanism. Asymmetrical states arise only because some particular, identifiable
dynamical process renders them energetically more favorable than states possessing all the
symmetry of the underlying theory.

The idea that certain systems of quantum fields may show SSB was clearly explored from
the late 1950s, first by Nambu on his own (1959), and then with his collaborator G. Jona-
Lasinio (1961a, b), and then by Jeffrey Goldstone (1961) and some others. For this reason,
many physicists tend to believe that SSB made its first appearance around 1960 in the writings
of the above authors.Yet, in fact, the idea of SSB ismuch older than particle physics.Moreover,
its rediscovery and integration into the scheme of gauge theories around 1960 resulted from
particle physicists borrowing novel ideas developed in condensed matter physics.

Early Ideas of SSB

The modern realization of the importance of symmetry in physics began with Marius
Sophus Lie (with Engel, 1893) and Pierre Curie (1894). While Lie was concerned
primarily with the symmetry of the laws of nature (i.e., the equations), Curie was interested
in the symmetry of the physical state (i.e., the solutions of the equations).2 Curie did not
have the modern idea of SSB, but he knew that for certain phenomena to occur, “it is
necessary that some symmetry elements be missing,” and even asserted that “asymmetry is
what creates phenomena” (ibid.). Classical examples of SSB are many; some of them were
known even before Curie’s paper of 1894.3 A common feature of these examples of SSB is
that they occur in nonlinear systems that have bifurcation points for some critical value of a
parameter, such as the Reynolds number in hydrodynamics, or the square of the angular
momentum in the problem of a rotating self-gravitating fluid.

Poincaré (1902), in discussing, within the context of statistical thermodynamics, how
microscopic phenomena obeying Newton’s time-reversible laws can lead to apparently
irreversible macroscopic phenomena, pointed out, at a deeper level, another aspect of SSB:
The system must consist of many elements. Thus, although the ergodic theorem requires
the system to return over time arbitrarily close to its initial state, in actual large physical
systems the “Poincaré cycle” time is unrealizably long.
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Heisenberg’s paper on ferromagnetism (1928) offered a now classic illustration of SSB
in quantum theory. He assumed an obviously symmetric form for the interaction energy of
a pair of electron spins, namely,

Hjj ¼ JijSi � Sj,
(where Si and Sj are spin operators of atoms on neighboring lattice sites of a ferromagnet).
However, the invariance under the SU(2) spin rotation group is destroyed by a magnetic
perturbation, leading to a ground state with all spins aligned in the same direction. This
state is describable by a macroscopic parameter Sh i, the magnetization. Although there are
an infinite number of directions along which this alignment can occur, and all possess
identical energy, the system under consideration is so large that neither quantum nor
thermal fluctuations can cause a transition to a different ground state in any conceivable
finite time. Thus the SSB phenomenon associated with a ferromagnet can be understood in
terms of a “large-number argument,” and be characterized by the nonzero value of a
macroscopic parameter, namely the magnetization Sh i.4

Landau (1937) generalized the idea of a nonvanishing macroscopic symmetry-breaking
parameter, in connection with his theory of phase transitions and applied this in the theory
of superconductivity he worked out with V. L. Ginzburg (1950). Landau’s work put SSB
in a new light. First, in his discussion of continuous phase transitions, Landau showed that
SSB occurs whenever the different phases have different symmetry, thus establishing its
universality; he also indicated its physical cause: the system seeks an energetically more
favored state. Second, he introduced the concept of the characteristic order parameter,
which vanishes in the symmetrical phase and is nonzero in the asymmetric phase.

In the case of superconductivity, Landau introduced the “effective wave function” ψ of
the superconducting electrons as the characteristic function. The phenomenological equa-
tion that he wrote had this important consequence: if ψ does not vanish, then SSB must
take place and the superconducting state characterized by ψ is asymmetric.

On November 21, 1958, Lev Landau wrote Heisenberg in support of his nonlinear
unified theory, with a novel idea which was perhaps derived from his early work on phase
transitions:

The solutions of the equations will possess a lower symmetry than the equations themselves. From
the asymmetry, the electromagnetic and perhaps also the weak interactions follow . . .. This is more a
programme than a theory. The programme is magnificent but it must still be carried out. I believe this
will be the main task of theoretical physics.5

Heisenberg’s New Concept of the Vacuum

In resonance with Landau’s suggestion, Heisenberg explored the notion of the vacuum,
whose properties underlie the conceptual structure of a field theory.6

At the 1958 Rochester Conference on high-energy nuclear physics held in Geneva,
Heisenberg invoked the idea of a degenerate vacuum to account for internal quantum
numbers, such as isospin and strangeness, that provide selection rules for elementary
particle interactions (1958).7
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In an influential paper submitted in 1959,8Heisenberg and his collaborators used his concept
of a degenerate vacuum in QFT to explain the breaking of isospin symmetry by electromagnet-
ism and weak interactions. They remarked that “it is by no means certain a priori that [the
theory] must give a vacuum state possessing all the symmetrical properties of the starting
equation” (ibid.). Furthermore, “when it appears impossible to construct a fully symmetrical
‘vacuum’ state,” it should “be considered not really a ‘vacuum’, but rather a ‘world state’,
forming the substrate for the existence of elementary particles. This state must then be degener-
ate,” and would have “in the present theory a practically infinitely large isospin.” Finally, they
took this “world state” to be “the basis for the symmetry breaking,which is, e.g., experimentally
expected in the breaking of the isospin group by quantum electrodynamics, [because the
relevant excited states can “borrow” some isospin from the “world states”]” (ibid.).

Heisenberg’s degenerate vacuum was at the time widely discussed at international confer-
ences.9 It was frequently quoted, greatly influenced field theorists, and helped to clear the way
for the extension of SSB from hydrodynamics and condensedmatter theory toQFT. However,
Heisenberg never reached a satisfactory understanding of the origin, mechanism, and physical
consequences of SSB, nor did he give a convincing mathematical formulation of it.10

The Inspiration from Superconductivity

A manifestation of Heisenberg’s idea (of a degenerate vacuum) in a field theory was first
provided by Yoichiro Nambu (1960a, b; Nambu and Jona-Lasinio, 1961a, b). But Nambu
was inspired less by Heisenberg’s proposal than by new developments in the theory of
superconductivity. To explain the fact that the measured specific heat and thermal con-
ductivity of superconductors become very small at low temperatures, Bardeen proposed a
model with a gap in the energy spectrum just above the lowest energy value (1955). This
model he soon developed in collaboration with Leon N. Cooper and J. Robert Schrieffer,
into a microscopic theory of superconductivity, the BCS theory (1957). In their theory, a
definite microscopic mechanism, so-called Cooper pairing of electrons, is the cause of the
gap: An attractive phonon-mediated interaction between electrons enforces a correlation of
the motion of electrons near the Fermi surface having opposite momenta and spin. The
“gap” is simply the finite amount of energy required to break this correlation.

Gauge Invariance and the BCS Theory

The BCS theory was able to give a quantitative account of the thermodynamic and
electromagnetic properties of superconductors, including the Meissner effect (the complete
expulsion of magnetic flux from the interior of a superconductor), but only in a specific
gauge, the London gauge (with div A = 0). There would have been no objection to doing
the calculation in a particular gauge, were the BCS theory gauge invariant, but it is not.
Thus the derivation of the Meissner effect from BCS theory, and BCS theory itself, became
the subjects of lively debate in the late 1950s.11

Bardeen, P. W. Anderson, David Pines, Schrieffer, and others tried to restore the gauge
invariance of the BCS theory, while retaining the energy gap and the Meissner effect.12 An
important observation made by Bardeen during the debate was that the difference between the
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gap model and the gauge-invariant theory lay only in the inclusion in the latter of electrostatic
potential. The inclusionwould give rise to longitudinal collectivemodes, but had nothing to do
with the magnetic interactions associated with the transverse vector potential.

Anderson and others refined Bardeen’s contention. Anderson showed that collective
excitation of longitudinal type restores the gauge invariance. When the long-range Cou-
lomb forces are included, the longitudinal excitations resemble high-frequency plasmons
and do not fill the gap near zero energy. Anderson’s assertion can be rephrased as follows:
(i) gauge invariance requires the presence of massless collective modes and (ii) long-range
forces recombine these massless modes into massive ones. Taken over into QFT, point (i)
corresponds to the Nambu–Goldstone mode and point (ii) to the Higgs mechanism.
However, such a takeover requires a bridge between superconductivity and QFT. That
bridge was constructed largely by Nambu.

Nambu’s Approach to the Gauge Invariance of the BCS Theory

In the late 1950s, Nambu adopted Bogoliubov’s reformulation of the BCS theory and his
treatment of it as a generalized Hartree–Fock approximation,13 thus clarifying the logical
relations among gauge invariance, the energy gap, and the collective excitations. More
importantly, he provided a suitable starting point for exploring the fruitful analogy between
superconductivity and QFT.

Bogoliubov’s treatment of superconductivity describes elementary excitations in a
superconductor as a coherent superposition of electrons and holes (quasi-particles) obeying
the Bogoliubov–Valatin equations:

Eψpþ ¼ εpψpþ þ ϕψþ
�pð Þ�, Eψþ

p� ¼ �εPψ
þ
�pð Þ� þ ϕψpþ, (10.1)

with E ¼ ε2p þ ϕ2
� �1=2

. Here ψp+ and ψp– are the wave functions of an electron with momen-
tum p and spin + or –, so thatψþ

�pð Þ� effectively represents a hole ofmomentum p and spin +; εp
is the kinetic energy measured from the Fermi surface; ϕ is the energy gap arising from the
phonon-mediated attractive force between the electrons. The theory cannot be gauge invariant
because the quasiparticles are not eigenstates of charge. Nambu’s work, however, shows that
the failure of gauge invariance is not a defect of the BCS–Bogoliubov theory, but is deeply
rooted in the physical reality of the superconductor, since the energy gap is gauge dependent.14

Nambu systematically applied QED techniques to the BCS–Bogoliubov theory. He
wrote down the equation for the self-energy part, which corresponded to the Hartree–Fock
approximation, and he obtained a nonperturbative solution in which the gauge-dependent ϕ
field turned out to be the energy gap. He wrote down the equation for the vertex part and
found that when he included the “radiative corrections,” it was related to the self-energy
part, thus establishing the “Ward identity” and the gauge invariance of the theory. He made
the important observation that one of the exact solutions of the vertex-part equation,
namely the collective excitation of the quasi-particle pairs, which led to the Ward identity,
was the bound state of a pair with zero energy and momentum.

In Nambu’s consistent physical picture of superconductivity, a quasiparticle is accom-
panied by polarization of the surrounding medium (radiative correction), and overall
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charge conservation and gauge invariance result when both are considered together. The
quantum of the polarization field manifests itself as a collective excitation of the medium,
formed by moving quasiparticle pairs. Thus the existence of these collective excitations
(the bound states) appears to be the logical consequence of gauge invariance, coupled with
the existence of a gauge-dependent energy gap.

From Superconductivity to QFT

Nambu’s work on superconductivity led him to consider the possible application to particle
physics of the idea of noninvariant solutions (especially in the vacuum state). Nambu first
expressed the crucial point at the Kiev Conference of 1959:

An analogy [exists] between the problem of γ5-invariance in field theory and that of gauge invariance
in superconductivity as formulated by Bogoliubov. In this analogy the mass of an observed particle
corresponds to the energy gap in a superconductive state. The Bardeen–Bogoliubov description of
superconductivity is not gauge invariant because of the energy gap. But several people have succeeded
in interpreting the Bardeen–Bogoliubov theory in a gauge invariant way. In this way one could also
handle the γ5-invariance. Then, for example, one easily concludes the existence of a bound nucleon–
antinucleon pair in a pseudoscalar state which might be identified as the pion state.

(1959)

Nambu summarized the analogy a year later at the Midwest Physics Conference of
1960, with the following table of correspondences:

At the mathematical level, the analogy is complete. There is a striking similarity
between the Bogoliubov–Valatin equations (Equation 10.1) and the equations in γ5-
invariant Dirac theory:

Eψ1 ¼ σ � pψ1 þ mψ2, Eψ2 ¼ �σ � pψ2 þ mψ1 , (10.2)

with Ε =�(p2 + m2)1/2 and where ψ1 and ψ2 are the two eigenstates of the chirality operator
γ5. By utilizing the generalized Hartree–Fock approximations, the nucleon mass m can be
obtained as the self-mass of an initially massless nucleon, which destroys the γ5
invariance.15 To restore this invariance requires massless collective states, which can be
interpreted as pseudoscalar bound states of nucleon pairs, an effect that comes from the
self-interaction of the fundamental field.16

Superconductivity Elementary particles

Free electron Bare fermion (zero or small mass)
Phonon interaction Some unknown interaction
Energy gap Observed nucleon mass
Collective excitation Meson (bound nucleon pair)
Charge Chirality
Gauge invariance γ5 invariance (rigorous or approximate)
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It is of interest to note the impact of Dirac and Heisenberg on Nambu. First, Nambu
took Dirac’s idea of holes very seriously and viewed the vacuum not as a void but as a
plenum packed with many virtual degrees of freedom.17 This plenum view of the vacuum
made it possible for Nambu to accept Heisenberg’s concept of the degeneracy of the
vacuum, which lay at the very heart of SSB.18 Second, Nambu was trying to construct a
composite particle model and chose Heisenberg’s nonlinear model, “because the math-
ematical aspect of symmetry breaking could be mostly demonstrated there,” although he
never liked the theory or took it seriously.19 By noting the mathematical similarity of
Bogoliubov’s formulation of superconductivity and Heisenberg’s nonlinear field theory,
Nambu introduced a particular model of the pion-nucleon system, taking over into QFT
almost all of the results about SSB obtained in the superconductivity theory. These
included asymmetric (superconducting-type) solutions, degeneracy of the vacuum state,
and symmetry-restoring collective excitations.

An exception to these parallel concepts was the plasmon, which in superconductivity
theory arises from the combined effect of collective excitations and long-range forces. In
Nambu’s field-theoretical model, the plasmon had no analogue, both because of the
constraint imposed by pion decay20 and because no analogous long-range force existed.
Nevertheless, Nambu anticipated that his theory might help to solve the dilemma of Yang–
Mills theory, for he wrote:

Another intriguing question in this type of theory is whether one can produce a finite effective
mass for the boson in a gauge invariant theory. Since we have done this for the fermion, it may
not be impossible if some extra degree of freedom is given to the field. Should the answer come
out to be yes, the Yang–Mills–Lee–Sakurai theory of vector bosons would become very interest-
ing indeed.

(1960c)

The rediscovery of SSB in the late 1950s, and its incorporation into the gauge-theoretical
framework, came about chiefly because of theoretical developments in two branches of
physics: the BCS theory of superconductivity in the Bogoliubov form,21 the debate over its
gauge invariance, and the recognition of its asymmetric ground state; Heisenberg’s com-
posite model of elementary particles based on his nonlinear spinor theory and his idea of a
degenerate vacuum.

Adding SSB has changed the conceptual basis of QFT profoundly. As Silvan
S. Schweber (1985) once pointed out: “One of the legacies of the 1947–1952 period
emphasizing covariant methods was to impose too rigid an interpretation of relativistic
invariance.” This rigid attitude “led to a tacit assumption that the Heisenberg state vector
describing the vacuum state of a relativistic quantum field theory was always a nonde-
generate vector and that this vector always possessed the full invariance properties of the
Lagrangian.” Nambu testifies to the accuracy of this judgment, recalling about his work on
SSB: “Perhaps the part that required the most courage on my part was to challenge the
dogma of axiomatic theorists concerning the properties of the vacuum” (1989), that is, to
take a plenum rather than a void view of the vacuum.22
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10.1.2 Scalar Field Theory with a Broken Symmetry Solution

Nambu’s work on SSB relied heavily on the analogy of Heisenberg’s nonlinear field theory
with Bogoliubov’s version of BCS superconductivity theory. But the analogy is not perfect,
since the energy gap in superconductivity is relative to the Fermi sphere, and thus is a
nonrelativistic concept. To complete the analogy requires a momentum cutoff in Heisenberg’s
relativistically invariant nonlinear theory. A cutoff is necessary in Heisenberg’s theory also
because the theory is not renormalizable. The next step, then, a step beyond the analogy,would
be to find a renormalizable model in which SSB could be discussed without arbitrary cutoffs.

That step was taken by Goldstone (1961) soon after reading Nambu’s work in preprint
form. Abandoning the nonlinear spinor theory, Goldstone considered a simple renormaliz-
able QFT with a single complex boson field ϕ, with a Lagrangian density

L ¼ ∂ϕ∗=∂xμ
� �

∂ϕ=∂xμ
� �� V ϕ½ � (10.3)

with V ϕ½ � ¼ μ2ϕ∗ϕ� λ=6ð Þ ϕ∗ϕð Þ2. For μ2 < 0 and λ > 0, the potential term V[ϕ] has a line
of minima in the complex ϕ plane defined by |ϕ|2 = –3μ2/λ. These minima are the possible
nonzero expectation values of the boson field in the vacuum state, showing that the vacuum
state is infinitely degenerate. Goldstone called these vacuum solutions abnormal, or
superconductive, solutions. Evidently, the quartic term containing λ is essential for
obtaining the nonzero vacuum expectation value of the boson field, in accordance with
our understanding that it is the nonlinear interaction that provides the dynamical mechan-
ism for the existence of stable asymmetric solutions.

There is obvious invariance under the transformation ϕ! exp (iα)ϕ, and the solution can be
specified by giving the value of the phase α. Goldstone placed a superselection rule on the phase
by forbidding superpositions of states built upon different vacua. Hence one must choose a
particular phase, and that destroys the symmetry. If we define a newfield ϕʹ by ϕ= ϕʹ+ χ, χ being
real and χ2 = |ϕ|2 = –3μ2/λ, and with ϕ' ¼ 2�1=2 ϕ

0
1 þ iϕ

0
2

� �
, the Lagrangian becomes

L ¼ 1=2 ∂ϕ
0
1=∂xμ

� �
∂ϕ

0
1=∂xμ

� �
þ 2μ2ϕ

02
1

h i
þ 1=2 ∂ϕ

0
2=∂xμ

� �
∂ϕ

0
2=∂xμ

� �

þ λ=6ð Þχϕ0
1 ϕ

02
1 þ ϕ

02
2

� �
� λ=24 ϕ

02
1 þ ϕ

02
2

� �2
:

(10.4)

The massive field ϕ
0
1 in (10.4) corresponds to oscillations in the direction χ, and the massless

field ϕ
0
2 corresponds to oscillations of the direction of ϕ. The mass of ϕ

0
2 must be zero,

because phase symmetry precludes dependence of the energy upon α. Goldstone conjectured
that when a continuous symmetry is spontaneously broken, there must exist spinless
particles of zero mass. These came to be called Goldstone, or Nambu–Goldstone, bosons.23

The theoretical context in which Goldstone (1961) explored Heisenberg’s idea of
broken symmetry manifested in a degenerate vacuum was quite different from Nambu’s.
While Nambu examined the consequences of a broken symmetry solution for the nature of
the vacuum and for the inevitable appearance of massless spinless bound states in a
nonrenormalizable model of a self-interacting fermion field, Goldstone examined the
conditions for a field theory to have a broken symmetry solution in a renormalizable model
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of a self-interacting boson field. Both Nambu and Goldstone recognized the necessity of a
symmetry-restoring massless boson in a symmetry-breaking field theory. But Goldstone’s
boson, in contrast with Nambu’s bound fermion–antifermion pair, arises from a primary
scalar field. While in Nambu’s case the chiral symmetry was broken by an unknown self-
interaction of the fermion field, Goldstone found that, in addition to the self-coupling of the
boson field, only when the boson mass squared is negative and the coupling constant
satisfies a certain inequality does the field model he examined have a broken symmetry
solution – a solution in which the field would have a degenerate vacuum consisting of an
infinite number of lowest energy states separated by superselection rules.

A novelty of Goldstone’s model is the introduction of a primary scalar field that has
nothing to do with a “more fundamental” fermion field. The step taken by Goldstone
appeared arbitrary or at best an ad hoc way of exploring issues accompanying symmetry
breaking, and thus was regarded as “a serious flaw” by, for example, Leonard Susskind
(1979) and by many others. Numerous efforts have been made to get rid of this fundamen-
tal scalar field. So far, all of them have failed.24 In the five decades since its introduction,
the notion of a fundamental scalar field has become a new organizing principle in the
exploration of symmetry breaking in field-theoretical models.

The most consequential result of Goldstone’s work was his observation that whenever
the original Lagrangian has a continuous symmetry, any broken symmetry solution will be
invalidated by the entailed but nonexistent massless boson, the eponymous Goldstone
boson. This observation was the first revolutionary step crucial for all the subsequent
developments in the exploration of broken symmetry, and was soon generalized into a
theorem, the Goldstone Theorem (Goldstone, Salam, and Weinberg, 1962). The theorem
posed a great challenge to the exploration of a broken symmetry solution to gauge theory
and thus prompted the enthusiasts of broken symmetry to set an agenda for evading it.25

Although mathematically no evasion is possible,26 the theorem itself turned out to be
almost irrelevant in the ensuing developments. Crucial to the proof of the theorem was the
assumption of Lorentz invariance. But in the context of gauge theory, a Lorentz-invariant
formulation contains nonphysical degrees of freedom, such as timelike gauge bosons with
negative probability. For this reason, all meaningful discussions of the subject in this
context have to use the Coulomb gauge (or later the unitary gauge in the context of electro-
weak theory), which makes manifest the menu of experimentally accessible particles of the
theory, without explicit Lorentz invariance. This reasonable move was regarded as a
departure from the assumptions of the theorem.27 But the move in fact has also revealed
the irrelevance of the theorem, although the irrelevance was not immediately clear to
many, not even now.28 Still, Goldstone’s original observation that the symmetry-restoring
massless scalar boson29 was unavoidable remained valid and had to be addressed.

10.1.3 A Mechanism for Rendering Gauge Bosons Massive

This pursuit was enabled by an innovative scheme proposed by Schwinger (1962a, b).
Recall that one of the motivations for having a broken symmetry solution in gauge theory
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was to have massive gauge bosons to account for the short-range nuclear forces. Schwinger
explored the generation of massive gauge bosons from a dynamic perspective without
explicitly mentioning broken symmetry because he believed that “the general requirement
of gauge invariance no longer seems to dispose of this essentially dynamic question”
(1962a).

In a toy model of two-dimensional massless QED, Schwinger demonstrated that, when
the gauge field is strongly coupled with a symmetry current, it might not be massless if its
vacuum polarization tensor possesses a pole at lightlike momenta. The assumed field-
current coupling indicates that the context in which the gauge boson was examined was an
interacting theory rather than a pure gauge theory, that is, it involved another field in the
current, whose interactions with the gauge field under certain conditions may contribute to
the appearance of the pole. Although the notion of broken symmetry was not invoked by
Schwinger, both the pole itself, which is connected with the nonvanishing vacuum
expectation value of a field (either a primary field or a composite) interacting with the
gauge field, and its consequence of giving the photon a mass, were closely related with the
notion of broken symmetry. Schwinger did not specify the reason why a pole would appear
in the vacuum polarization tensor; he only asserted that it was dynamically produced, most
likely by a bound state of Nambu’s type. But its scalar nature makes it open to the
interpretation that it can be produced by a primary scalar field. This interpretive flexibility
was soon exploited fruitfully by Englert and Brout (1964).

Schwinger’s model was trivial,30 but the insights he displayed there formed a grand
framework that many were to adapt. His insights broke a path leading to a grandiose
framework for many to follow. The first was Philip Anderson (1963), who used the case of
the plasmon to vindicate Schwinger’s insights: Nambu’s massless collective mode or
bound state is converted into a massive plasmon by interacting with the electromagnetic
field. From this case, Anderson suggested that “the only mechanism for giving the gauge
field mass is the degenerate vacuum type of theory.” He even claimed that “the Goldstone
zero-mass difficulty is not a serious one, because we can probably cancel it off against an
equal Yang-Mills zero mass problem.”

In terms of ideas, Anderson was the first to associate Schwinger’s mechanism with
broken symmetry and the Goldstone boson. In terms of physics, however, the suggested
association was quite tenuous. Anderson’s nonrelativistic example of the plasmon did
establish some connection between broken symmetry and Schwinger’s strategy of giving
gauge bosons mass through interacting with another field. However, the physics for
symmetry breaking involved in Anderson’s case came from Nambu’s bound states rather
than Goldstone’s primary scalar field. Such a composite scalar field was not theoretically
feasible then in particle physics, nor even now (see Note ix and Borelli, 2012).

The first serious effort to fit Goldstone’s scalar system into Schwinger’s framework, in
concrete physical terms rather than vague ideas, was made by Englert and Brout (1964). In
their model of scalar QED (which could be extended to nonabelian symmetries without
substantial structural changes) in which the symmetry-breaking scalar system was coupled
to the gauge field, they directly interpreted the symmetry-restoring massless boson, in
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lowest order perturbative calculation of the vacuum polarization loop for the gauge field, as
the physical base for Schwinger’s pole, which can be interpreted as a mathematical
expression compatible with the existence of massive gauge boson. This interpretation
can be viewed as a realization of Anderson’s conjecture. But it should be taken as a real
breakthrough in physics, in terms of understanding the symbiotic nature of Goldstone’s
scalar system and the gauge system (which embodies the symmetry underlying the scalar
system, and thus is coupled to it): Neither the scalar system with a broken symmetry
solution nor the pure gauge system could exist separately without being invalidated by the
entailed but nonexistent massless (scalar or vector) bosons; only jointly as two inseparable
moments of a symbiont could they exist.

One defect in Englert and Brout’s understanding of the nature of the symbiont was their
erroneous assertion that “the symmetry is broken through the gauge fields themselves.” In
fact, the symmetry is broken primarily by the self-interactions of the symbiont’s scalar
mode, although the breaking can be transmitted to the gauge system through the scalar
mode’s gauge coupling. But this understanding requires prior appreciation of Higgs’s
original contribution of (1966), to which we are turn now.

10.1.4 The Conceptual Foundation of the EBH Mechanism

The conceptual situation was greatly clarified once the novel notion of “induced symmetry
breakdown” (ISB) was introduced, with great scientific creativity, by Higgs in (1966).
When the scalar system with a broken symmetry is Yukawa-coupled to a spinor system
that contains no additional mechanism for symmetry breaking, Higgs asserted, the sym-
metry breaking in the scalar system breaks the symmetry of the spinor system to an extent
that depends on the Yukawa coupling constant, and thus allows the system to have
nonsymmetrical states of massive fermions, whose masses are accordingly in proportion
to their Yukawa coupling constants. What was suggested by Englert and Brout fits
perfectly into Higgs’s notion: The gauge coupling there played the same role as the
Yukawa coupling in Higgs’s case, namely, for inducing symmetry breaking in the vector
system by the symmetry-breaking scalar system. Thus the symmetry breaking in the vector
and spinor system, manifested in the massive vectors and fermions, is not related to their
own degenerate vacua but is induced by the primary symmetry breaking of the scalar
system through the gauge coupling and the Yukawa coupling, respectively.31

Once the notion of ISB, which grounds the “broken symmetry solution of the scalar
field”-based EBH mechanism, was absorbed, consciously or unconsciously, into the
understanding of broken symmetry physics, a clear picture, as proposed in Weinberg’s
unified theory (1967b), emerged. At the most fundamental level, the scalar field’s self-
coupling (with a coupling constant λ) is the mechanism for constituting a degenerate
vacuum [the related nonvanishing vacuum expectation value of the scalar field,

υ ¼ GF

ffiffiffi
2

p� ��1=2 ¼ 246GeV, here GF is the Fermi coupling constant, is a universal

parameter in the electroweak domain, the weak scale, which and the massive Higgs
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boson (Mh = (2λ)½v) are mutually constitutive]. The scalar field’s gauge coupling (with a
coupling constant g) to gauge fields underlies the constitution of the massive gauge bosons
and is responsible for the symbiosis of the scalar-vector complex, which is observably
manifested, through a redefinition of the fields involved, in a set of massive gauge bosons
(Mg = ½ gv). The scalar field’s Yukawa coupling (with a coupling constant η) to the
fermion system underlies the constitution of massive fermions (Mf = ηv) and contributes to
CKM matrix, CP violation, and flavor physics. The gauge field’s gauge coupling dictates
the electroweak interactions, but contributes nothing to the constitution of the degenerate
vacuum. The fermion system builds up its broken symmetry solutions, not from its own
degenerate vacuum – there is no such vacuum – but through its Yukawa coupling to the
scalar system, and thus can be viewed as conceptually less fundamental in the electroweak
domain, although it is a primary existence in the sense that its existence cannot be derived
from anything else.

Thus the EBH mechanism can be properly understood as simply a set of the scalar
field’s couplings characterized by the coupling constants λ, g and η , respectively: its self-
coupling is responsible for its own broken symmetry solution, its gauge coupling and
Yukawa couplings are responsible for the broken symmetry solutions for the gauge and
spinor fields manifested in massive gauge bosons and massive fermions, as just
indicated above.

If the EBHmechanism is understood in this way, it seems that the claim that it “contributes
to our understanding of the origin of mass of subatomic particles” is somewhat justifiable, but
not quite. From the discussion above, it should be clear that the EBH mechanism is only a
setting through which all masses can be related to the nonvanishing vacuum expectation value
of the scalar field, υ ¼ GF

ffiffiffi
2

p� ��1=2 ¼ 246GeV, with the help of empirically tuneable
respective coupling constants. It says nothing about the real origin of these masses, and thus
contributes nothing deep to our understanding of the origin of mass of subatomic particles. Its
actual contribution in this regard is to connect masses to the nonvanishing vacuum expectation
value of the scalar field. The latter – fundamental as it is to the understanding of the origin of
mass, and in fact serves as the foundation of the EBHmechanism – however, is the result of a
separate and earlier achievement, contributed by Goldstone’s original investigations of a
fundamental scalar field system and its possible broken symmetry solution.

10.2 Mechanisms for Short-Range Interactions: II. Asymptotic Freedom and
Quark Confinement

Another possible mechanism for describing the short-range behavior of the nuclear forces
while retaining the gauge invariance of a field theory, which has not been well established
even now, was suggested, within the general framework of renormalization group analysis,
by a combination of ideas of “asymptotic freedom” and “color confinement.”

The general context is the quark model of hadrons (the strongly interacting particles:
nucleons and mesons). In the quark model, hadrons are described as bound states of a small
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number of spin 1/2 elementary quarks. This entails that quarks, rather than hadrons, are the
true source of the strong nuclear forces, and the overall force between hadrons, the
observed strong nuclear force, is merely a residue of the more powerful interquark force.

The suggestion is that if the interquark force in a gauge-invariant theory, described by
the effective coupling between quarks and massless gauge bosons (gluons), tends to
diminish at short distances (asymptotic freedom) and diverge at large distances (caused
by the masslessness of the gluons) so that the quarks and gluons of a hadron, as charged (or
colored) states, are confined within the hadron and cannot be “seen” by other hadrons and
their constituents (color confinement), then there will be no long-range force between
hadrons, although the exact mechanism for the short-range interactions between hadrons is
still wanting.

Conceptually, asymptotic freedom is a consequence of the renormalization group
behavior of fields (the dependence of physical parameters, such as the coupling constant,
on the [momentum] scale being probed), combined with the nonlinearity (the self-
coupling) of nonabelian gauge fields (or any nonlinear fields). As we mentioned in Section
8.8, the renormalization group analysis was revived by Wilson and further elaborated by
Callan and Symanzik. The resulting Callan–Symanzik equations simplify the renormaliza-
tion group analysis and can be applied to various physical situations, such as those
described by Wilson’s operator product expansion.

Both Callan and Symanzik played a crucial role in the development of the idea of
asymptotic freedom. Soon after his work on the renormalization equations, Symanzik
(1971), attempting to construct an asymptotically free theory to explain Bjorken scaling
(see below), employed the equations to investigate the running behavior of the coupling
constant in the ϕ4 theory. He found that the magnitude of the coupling constant increased
with the increase of the external momenta, if the sign of the coupling constant was taken
such that in the corresponding classical theory the energy was bounded from below.
Symanzik argued that if the sign of the coupling constant were reversed, then the opposite
would happen, and at very high external momenta, there would be asymptotic freedom.
The trouble with Symanzik’s argument is that since the “wrong” sign of the coupling
constant is possible only when the energy is not bounded from below, such an asymptotic-
ally free system would have no ground state and would thus be unstable, as was pointed
out by Coleman and Gross (1973).

Stimulated by Symanzik, Gerard ’t Hooft became very interested in asymptotic freedom.
’T Hooft was the first physicist to establish asymptotic freedom in a gauge theory context
(1972c). He reported his result at the Marseille conference of June 1972, in a remark
following Symanzik’s lecture (1972) on the subject, that a nonabelian gauge theory, such
as one with an SU(2) group and less than eleven fermion species, would be asymptotically
free. The announcement was quite well known and was publicized in (1972c).

Another line of development, in this subject, beginning with Callan’s work, had closer
connections with hadronic phenomena. In 1968, Callan and Gross proposed a sum rule for
the structure functions that could be measured in deep inelastic electron–proton scattering.
Then Bjorken noticed that this sum rule would imply the scaling of the deep inelastic
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scattering cross section (1969). Expressing the cross section in terms of the structure
functions Wi, Bjorken’s scaling relations

mW1 v; q2
� � ! F1 xð Þ, vW2 v; q2ð Þ ! F2 xð Þ, vW3 v; q2ð Þ ! F3 xð Þ (10.5)

(where m is the nucleon mass, v = E – E’ with E(E’) the initial (final) lepton energy, q2 =
4EE’ sin2 (θ/2), θ being the lepton scattering angle, and 0 � x (= q2/2mv) � 1) indicated
that the structure functions did not depend individually on v and q2, but only on their ratio
x, which would be held fixed when q2 !∞.

Bjorken’s prediction was soon confirmed by the new experiments at SLAC.32 These
developments set in motion a variety of intense theoretical activities (most of which were
pursued within the frameworks of light-cone current algebra and the renormalization
group), which contributed significantly to elucidating the structure and dynamics of
hadrons.

The physical meaning of Bjorken scaling was soon uncovered by Feynman in his parton
model of the hadron, an intuitive picture of deep inelastic scattering (1969). According to
the parton model, a hadron is seen by a high-energy lepton beam as a box filled with
pointlike partons, and the inelastic lepton–nucleon scattering cross section in the scaling
region (a region of high energy or short distances) equals the incoherent sum of elastic
lepton–parton cross sections.33 Since the incoherence of lepton–parton scattering means
that the lepton sees the nucleon as a group of freely moving constituents, Bjorken scaling
requires that, in a field theory context, the short-distance behavior of parton fields be
described by a noninteracting theory.

It was in their effort to have a consistent understanding of Bjorken scaling that Callan
(1970) and Symanzik (1970) rediscovered the renormalization group equations and pre-
sented them as a consequence of a scale invariance anomaly.34 Callan and Symanzik then
applied their equations to Wilson’s operator product expansion,35 which was extended to
the light cone, a relevant region for analyzing the deep inelastic scattering.36 From these
analyses it became clear that once interactions were introduced into a theory, no scaling
would be possible.

A question arose in this context. If there were no interactions among partons, hadrons
would be expected to break up easily into their parton constituents, then why had no free
partons ever been observed?

In fact, this question was not well posed, since scaling involves only the short-distance
behavior of the constituents of hadrons, while the breaking up of hadrons would be a long-
distance phenomenon.

Yet, even within the scope of short-distance behavior, serious doubts were also cast
upon scaling, on the basis of a renormalization group argument. As we mentioned in
Section 8.8, according to Wilson, scaling holds only at the fixed points of the renormaliza-
tion group equations. This entails that at short distances, the effective couplings will
approach fixed-point values. Since these values are generally those of a strongly coupled
theory, the result will be large anomalous scaling behavior that is quite different from the
behavior of a free field theory. From a Wilsonian perspective (see Note 67 of Chapter 8),
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then, it was expected that the noncanonical scaling (with the effects of interactions and
renormalization being absorbed into the anomalous dimensions of fields and currents),
which is indicative of a nontrivial fixed point of the renormalization group equation, would
appear at higher energies.

In fact, the opinion that the scaling observed at SLAC was not a truly asymptotic
phenomenon was rather widespread among theoreticians. The opinion was reinforced by
the fact that the observed scaling set in at rather low momentum transfers (so-called
“precocious scaling”). As late as October 1973, Gell-Mann and his collaborators still
conjectured that “there might be a modification at high energies that produces true scaling
[Wilsonian scaling].”37

In such a climate, David Gross, a disciple of Geoffrey Chew but later converted to Gell-
Mann’s current algebra programme, decided, at the end of 1972, “to prove that local field
theory could not explain the experimental fact of scaling and thus was not an appropriate
framework for the description of the strong interactions” (Gross, 1992). Gross pursued a
two-step strategy. First, he planned to prove that the vanishing of the effective coupling at
short distances, or asymptotic freedom, was necessary to explain scaling, and second, to
show that no asymptotically free field theories could exist.

The first step was, in fact, soon taken by Giorgio Parisi (1973), who showed that scaling
could only be explained by an asymptotically free theory, and then furthered by Callan and
Gross (1973), who extended Parisi’s idea to all renormalizable field theories, with the
exception of nonabelian gauge theories. The Callan–Gross argument was based on the idea
of the scale dimension first suggested by Wilson (see Section 8.8). First, they noticed that
the composite operators that dominated the amplitudes for deep inelastic scattering had
canonical dimensions. Then, they proved that the vanishing anomalous scale dimensions of
the composite operators, at an assumed fixed point of the renormalization group, implied
the vanishing anomalous dimensions of the elementary fields. This in turn implied that the
elementary fields must be free of interactions at this fixed point since, usually, only those
fields that are free have canonical scale dimensions. They concluded that Bjorken scaling
could be explained only if the assumed fixed point of the renormalization group was at the
origin of coupling space, that is, that the theory must be asymptotically free.

The second step of Gross’s argument failed. The failure, however, led to a rediscovery,
independently of ’t Hooft’s, of the asymptotic freedom of a nonabelian gauge theory,
which could be used to explain the observed scaling, thus, ironically, establishing the
appropriateness of local field theories, at least in the case of a nonabelian gauge theory, as a
framework for the description of the strong interactions.

At first, Gross’s judgment that no theory could be asymptotically free sounded reason-
able, since in the case of QED, the prototype of QFT, the effective charge grew larger at
short distances, and no counter-example, which existed in ’t Hooft’s work, was known
to him.

The reason for the effective charge in QED to grow larger, as a result of charge
renormalization, is easy to understand. The underlying mechanism for charge
renormalization is vacuum polarization. The vacuum of a relativistic quantum system,
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according to Dirac, is a medium of virtual particles, in the case of QED, of virtual electron–
positron pairs. Putting a charge, e0, in the vacuum will polarize it, and the polarized
vacuum with virtual electric dipoles will screen the charge, so that the observable charge
e will differ from e0 as e0/ε, where ε is the dielectric constant. Since the value of ε depends
on the distance r, the observable value of the charge is describable by a running effective
coupling e(r), which governs the force at a distance r. As r increases, there is more medium
that screens, and thus e(r) decreases with increasing r, and correspondingly increases with
decreasing r. Thus the β function, which is simply minus the derivative of log (e(r)) with
respect to log (r), is positive.

In the spring of 1973, since nonabelian gauge theories attracted much attention from
physicists, mainly because of (1) the work by Veltman and ’t Hooft (see Section 10.3), and
(2) the color octet gluon picture suggested by Gell-Mann and Harald Fritzsch (see Section
11.1), Gross, in making his case, had to examine the high-energy behavior of nonabelian
theories. At the same time, Coleman and his student H. David Politzer, for different
reasons, carried out a parallel investigation. To do this it was sufficient to study the
behavior of the β functions in the vicinity of the origin of coupling constant space. The
calculation of the β function in a non-abelian gauge theory38 indicated that, contrary to
Gross’s expectation, the theory was asymptotically free.

The reason for the different behavior of the nonabelian (color) gauge theory (see Section
11.1) from that of the abelian gauge theory like QED lies in the nonlinearity or the self-
coupling of the nonabelian gauge fields. That is, it lies in the fact that, in addition to the
color-charged quarks, the gauge bosons (gluons) are also color charged. The same
screening as in the Abelian case happens in the nonabelian theory as far as the virtual
quark–antiquark pairs are concerned. Yet the color-charged gluons make an additional
contribution to the vacuum polarization, tending to reinforce rather than neutralize the
gauge charge.39 The detailed calculation indicated that if the number of quark triplets is
less than seventeen, the antiscreening from the virtual gluons wins out over the screening
due to the virtual quark-antiquark pairs, and the system is asymptotically free.

Coleman and Gross (1973) also established that no renormalizable field theory that
consisted of theories with arbitrary Yukawa, scalar, or Abelian gauge interactions could be
asymptotically free, and that any renormalizable field theory that is asymptotically free
must contain nonabelian gauge fields. This argument significantly restricted the selection
of a dynamical system for describing the strong interactions.

From their understanding of the peculiar behavior of the effective coupling in non-
abelian gauge theories (at short distances it tends to diminish and at large distances it
becomes extremely strong), and informed by the observations of scaling, Gross and
Wilczek in (1973b) discussed the possibility of having a nonabelian gauge theory with
an unbroken symmetry as a framework for describing the strong interactions. Although not
completely committed to such a framework (more on this in Section 11.1), they argued that
at least one of the original difficulties of the Yang–Mills theory, that is, having strongly
coupled massless vector mesons mediating long-range interactions, disappeared in asymp-
totically free theories.
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10.2.1 Color Confinement

The reason for this, they argued, is as follows. The large-distance behavior of the color-
charged ingredients of a hadron (quarks and gluons) in this case would be determined by
the strong coupling limit of the theory and be confined within a hadron. Thus, at large
distances, except for color-neutral particles (color singlets or hadrons), all color-charged
states would be suppressed and could not be “seen” from outside of a hadron. And this is
consistent with the absence of long-range interactions between hadrons.

It should be noted that although, heuristically, the idea of confinement can be under-
stood in these terms, and many efforts were attempted,40 there has never appeared a
rigorous proof of confinement.

10.3 Renormalizability

No model built within the framework of a nonabelian gauge theory (with or without
massive gauge bosons, asymptotically free or not) would have any predictive power unless
it were proved to be renormalizable. Thus for the gauge theory to act as a successful
research programme, its renormalizability had to be proven. When Yang and Mills
proposed their nonabelian gauge-invariant theory for the strong interactions, however, its
renormalizability was assumed. The assumption was solely based on a naive power-
counting argument: after quantization and having derived the rules for the Feynman
diagrams, they found that although the elementary vertices had three types (because of
the self-coupling of the charged gauge bosons) instead of only one type as in QED, “the
‘primitive divergences’ were still finite in number” (1954b). Thus, according to Dyson’s
renormalization programme, there was no reason to worry about its renormalizability. This
conviction had met no challenge until 1962 when Feynman began to investigate the
situation (see below). In fact, even after the publication of Feynman’s work (and other
work stimulated by it), this conviction was still shared by many physicists, such as
Weinberg (1967b) and Salam (1968).

With the discovery of the nonconservation of parity in the weak interactions in 1957,
and the establishment of the vector and axial vector couplings for the weak interactions in
1958, there appeared many speculations about intermediate vector mesons W and
Z transmitting the weak interactions (see Sections 8.6 and 9.3). It was tempting to identify
the vector mesons with the gauge bosons of a nonabelian gauge theory. Since the short-
range character of the weak interactions required the mediating charged mesons be
massive, the result of the identification was the so-called massive Yang–Mills theory.
The appearance of the massive Yang–Mills theory opened up two lines of investigation. In
addition to the search for a “soft mass”mechanism, through which the gauge bosons would
acquire mass while the theory would remain gauge invariant, great efforts were made to
prove the renormalizability of the massive charged vector theory.

The long process of investigating the renormalizability of nonabelian gauge theories
started with a remark by Bludman: a difficulty in interpreting the nonabelian gauge bosons
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as real particles was that the charged vector bosons had singular nonrenormalizable
electromagnetic interactions. Bludman’s remark was based on a result that was well
established in the early years of meson electrodynamics.41

Yet it was well known that the nonrenormalizable character of the charged vector meson
persisted even in dealing with interactions other than the electromagnetic ones. In discuss-
ing the vector interactions of a vector meson with a nucleon, for example, Matthews (1949)
noticed a significant difference between the cases of neutral and charged vector mesons:
while the former could be shown to be renormalizable, this was not the case for the latter.
Mathews’s observation was subsequently refined by Glauser (1953), Umezawa (1952), and
Umezawa and Kamefuchi (1951) with the emphasis on the conservation of the source
current, which was supposed, implicitly by Mathews and explicitly by Glauser and by
Umezawa and Kamefuchi, to hold only in the case of the neutral vector meson, but not if
the vector meson were charged. At this stage of the discussion, it should be noticed that the
nonconservation of the charged current was taken to be the main source of the additional
terms which destroyed the renormalizability of charged vector meson theories.

Bludman’s remark posed a serious problem to Schwinger’s gauge programme,
according to which unstable massive and charged vector mesons with their universal gauge
couplings were responsible for all phenomena of the weak interactions. An immediate
response to Bludman’s remark came from Glashow (1959), one of Schwinger’s disciples,
who was followed by Salam, Umezawa, Kamefuchi, Ward, Komar, and many others.42

Conflicting claims concerning the renormalizability of charged vector meson theories were
made, but there was no progress in understanding the real situation until a paper by Lee and
Yang (1962).

To study the issue systematically, Lee and Yang started by deriving the rules for
Feynman diagrams from a massive charged vector meson theory. They found that there
were certain vertices that were divergent and relativistically noncovariant. By introducing a

limiting process (adding a term �ξ ∂∗μ ϕ
∗
μ

� �
∂vϕvð Þ

h i
to the Lagrangian, which depended on

a positive parameter ξ! 0), the Feynman rules became covariant, yet the theory continued
to be divergent in a nonrenormalizable way. To remedy this, they introduced a negative
metric that made the parameter ξ take on the role of a regulator. The resulting theory for
ξ > 0 was both covariant and renormalizable. The price for this achievement was that
unitarity of the theory was destroyed by the introduction of a negative metric.

The lack of unitarity, in Lee and Yang’s formalism, was physically manifested in the
appearance of nonphysical scalar mesons. Since unitarity, whose physical meaning is the
conservation of probability, is one of a few basic requirements that any meaningful physical
theory must satisfy, the difficulty first faced by Lee and Yang, that is, how to remove these
nonphysical degrees of freedom and achieve unitarity, became the central issue in renorma-
lizing nonabelian gauge theories, which was pursued in the following years.

The next landmark in the renormalization of nonabelian gauge theories was Feynman’s
work (1963).43 Formally, Feynman’s subject was gravitation. But for the sake of compari-
son and illustration, he also discussed another nonlinear theory, in which interactions were
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also transmitted by massless particles, that is, the Yang–Mills theory. The central theme of
Feynman’s discussion was to derive a set of rules for diagrams (in particular the rules for
loops) that should be both unitary and covariant, so that further investigations on the
renormalizability of the rules could proceed systematically.

Feynman’s discussion of unitarity was carried out in terms of trees and loops which
were connected to each other through his tree theorem. According to the theorem, a closed-
loop diagram was the sum of the corresponding tree diagrams in a physically attainable
region and on the mass shell, which were obtained by opening a boson line in the loop. In
addition, Feynman specified that in calculating a loop, in each tree diagram for which a
massless boson line was opened, only real transverse degrees of freedom of the boson
should be taken into consideration so that gauge invariance could be guaranteed. The
physical motivation behind the tree theorem was Feynman’s deep desire to express
physical quantities – defined in terms of virtual degrees of freedom (off their mass shell
in loop diagrams) – in terms of actual measurable quantities involved in the physical
processes of real degrees of freedom (on their mass shell).

According to Feynman, the unitarity relation is one connection between a closed-loop
diagram and the corresponding physical set of trees, but there are many other connections.
In fact, he found that the rules for loops derived from the usual path integral formalism
were not unitary. The roots of the failure of the rules for loops to be unitary were clearly
exposed by Feynman in terms of breaking a loop into a set of trees. In a covariant
formalism (which is necessary for renormalization), a virtual line in a loop carries
longitudinal and scalar degrees of freedom, in addition to transverse polarization. When
it is broken, becomes an external line, and represents a free particle, it carries transverse
(physical) degrees of freedom only. Thus, to maintain Lorentz covariance (and match the
loop with the trees), some extra nonphysical degrees of freedom have to be taken into
consideration. Feynman then was forced to face an extra particle, a “fake” or “fictitious”
particle that belonged to the propagator in a loop and had to be integrated over, but now
instead became a free particle. Thus unitarity was destroyed, and Feynman realized that
“something [was] fundamentally wrong” (1963). What was wrong was a head-on crash
between two fundamental physical principles: Lorentz covariance and unitarity.

In order to recover unitarity, Feynman proposed to “subtract something” from the
internal boson line in a loop. This insightful suggestion was the first clear recognition in
the conceptual development of the subject that some ghost loop had to be introduced so
that a consistent formalism of nonabelian gauge theories could be obtained. This insight
was immediately caught upon by a perspicacious physicist who attended Feynman’s
lecture and requested Feynman to “show in a little more detail the structure and nature
of the fictitious particle needed if you want to renormalize everything directly with the
loops” (ibid.). This alert physicist was Bryce DeWitt, who himself was going to make
substantial contributions to the development of the subject (see below).

In addition to his combinatorial verification of the unitarity of the rules for diagrams,44

Feynman also discussed the massive case and tried to obtain the massless Yang–Mills
theory by taking the limit of zero mass. The motivation was twofold. First, he wanted to
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avoid the infrared problem of the massless theory, which was worse than in the case of
QED because of the self-coupling among gauge bosons. Second, it is impossible to write a
manifestly covariant propagator for a massless vector particle that has only two states of
polarization, because in extending away from the mass-shell in a covariant way, the
massless vector particle obtains a third state of polarization. This is the same clash we just
mentioned between covariance and unitarity in the case of a massless vector theory.

In this context, there are two points worthy of note. First, it turned out to be a mistake to
assume that the massless theory can be obtained in the limit of zero mass (see below),
because the longitudinal polarization of the massive vector boson does not decouple in the
limit of zero mass. Second, Feynman tried to find “a way to re-express the ring diagrams,
for the case with µ2 6¼ 0, in a new form with a propagator different from [equation (10), i.e.,

gμv � qμqv=μ
2

� �
= q2 � μ2ð Þ]45 . . . in such a form that you can take the limits as μ2 goes to

zero.” To this end, he introduced a series of manipulations that were taken over by later
investigators. In any case, this was the first explicit suggestion of finding a gauge different
from the usual one so that the Feynman rule for the propagator of the massive vector
particle could be changed. The result of this suggestion is the so-called Feynman gauge, in
which the vector propagator takes the form gμv= q2 � μ2ð Þ� �

. The Feynman gauge is a form
of renormalizable gauge in which a massive Yang–Mills theory turns out to be renormaliz-
able, because the qμqv/μ

2 term that causes all the problems is absent.
Inspired by Feynman’s work, DeWitt (1964, 1967a–c) considered the question of a

choice of gauge and the associated ghost particle (the “fictitious particle” suggested by
Feynman). Although the issue of unitarity was not clearly discussed, the correct Feynman
rules, in the case of gravitation, were established in the Feynman gauge. In addition, the
ghost contribution in DeWitt’s rules was expressed in the form of a local Lagrangian
containing a complex scalar field, which obeyed Fermi statistics.46

In the case that the gauge symmetry was spontaneously broken, F. Englert, R. Brout,
and M. Thiry (1966) also derived many Feynman rules in the Landau gauge, in which the
vector propagator takes the form gμv � qμqv=q

2
� �

= q2 � μ2ð Þ� �
, and found the correspond-

ing ghost. On the basis of the form of the vector propagator, they suggested that the theory
be renormalizable.

L. D. Faddeev and V. N. Popov (1967), starting from Feynman’s work and using the path
integral formalism, derived Feynman’s rules in the Landau gauge. In their work, the ghost
came out directly. But their technique was not sufficiently flexible to discuss a general gauge
and to understand the previously established rules in the Feynman gauge. In particular, the
ghost introduced by them, unlike DeWitt’s ghost, had no orientation, and a simple vertex
structure could be obtained only in the Landau gauge. Since neither the choice nor the ghost
rules in their work were expressed in terms of local fields in the Lagrangian, the connection
between the Lagrangian and the Feynman rules was not very clear. Another defect of the
work was that the question of unitarity was left unaddressed. Since the roots of the ghost, as
indicated above, lie in the requirement for unitarity, and unitarity in Faddeev and Popov’s
procedure of introducing ghost as a compensation to the breaking of gauge invariance is not
a trivial issue, this defect left a big gap in their reasoning.
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The results of DeWitt and of Faddeev and Popov were rederived by Mandelstam in
(1968a, b) with an entirely gauge-invariant formalism of field theory. Thus, in the summer
of 1968, the Feynman rules for massless nonaAbelian gauge theories were established and
were, at least for some specified choices of gauge, those of a renormalizable theory in the
sense of power counting, so that these choices of gauge were called renormalizable gauges.
However, whether the infinities could be removed, order by order in a perturbative way, in
a gauge-invariant way was not clear. In addition, unitarity was not a settled issue, and the
infrared problem still plagued physicists.

At this juncture, a heroic attack on the renormalizability of nonabelian gauge theories
was launched from Utrecht, The Netherlands, by Veltman (1968a, b). Veltman knew very
well that the current opinion took the charged massive vector boson theories, which were
revived as a consequence of the V–A theory of the weak interaction, as hopelessly
divergent. Conceiving the success of current algebra as a consequence of the gauge
invariance of a field theory, however, Veltman considered that success, in particular the
success of the Adler–Weisberger relation, as experimental evidence of the renormalizabil-
ity of nonabelian gauge theories with massive vector bosons and began detailed investi-
gations to verify his conviction.

Phenomenologically, taking vector mesons to be massive was natural because the
vector mesons responsible for the short-range weak interactions must be massive. Theor-
etically, a massive theory can bypass the infrared problem because “the zero-mass theory
contains horrible infrared divergences,” which prohibit the study of an S-matrix with
incoming and outgoing soft bosons. Following Feynman, Veltman also believed, wrongly,
that the massless theory could be obtained in the limit of zero mass from the massive
theory.

The massive theory was obviously nonrenormalizable mainly because of the term
containing kµkv/M

2 in the vector field propagator (δµv + kµkv/M
2)/(k2 + M2

– iε). Informed
by previous work by Feynman, Dewitt, and others, Veltman noticed that “as is well known
this term is modified if one performs a gauge transformation,” because with a change of
gauge the Feynman rules would also be changed. His objective was to find a technique for
changing gauge, so that the Feynman rules would be changed in such a way that the vector
propagator would take the form of δµv/(k

2 + M2
– iε),47 and the theory would be

renormalizable at least in the sense of power counting.
Veltman called the technique he had invented the free-field technique and the crucial

transformation the Bell–Treiman transformation, although neither Bell nor Treiman was
responsible for it. The essential idea was to introduce a free scalar field without
interaction with the vector bosons. By replacing the vector field (Wµ) with some
combination of the vector and scalar fields (Wµ + ∂µ ϕ/M), and adding new vertices in
such a way that the scalar field remained a free field, Veltman found that while the
Feynman rules for the new theory were different (the propagator for the vector field was
replaced by that for the combination), the S-matrix, and thus the physics, remained the
same. He also found that the combination could be chosen in such a way that its
propagator would take the form
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δμv þ kμkv=M
2

� �
= k2 þM2 � iε
� �� kμkv=M

2= k2 þM2 � iε
� � ¼ δμv= k2 þM2 � iε

� �
,

(10.6)

which would lead to less divergent Feynman rules. The price for this achievement was the
introduction of new vertices involving ghosts.48

Veltman’s free-field technique was developed in the language of diagrams, stimulated
by Chew’s S-matrix philosophy. Later, it was reformulated in the path integral formalism
by D. Boulware in (1970), and also by E. S. Fradkin and I. V. Tyutin (1970), who
introduced the possibility of a general choice of gauge through the introduction of a term
in the Lagrangian and established a procedure by which the Feynman rules for a general
gauge could be obtained.

With a powerful means for changing gauge and changing Feynman rules, Veltman
obtained an astonishing result, namely that the Yang–Mills theory with an explicit mass
term turned out to be one-loop renormalizable with respect to power counting (i.e., up to
quadratic terms for the self-energies, linear terms for the three-point vertex, and logarith-
mic terms for the four-point function). Before this breakthrough, claims and statements
concerning the renormalizability of gauge theories rarely went beyond speculations. The
breakthrough destroyed the entrenched opinion that the charged massive vector boson
theory was hopelessly nonrenormalizable, and stimulated further investigations on the
subject.

Conceptually and psychologically, Veltman’s (1968b) was extremely important
because it had convinced physicists that by changing gauge, a set of renormalizable
Feynman rules would be obtainable. Physically, however, many gaps remained to be
filled. To properly renormalize a theory with a gauge symmetry, one has to regularize it
in accordance with that symmetry. In Veltman’s case (1968b), the theory had no symmetry
because the mass term definitely destroyed the assumed symmetry. In addition, he had no
gauge-invariant regularization scheme. For these reasons, the theory was not renormaliz-
able in a fuller sense even in the one-loop case.

The situation for two or more loops was even worse. It was soon discovered that the
Feynman rules (obtained by modifying the massless rules with the addition of a mass in the
denominator), that were valid at the one-loop level, definitely violated unitarity and led to
nonrenormalizable divergences for two-loop diagrams.49 Boulware in his path integral
treatment also indicated that the nonrenormalizable vertices occurred at the level of two or
more loops. Since in the massless theory such vertices were absent, it was assumed that
they would also cancel out one way or the other. However, A. Slavnov and Faddeev (1970)
established that the limit of zero mass of the massive theory was already different from the
massless theory at the one-loop level, or as shown by H. van Dam and Veltman (1970) for
gravitation even at the tree level.

Thus, further progress depended on a proper understanding of what the precise Feyn-
man rules for two-or-more-loop diagrams were and how to verify the unitarity of the theory
described by such rules. In general, the problem of unitarity in the case of nonabelian
gauge theories is more complicated than in other cases. The Feynman rules in a
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renormalizable gauge are not manifestly unitary. There are unphysical degrees of freedom
or ghosts, which are required to compensate for gauge dependence introduced by the
gauge-fixing term in the Faddeev–Popov formalism. In addition, there are unphysical
polarization states of the gauge fields in their internal propagation in the covariant
formalism. A theory is unitary only when the contributions from these unphysical degrees
of freedom are absent. It turns out that there would be no such contributions if certain
relations or Ward identities between Green’s functions involving the gauge and ghost fields
were valid. That is, Ward identities will ensure the exact cancellation between the
contributions from the two types of unphysical degrees of freedom. Thus for the condition
of unitarity to be satisfied, the establishment of Ward identities is crucial.

Originally, the identities were derived by Ward (1950) and extended by Fradkin (1956)
and Takahashi (1957) as one of the consequences of gauge invariance in QED:

kμΓμ p; qð Þ ¼ S�1
F qð Þ � S�1

F pð Þ, k ¼ q� p , (10.7)

where Γµ and SF are the irreducible vertex and self-energy parts, respectively. The
identities say that if the polarization vector eµ(k) of one or more external lines is replaced
by kμ , while all other lines are kept on mass shell and provided with physical polarization
vectors, the result is zero.

In the case of nonabelian gauge theories, the situation is much more complicated. In
addition to those similar to ones appearing in QED, there is a whole set of identities
involving only the nonabelian gauge fields and the associated ghosts. Furthermore, since
these identities do not directly relate irreducible vertices and self-energy parts, they have
less direct physical meaning than those in QED. By using Schwinger’s source technique
and the Bell–Treiman transformation, however, Veltman (1970) succeeded in deriving
generalized Ward identities for the massive nonabelian gauge theories.50 These identities,
together with the cutting equations obtained earlier also by Veltman (1963a, b), can be
used to show the unitarity of a nonabelian gauge theory containing ghost loops. They also
play a crucial role in carrying through the actual renormalization process, because the
renormalized theory must be shown to be unitary.

By the summer of 1970, therefore, Veltman knew how to derive Feynman rules from
diagrams, how to have different (unitary or renormalizable) rules by changing gauges
through the Bell–Treiman transformation, and how to verify unitarity by using generalized
Ward identities and sophisticated combinatorial technique that he had developed over the
years. All these are crucial ingredients for renormalizing nonabelian gauge theories. What
Veltman actually achieved, however, was merely an illustration of the one-loop
renormalizability of massive vector theories, which was solely based on brute force
manipulations and naive power-counting arguments without a rigorous proof. For him,
the theory was nonrenormalizable once one went beyond one loop. A more serious gap in
Veltman’s project was the lack of a proper regularization procedure. A gauge-invariant
regulator method is necessary for demonstrating that all subtractions can be defined in a
consistent way without violating the gauge symmetry. Thus, when Gerard ’t Hooft, one of
his students studying high-energy physics under his supervision, showed interest in the
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Yang–Mills theory, he suggested to ’t Hooft the problem of finding a good regulator
method to be used with the Yang–Mills theory. And this suggestion soon led to a final
breakthrough.

In (1971a), ’t Hooft presented a new cutoff scheme for one-loop diagrams, in which a
fifth dimension was introduced and the gauge symmetry of the theory was respected, and
applied this method to the massless Yang–Mills theory. He extended, elegantly, the
method of Faddeev and Popov (1967) for general gauge fixing and ghost generation, and
that of Fradkin and Tyutin (1970) for deriving Feynman rules in a general gauge, and
presented Feynman rules containing oriented ghosts in a very large class of gauges in terms
of a local unrenormalized Lagrangian,51 which opened up the way for a complete renor-
malization programme. By using Veltman’s combinatorial methods, ’t Hooft was able to
establish the general Ward identities and, with the help of them, unitarity. However, ’t
Hooft’s proof of the renormalizability of the massless Yang–Mills theory was valid for one
loop only because the new cutoff method worked up to one loop only.

In 1971, a massless Yang–Mills theory was conceived as an unrealistic model, and only
the massive theory, through charged vector bosons, was considered physically relevant.
Since the massive theory in Veltman’s previous investigations (1969, 1970) appeared to be
nonrenormalizable, he really wished to extend ’t Hooft’s success and to have a renormaliz-
able theory of massive charged vector bosons. Equipped with the techniques learned from
Veltman and inspired by Benjamin Lee’s work on the renormalization of the σ model, ’t
Hooft confidently promised a solution.

’T Hooft’s basic idea was to introduce spontaneous symmetry breaking into Yang–Mills
theories. This idea was motivated by the following advantages. First, the vector bosons can
acquire mass through a Higgs-type mechanism. Second, the infrared difficulty of the
massless theory can be thereby circumvented. Third, and most importantly, the renorma-
lizability of the massless theory can be preserved because, as was demonstrated by the
work of Lee and others on the σ model,52 the renormalizability of a theory was not spoiled
by spontaneous symmetry breaking. Once this step was taken, the techniques used for the
massless theory and those developed by Veltman for the one-loop renormalizability of the
massive theory could be taken over to verify the renormalizability of the massive Yang–
Mills theory (’t Hooft, 1971b).

This paper was immediately cheered as being one “which would change our way of
thinking on gauge field theory in a most profound way”53 and, together with ’t Hooft’s
(1971a) paper, was universally recognized as a turning point, not only for the fate of gauge
theories but also for that of QFT in general and for many models built thereon, thus
radically changing the course of fundamental physics, including particle physics and
cosmology.

While this assessment is basically true, to complete the renormalization programme,
however, two remaining gaps had to be filled. First, a gauge-invariant regularization
procedure, which was to be valid not only up to the one-loop level or to any finite order
in perturbation theory, was of vital importance because subsequently the subtraction
procedure had to be carried through. This gap was filled by ’t Hooft and Veltman in
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(1972a), in which a systematic procedure, called dimensional regularization, was proposed,
based on an extension of ’t Hooft’s gauge-invariant cutoff (in which a fifth dimension of
spacetime was introduced), by allowing the dimensionality of spacetime to have noninte-
ger values and defining this continuation before loop integrations were performed.54

Second, the Ward identities, unitarity, and renormalization had to be established, order
by order, and rigorously. In (1972b), ’t Hooft and Veltman presented a formal combina-
torial derivation of the Ward identities and, using them, a proof of unitarity and
renormalizability for nonabelian gauge theories, thus laying down a firm foundation for
the further development of the gauge theory programme.

The development of the Veltman–’t Hooft programme has made it crystal clear that
maintaining gauge invariance is vital to the proof of renormalizability of any vector boson
theory, for two reasons. First, the establishment of unitarity of a renormalizable set of
Feynman rules required Ward identities, a consequence of gauge invariance. Second, the
rules in the renormalizable gauge are equivalent to those in the unitary gauge only when
the theory is gauge invariant. This conclusion has severely constrained the further devel-
opment of QFT whenever boson fields are involved.55

10.4 Global Features

Traditionally, field theories study the local behavior of the physical world. In the case of
gauge theories, the local character of gauge potentials is dictated by local interactions,
which determine the laws of conservation. Yet, with the rise of the gauge-theoretical
framework, certain otherwise mysterious physical phenomena have become understand-
able within this framework and, more importantly, have revealed certain global features of
gauge potentials, global in the sense that their topological behavior is shared by all
topologically equivalent (deformable) states (or an equivalent class) of gauge potentials,
and different classes have different behaviors.

One such phenomenon is the equality of the absolute charges of the proton and the
electron. Experimentally, they are equal to a high degree of accuracy. Theoretically, Dirac
(1931) tried to understand the equality by proposing the existence of magnetic monopoles,
which entailed the quantization of charge. Although monopoles have never been
detected,56 the proposal does hit on the heart of the theoretical structure of gauge-invariant
field theories. Further explorations of this aspect of gauge theories have revealed the global
features of gauge potentials and shed some light on the quantization of physical param-
eters, with or without implying the existence of monopoles. Another attempt was made by
Yang (1970), who, following Schwinger, tried to relate the quantization of the electric
charge to the compactness of the gauge group, a global feature of the group.57

Another such phenomenon is the famous Aharonov–Bohm effect. In the experiment
suggested by Yakir Aharonov and David Bohm (1959) and performed by R. G. Chambers
(1960), the outcome (the fringe shift caused by additional phase shifts in the wave
functions of the electron beams) in a doubly connected region outside a cylinder, where
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the electromagnetic field strength Fµv vanishes everywhere, turned out to be dependent on
the loop integral of Aµ, α = e/hc

Þ
Aµ dx

µ (or more exactly on the phase factor eiα rather than
the phase α), around an unshrinkable loop.

The implications of the Aharonov–Bohm effect are many. Most important among them
are two. First, it established the physical reality of the gauge potential Αμ. Second, it
revealed the nonlocal, or global, character of electromagnetism.

The traditional view took Fµv as physically real, responsible for observable effects, and
giving an intrinsic and complete description of electromagnetism. In contrast, the potential
Αμ was taken only as auxiliary and fictitious, without physical reality, because it was
thought to be arbitrary and unable to produce any observable effects. The Aharonov–Bohm
effect has clearly shown that in quantum theory Fµv by itself does not completely describe
all electromagnetic effects on the wave function of the electrons. Since some of the effects
can only be described solely in terms of Αμ, while Fμν itself can always be expressed in
terms of Αμ, it is reasonable to assume that the potential is not only physically real in the
sense that it can produce observable effects, but also has to be taken as more fundamental
than the electromagnetic field strength. Given the substantiality of the electromagnetic
field, the potential must be substantial so that the field can acquire its substantiality from
the potential. This is a significant implication of the Aharonov–Bohm effect for the
ontological commitment of the gauge field programme.

Second, the Aharonov–Bohm effect observed in the region where the field strength is
absent has also shown that it is the relative change in the phase of the wave function of the
electrons produced by the potential that is physically observable. Yet, as I shall discuss
presently, the change is not produced by any local interaction of any specific potential with
the electrons. Rather, it is dictated by a certain global property of the potential, which is
specified by a pure gauge function and is unique to a specific gauge group. That is, in terms
of its ontological foundations, the gauge potential in its “vacuum” or “pure gauge”
configuration is unique. Thus the original objection to the reality of the gauge potential,
namely its arbitrariness, carries no weight in this regard.

Before elaborating the second point in a larger theoretical context, which is the major
topic of this section, let me mention one more physical phenomenon, which would be
mysterious without taking into consideration the global character of gauge theories. That is
the Adler–Bell–Jackiw anomalies discovered in 1969 (see Section 8.7). Associated with
these anomalies in an effective Lagrangian of a nonabelian gauge theory is an additional
term, which is proportional to P = –(1/16π2) tr F*µv Fµv = ∂µC

µ [Cµ = –(1/16π2)εµαβγ] tr
(FαβAγ – 2/3 AαAβAγ] (cf. Equation 8.25 of Section 8.7). This gauge-invariant term has no
effect on the equations of motion because it is a total divergence of a gauge-variant
quantity C. This means that, first, the breaking of gauge symmetry by anomalies has a
quantum origin because classical dynamics is entirely characterized by the equations of
motion. Second, it suggests that the anomalies have connections with the large-distance
behavior of gauge potentials. More precisely, it suggests that what is broken by the
anomalies is the symmetry under certain finite, rather than infinitesimal, gauge
transformations.
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Common to all these phenomena is the existence of finite gauge transformations that
(unlike the infinitesimal ones), as parallel displacements, are represented by path-
dependent or nonintegrable phase factors.58 In the case of a Dirac magnetic monopole,
that the gauge transformations are nonintegrable is easy to understand. The very existence
of the monopole poses a singularity for the gauge potential, which makes the loop integral
of the potential around the singularity undefinable. In the case of the Aharonov–Bohm
effect, the existence of the cylinder plays the same role as Dirac’s monopole: the loop
integral in the phase factor has to be performed around an unshrinkable loop. In the case of
anomalies, the additional term mentioned above is invariant under infinitesimal transform-
ations, but, with certain boundary conditions, will pick up an additional term under finite
transformations for a nonabelian theory A ! SUASþU ¼ U�1 rð ÞAU rð Þ � U�1 rð ÞrU rð Þ� �

,
which is determined by the large-distance properties of the gauge potential

Aμ r !/ð Þ ! U�1∂μU:

ω Uð Þ ¼ 1=24π2
ð
drεijktr U�1 rð Þ∂iU rð ÞU�1 rð Þ∂jU rð ÞU�1 rð Þ∂kU rð Þ� �

, (10.8)

where U(r) is the pure gauge function with large-distance asymptotes I (or �I). The
difference, in this case, between the finite and infinitesimal gauge transformations lies in
a term involving the gauge function U(r). Thus a closer examination of the gauge function
seems worthwhile.

In fact, a deep understanding of the global features of gauge theories did come from such
an examination of the gauge function U(r). Since the three-dimensional spatial manifold
with points at infinity is identified as topologically equivalent to S3, the surface of a four-
dimensional Euclidean sphere labeled by three angles, mathematically, the functions U
provide a mapping of S3 into the manifold of the gauge group. From Appendix 2 we know
that such mappings fall into disjoint homotopy classes, labeled by the integers; gauge
functions belonging to different classes cannot be deformed continuously into each other;
and only those homotopically trivial (with winding number equal to zero) can be deformed
to the identity. That is, Π3 (a nonabelian gauge group) = Π3(S

3) = Z. Furthermore, the
additional term ω(U) picked up by the Wess–Zumino term (representing the anomaly
effects) under the finite transformations for a nonabelian theory

A ! SUASþU ¼ U�1 rð ÞAU rð Þ � U�1 rð ÞrU rð Þ� �
is, as can be seen from Appendix 2,

precisely the analytic expression for the winding number of the finite gauge transformations.
The concept of finite gauge transformations, whose characteristic labeled by the

winding number is uniquely determined by the global gauge transformation U/ (= limr!/
U(r)), is rich in implications. First, in any realistic nonabelian gauge theory with chiral
source currents, where the gauge transformations are not trivial and the chiral anomaly is
inevitable, the gauge invariance is broken at the quantum level and renormalizability is
destroyed, unless some arrangement for the source currents is made so that the additional
contributions picked up by the anomalous term cancel each other and the gauge invariance
is restored. This requirement of the cancellation of anomalies has put a severe restriction
upon model building (see Section 11.1).
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Second, when the three-dimensional gauge transformations are not trivial (such as, but
not restricted to, the case of nonabelian gauge theories), if the action I is invariant against
small but not large gauge transformations, then the requirement of gauge invariance in
certain situations entails the quantization of physical parameters. To see this we only have
to remember that, in the path integral formulation, the theory is determined by exp (iI/h),
the gauge invariance of a theory against finite gauge transformations can be achieved by
requiring that the change of its action ΔI caused by a finite gauge transformation is equal to
2nπh, n being an integer. In the case of Dirac’s point magnetic monopole, where the U(1)
gauge transformations are nontrivial because of the existence of the singularity caused by
the monopole and ΔI = 4πeg, the requirement of gauge invariance amounts to the
requirement 4πeg/c = 2nπh, or 2ge/hc = n, which is the Dirac quantization condition for
the electric charge. More examples about the quantization of physical parameters as the
result of gauge invariance against nontrivial gauge transformations can be found in Jackiw
(1985).

From the above discussion we know that a gauge-invariant theory with a simple
nonabelian gauge group, whose transformations are nontrivial, always contains quantiza-
tion conditions. Then what about these quantization conditions if the symmetry group is
spontaneously broken by a scalar field to a U(1) group, whose transformations, identical to
the electromagnetic gauge transformations, are trivial? ’T Hooft (1974) and A. Polyakov
(1974) found that in the case of an SU(2) gauge group the quantization conditions would
remain because, instead of a singular Dirac monopole, there would be a smooth SU(2)
monopole, a configuration which would be regular at the origin, but far away from the
origin would appear as a monopole. Later, static solutions with finite classical energy of the
smooth monopole were found and were believed to be stable against perturbations.
Physicists tried to identify the smooth monopole as a soliton of nonlinear field theories
in three spatial dimensions and to describe its quantum states semiclassically.59

The ’t Hooft–Polyakov monopole and its generalizations must exist in every grand
unified theory because all of them are based on a simple symmetry group, which must be
broken spontaneously with a U(1) factor surviving. Thus the lack of experimental evidence
for the existence of the monopoles and their problematic theoretical implications (such as
proton decay) have put an important constraint on model building.

Another interesting implication of the response of a nonabelian gauge theory to the
finite gauge transformations involves a new conception of the structure of the vacuum.

In a pure nonabelian gauge theory, after one fixes the gauge (such as using the gauge
A0 = 0), there remains some residual gauge freedom, such as those finite gauge transform-
ations U(r), depending on the spatial variable only. Thus the vacuum defined by Fµv =
0 restricts the gauge potentials to “pure gauge” and zero-energy configurations

Ai rð Þ ¼ �U�1 rð Þ∂iU rð Þ, with lim U(r – /) = U/, where U/ is a global (position-
independent) gauge transformation. Since Π3 (a compact nonabelian gauge group) = Z
(see Appendix 2), there must be an infinity of topologically distinct yet energetically
degenerate vacua for such a nonabelian gauge theory, which can be represented by

A nð Þ ¼ U�1
n rUn, n extending from –/ to +/. Thus a quantum state of a physical vacuum
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should be a superposition of wave functionals Ψn Að Þ : Ψ Að Þ ¼ P
ne

inθΨn Að Þ, with each
Ψn(Α) situated near the classical zero-energy configuration A(n). They must be gauge
invariant against homotopically trivial transformations. But the nontrivial ones shift n:

SnΨ
0
n ¼ Ψnþn0 , where Sn is the unitary operator that implements a finite gauge

transformation Un belonging to the nth homotopy class. Since SnΨ(A) = e–inθΨ (A), the
physical vacuum is characterized by θ, the famous vacuum angle, and the vacuum is called
the θ vacuum.60

The pure gauge potentials A nð Þ ¼ U�1
n rUn are analogous to infinitely degenerate zero-

energy configurations in a quantum mechanical problem with a periodic potential, with the
emergence of a phase in the response of a topological vacuum state to a finite gauge
transformation analogous to a shift in the periodic potential problem, whereby a wave
function acquires a phase. As in the quantum mechanical problem, the degeneracy between
different topological vacua is lifted if there exists tunneling between them. In pure
nonabelian gauge theories, such tunneling is due to instantons.61 When the massless
fermions are included in the theory, the tunneling is suppressed, the vacua remain degener-
ate, and the θ angle has no physical meaning.62 In a nonabelian gauge theory, such as
quantum chromodynamics, where fermions are not massless (see Section 11.1), the θ angle
should be observable theoretically, although it has never been observed in experiment.63

In sum, the concept of gauge invariance against large or finite transformations that are
homotopically nontrivial opens up a new perspective for gauge theories, helps to reveal or
speculate on certain novel features of nonabelian gauge theories which are global in nature,
and thus provides a powerful means for combining a local conception of the physical world
described by field theories with a global one.

10.5 Open Questions

Although solid foundations have been laid down for gauge theories in the last four decades,
many conceptual questions remain open, betraying the truth that the foundations are
neither monolithic nor flawless. The most important among them are four.

10.5.1 The Ontological Status of the Goldstone Scalar System

As we have seen, as far as the basic ideas are concerned, there is no difference between
Goldstone’s work on spontaneous symmetry breaking (SSB) and Nambu’s. Yet, Goldstone
takes the scalar bosons as elementary particles and explores the conditions and results of
SSB in this boson system, while in Nambu’s framework, the scalar bosons are derivative
because these are composite modes that appear only as a result of symmetry breaking in a
fermion system. An advantage of Goldstone’s model is its renormalizability. This makes it
much easier to find conditions for the existence of asymmetric solutions to a nonlinear
system. More interesting than this, however, are some new features brought about by the
introduction of an elementary scalar system in the study of SSB.
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First, an indication of symmetry breaking in Goldstone’s boson system is the occurrence
of an incomplete multiplet of massive scalar particles, so-called Higgs bosons. In Nambu’s
framework, no massive spinless boson is possible without explicit symmetry breaking.
Thus Goldstone’s approach, compared with Nambu’s, has brought out a surplus theoretical
structure, the massive scalar boson. It is surplus because it is not required by the fermion
system for symmetry restoring.

Second, the introduction of an elementary scalar system in the study of symmetry
breaking imposes a double structure on symmetry breaking. That is, the SSB of the fermion
system is not specified by its own nonlinear dynamical structure. Rather, it is induced,
through Yukawa coupling, by the symmetry breaking in a primary system of scalar bosons.
This double structure of symmetry breaking has brought a peculiar feature to the standard
model (see Section 11.1). That is, apart from a theoretically fixed dynamical sector, which
explains and predicts observations, there is an arbitrarily tunable sector, which makes a
phenomenological choice of actual physical states.

The introduction of the Goldstone scalar system has opened up new possibilities for our
understanding of the physical world, from the spectrum and interactions of elementary
particles to the structure and evolution of the whole universe. In particular, the system is
intimately involved in two of the most revolutionary aspects of the gauge theory pro-
gramme. First, it is constitutive for the Englert–Brout–Higgs mechanism which suggests
for the first time how mass, not just the mass of gauge quanta, but also that of fermions, is
generated through an interaction: a gauge interaction between the scalar and gauge quanta
for massive gauge quanta, the Yukawa interaction between scalar and fermions for massive
fermions. The Yukawa interaction is gauge invariant but cannot be derived from the gauge
principle. That is, though not in conflict with the gauge principle, it is itself outside the
framework of gauge theory. In fact, understanding the nature of the Yukawa interaction
requires a new direction in field-theoretical study. Second, the surplus structure of the
Higgs field plays the role of a new type of vacuum, analogous to the old-fashioned ether,
which acts like a continuous background medium and pervades all of spacetime. In certain
models, it is suggested to be responsible for the cosmological constant and cosmic phase
transitions. Then the question is where this ether comes from or what the origin of the
Higgs field is.

Thus, to successfully carry out the gauge theory programme, a thorough and detailed
understanding of the nature and dynamics of the Goldstone scalar system seems to be even
more important than the theory of gauge fields itself, just as the understanding of gauge
fields is more important for carrying out the quantum field programme than the theory of
quantum fields itself. Then, a serious question is raised concerning the ontological status of
this scalar system.

Notice that there is a big difference between the scalar system and a superconducting
system. In the superconducting system, the asymmetric phase, the symmetric phase, and
the phase transition between the two phases are all real. In the scalar system, however, the
Goldstone boson is nonphysical, and the symmetric solution attracts no attention from
physicists. The nonphysical Goldstone scalars – together with other nonphysical scalars,
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covariant ghosts, and Faddeev–Popov ghosts – are deeply entangled in the theoretical
structure of nonabelian gauge theories, that is, in the description of gauge bosons. An
inevitable physical question about these nonphysical degrees of freedom concerns their
relation to nature: are they representative of physical reality, or just auxiliary constructions
for encoding some information without direct physical reference?

The instrumentalists take them as ad hoc devices for building models, such as the
standard model, so that the required observations, such as W particles and neutral currents,
can be obtained. They do not take all the implications of these ad hoc devices, including
the Higgs boson, seriously. But then the instrumentalists have to face further questions.
What is the status of the information encoded in these constructions? Is it possible for us to
have direct access to the information without resort to the fictitious devices? That is, can
we reconstruct a self-consistent theory, with the synthesizing power and the powers of
explanation and prediction equal to those of the standard model, without all the nonphy-
sical degrees of freedom, which are deeply entrenched in the standard model?

If we take a realist position, then the search for the Higgs particle, for the symmetric
solution of the scalar system, and for the agent that drives the system from its symmetric
phase to its asymmetric phase will be serious physical problems. Moreover, there is
another question concerning the nature of the scalar particles: are they elementary or
composite?

Some physicists feel that only in a phenomenological model can the scalar particles be
taken as elementary, and in a fundamental theory they should be derived from fermions.
For them, Goldstone’s approach was a retreat from Nambu’s more ambitious programme,
and the idea of dynamical symmetry breaking, including the idea of technicolor, seems to
be more attractive than Goldstone’s approach. Yet the primary role that the scalar system
has played in the standard model seems to support an alternative view, which was
extensively explored in the late 1950s by K. Nishijima (1957, 1958), W. Zimmermann
(1958), and R. Haag (1958), and in the early and mid-1960s by Weinberg (1965a) and
others, that, as far as the theory of scattering is concerned, there is no difference between
elementary and composite particles.

10.5.2 The Reality of the Englert–Brout–Higgs Mechanism

The EBHmechanism is a cornerstone for the nonabelian gauge theory. But whether it is real
is an unsolved question. A seemingly naive question about its foundation is this: Does the
broken symmetry solution of a scalar field exist in the physical world (rather than only in
mathematical formulas)? Surely it exists, the common wisdom asserts: Its massless modes
are combined with (absorbed by) the massless gauge bosons, resulting in the desirable
massive gauge bosons, whose consequences have all been confirmed without any trace of
doubt. As to its massive mode, which has been elusive for a long time, now it has finally been
observed by experiments at CERN’s LHC. With all the consequences of its existence
confirmed, one may feel that its existence is confirmed. And this also seems to suggest the
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confirmation of the EBH mechanism that was built on it, as the common wisdom asserts
now. A pundit may argue that it is logically fallacious to claim the validity of the antecedent
by affirming the consequent. Yet confirming the consequences at least has provided eviden-
tial support for the antecedent. In this case, however, there are more seriously disturbing
problems coming from physics than from the incomplete validity of inductive logic.

The validity of the common wisdom is explicitly or implicitly based on two assump-
tions. First, both the broken symmetry solution of a scalar field and the symmetrical
solution of gauge fields exist in reality, at least at a deep level, a so-called metaphysical
level which may not be accessible to current, future, or any thought experiments.64 Second,
at the experimental (physical) level, some of them always appear in a redefined (recom-
bined) way as the massive scalar and vector bosons. That is, both the massless scalar
modes and massless vector modes are assumed to be real, but not observationally- experi-
mentally- empirically accessible in a separate way.

However, if there is simply no way to have any experimental access – not even through
thought experiments, to their identifiable existence, especially to the effects derivable from
the identifiable Goldstone modes, either directly through their derivative couplings or
indirectly through separating the effects produced by the Goldstone modes from the
massive gauge boson-mediated events65 – then what is the ground for believing in their
existence? An instrumentalist may thereby deny the reality of the broken symmetry
solution of the scalar field and the symmetrical solution of gauge fields, relegating them
into the fictitious status of phlogiston and the ether, whose only function is to construct the
observable particles (massive gauge bosons and the Higgs boson) and measurable param-
eters (the weak scale and masses, whose ratios are the relevant couplings), which,
according to the positivist-instrumentalist philosophy, are the only reality in the physical
world. That is, an instrumentalist would take Weinberg’s model as physically nothing more
than Glashow’s model (1961), except for an additional Higgs boson.66

A Realist Response: A Scalar-Vector Symbiont as a New Primary Entity

No empirical (including virtually empirical, meaning through thought experiments) access
to the broken symmetry solution of a scalar field and the symmetrical solution of gauge
fields separately strongly supports an instrumentalist claim of no reality to the physical
foundation of the EBH mechanism, and thus poses a serious challenge to a realist reading
of the EBH mechanism.

A realist reading remains possible, however, if one moves away from the assumptions
taken by the common wisdom and assume what exists in reality is a scalar-vector symbiont
possessing broken symmetry solutions for its scalar and vector moments, rather than a set
of scalar and vector fields. Perhaps the physical foundation for the EBH mechanism is this
ontologically primary symbiont – whose internal dynamics explains the EBH mechanism –

rather than a primary scalar field and its set of couplings as we discussed above.
The symbiont, a physically primary and empirically accessible nondecomposable

single entity, is mathematically describable by analytically separable structures (the
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scalar and vector sectors as the two modes of the symbiont), but no mathematical
separation and manipulations would have any physical meaning since the two modes
of the symbiont are not physically separable. That is, no massless excitations of its scalar
moment’s broken symmetry solution or its vector mode’s symmetry solution should be
expected to be detectable in reality (the physical world): These excitations are only
mathematical artefacts of an illegitimate separation of the nondecomposable structure.
The holistic structure of the symbiont is very different from, e.g., the structure of a
coupled electron-photon system, whose components (electron and photon) in the gauge-
less limit can exist separately, and there is no way for its components to be recombined
in different ways to produce configurations of differently structured component field
systems. To such a holistic symbiont, an old Christian maxim applies: What God has
joined together, let no man put asunder.

The assumption of the ontologically primary and holistic symbiont of two physically
inseparable modes is not in contradiction with, and in fact has to be complemented by, the
assumption that its two modes are dynamically identifiable. That is, each mode has its own
dynamical identity, namely its characteristic ways of coupling to other systems without
being affected by those of the other mode. This implies that each and all degrees of
freedom in the scalar mode share the mode’s characteristic self-coupling and Yukawa
coupling to a fermion system that are not to be affected by the vector mode’s gauge
coupling; similarly, the vector mode has its characteristic way of gauge coupling to other
systems without being affected by the scalar mode’s ways of coupling.

This assumption is crucial for a realist reading of the symbiont-based EBH mechanism
because otherwise, at a deep, experimentally inaccessible level of reality, no self-coupling
and Yukawa coupling of the scalar mode (the broken symmetry solution of the scalar
system and the related degenerate vacuum, and the broken symmetry solution of the
fermion system induced by the former and the related massive fermions, constituted
thereby) could be defined, and at the experimentally accessible level of reality, no vector
mode’s gauge couplings (and electroweak interactions) could be defined. That is, without
this assumption, there is simply no way to define the two distinctive modes within the
symbiont; as a result, the very notion of the scalar-vector symbiont would collapse,
together with the realist reading of the EBH mechanism that is conceptually based on
the notion of the symbiont.67

A Spacetime Analogy: Reorganizable Moments of a Symbiont

There is a well-known predecessor of such a holistic symbiont. In his (1908), Hermann
Minkowski declared: “Henceforth space by itself, and time by itself, are doomed to fade
away into mere shadows, and only a kind of union of the two will preserve an independent
reality.” Similarly, we may say that Goldstone’s scalar system and Glashow’s gauge
system are doomed to fade away into mere shadows, and only a symbiont of the two
(scalar and vector) modes exists as a holistic entity in the electroweak domain of the world,
aside from the fermion system.
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Extending this analogy, just as the distinction between spatial and temporal aspects of
the world remains, even though only spacetime is an independent reality, we can still
meaningfully talk about the scalar mode and the vector mode of the symbiont – and their
experimentally accessible manifestations (as a result of reorganization of the degrees of
freedom within the symbiont): massive scalar and vector bosons – characterized by their
dynamical identity, with an understanding that they are just different modes (manifest-
ations) of a single physical entity, having no physically separable existence.

The scalar mode and vector mode are different from the scalar field and the vector field
(separately, or joined in a coupled system), because the symbiotic nature of the two modes
allows the reorganization of their degrees of freedom within the symbiont.68 Without the
reorganizability, no internal dynamicswithin the symbiont could be defined for producing the
physical setting of the EBH mechanism: the broken symmetry solution produced by scalar
mode’s nonlinear dynamics (quartic self-coupling) would not be able to induce symmetry
breaking in the vector (gauge) mode by way of rendering gauge bosons massive, which is
achievable only through the reorganization of degrees of freedom within the symbiont.69

Two Puzzles

The reorganizability of the degrees of freedom (from the inseparable modes of the
symbiont) for a redefinition of modes (as recombinations of the degrees of freedom
involved) is a characteristic feature of the symbiont. It is crucial in defining internal
dynamics within the symbiont for producing the physical setting of the EBH mechanism,
and thus is crucial for realistically grounding the EBH mechanism. When we look into this
notion more carefully as it deserves, however, some disturbing features emerge and the
very notion of the symbiont (and thus the realist reading of the EBH mechanism) is
seriously threatened.

In his classic 1967 paper, where a key notion is the redefinition of the field (through the
recombination of the degrees of freedom from the scalar field and the vector field as it
happened in the redefinition of gauge bosons), Weinberg indicated that the redefinition
implied the reordering of the perturbation theory. The details of how the two (redefinition
and reordering) are connected may be an effective technical means for addressing the
subtle conceptual issues explored here (the recombination of the degrees of freedom from
two modes of the symbiont). Weinberg assumed only primary scalar and vector fields, of
course, not a primary symbiont. But the conceptual issue of recombination, which will be
examined below, is the same in the two contexts.70 Weinberg did not spell out the technical
details. But it seems reasonable to assume that, in both contexts, what are to be recombined
for redefining the fields (or modes in our case), and reordered in the perturbation theory,
should have their identities maintained before and after; otherwise, unless pertinent
physical processes or physical mechanisms are specified to explain how the identities are
changed, an uncontrollable conceptual mess would ensue.

One important aspect of the identity of a degree of freedom is its dynamical identity,
which is crucial for defining modes, namely, its characteristic ways of coupling to other
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systems. Thus, a scalar degree of freedom has its characteristic way of coupling to itself
(self-coupling) and to fermions (Yukawa coupling). The reasonable assumption that a
degree of freedom’s dynamic identity should be maintained during reorganization means,
in more physical terms, that the nature of a mode’s degrees of freedom’s coupling to other
(including its own) physical system (such as scalar’s self-coupling or Yukawa coupling)
must remain the same whatever the organization these degrees of freedom move into in
any process of reconfiguration (reorganization of degrees of freedom within the symbiont).

Through the reorganization or redefinition, Weinberg noticed, “the Goldstone bosons
(the massless mode of the scalar field in Weinberg’s case, of the scalar mode in the context
of the symbiont discourse) have no physical coupling.” By “physical coupling,” surely he
meant only experimentally accessible coupling, not all its dynamical interactions with
other physical degrees of freedom at experimentally inaccessible level. The massless
modes of the scalar field (or mode) do not disappear through the redefinition of the fields
(or modes); they are only to be reorganized into vector fields (or mode), being their
longitudinal components. Thus, their dynamical capability (manifested in their couplings
to other physical degrees of freedom) does not disappear, only gets reappeared in different
incarnations. In fact, the dynamical interactions of the massless modes of the scalar field
(or mode) with other physical degrees of freedom can easily be understood as being
realized through the dynamical interactions of the gauge bosons with other degrees of
freedom, acting as their longitudinal components. So it seems that nothing gets disappeared
mysteriously through redefinition.

But there is indeed a mystery, a mystery of different kind: the mystery of the
transmutation of the nature of the couplings of the massless modes of the scalar field (or
moment). In their interactions with another mode of the scalar field (or moment), the Higgs
mode, and with fermions, their original self-coupling and Yukawa coupling have been
transmuted into the gauge coupling through the reorganization, which renders them to be
the longitudinal components of the massive bosons.

This mystery has not been addressed or even noticed by physicists. The closest
approach to pondering on the subject, though not directly addressing it, was offered by
Weinberg (1996) almost twenty years after his classic paper. In the section 21.1 of his book
The Quantum Theory of Fields (Volume II: Modern Applications), Weinberg was able to
show that in the gaugeless limit, “the gauge boson exchange matrix element (which
describes a physical process mediated by gauge bosons which are coupled with the currents
with the gauge couplings, and is represented by his equation 21.1.22) is the same as the
Goldstone boson exchange matrix element (which describes a different physical process
mediated by Goldstone boson with this scalar boson’s coupling to the currents, and is
represented by his equation 21.1.24)” for a generic physical process.71 The same math-
ematical result coming from different couplings (one scalar coupling, the other vector-
gauge coupling) may have hinted an intimate connection between the two, but is not an
adequate explanation of the transmutation from one to the other through the relocation of
the same degree of freedom. It is not clear from his mathematical manipulations what the
physical mechanism for such a transmutation is.
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If we want to take the EBH mechanism realistically, rather than merely as a fictitious
instrument for obtaining the empirical parameters that the Glashow model needed, then the
mystery has to be dispelled. Yet this remains to be done.

A closely related or even deeper issue is: What are the physical agents or processes
through which various degrees of freedom coming from two modes of the scalar-vector
symbiont are reorganized, resulting in the redefinition of the field (or mode) involved? In
the analogous symbiont of spacetime, the reorganization of its spatial and temporal aspects
is driven by a relative velocity between two reference frames, and thus the reorganization is
flexible and variable, depending on the variable velocity involved, and can result in various
different configurations of spatial and temporal aspects. Is there a similar flexibility and
variability in the reorganization of our scalar-vector symbiont (or Weinberg’s scheme for
that matter)? If so, then what is the physical ground for such flexibility? So far no such
ground has been explored, and in fact no trace of flexibility and variability has been
displayed in the literature, aside from the fixed “reorganization” of the degrees of freedom
from the original Lagrangian into the massive gauge and Higgs bosons. If this fixity cannot
be dissolved, the symbiont can be nothing but a mental device, and the symbiont-based-
EBH mechanism threatens to be an ad hoc device for obtaining the observable particles
and measurable parameters, and thus cannot be taken realistically.

Uncertainty Remains

If the inaccessibility of the broken symmetry solution of the scalar field and of the
symmetrical solution of the gauge field forces us to give up the hope of grounding the
EBH mechanism on the scalar-vector field system, and conceive the ontologically primary
holistic scalar-vector symbiont as a possible physical entity for grounding the EBH
mechanism; if the dynamic identity of each mode in the symbiont, which is crucial for
defining the characteristic coupling of the mode (or even defining the modes themselves),
and reorganizability of the symbiont, which makes possible for defining internal dynamics
within the symbiont in producing the physical setting for the EBH mechanism, are
characteristic features of the symbiont; then the resolution of the coupling-transmutation
mystery and the dissolution of the fixity in reorganizing the moments are the necessary
condition for developing a realist project about the EBH mechanism.

Pending the resolution of the coupling-transmutation mystery and the dissolution of the
fixity in reorganizing the moments, the uncertain status of the EBH mechanism – a
physical reality in the subatomic realm based on a physically real symbiont or an ad hoc
fictitious mental device – has not even been slightly changed by the observation of the
massive boson.

Moreover, this uncertainty also has implications for the understanding of the origin of
the masses of subatomic particles. Since all the masses of subatomic particles are expressed
in terms of a product of the weak scale (v, which is constituted by scalar mode’s self-
coupling) and these particles’ couplings to the scalar mode (for scalar particle, Mh =
(2λ)½v; for fermions, Mf = ηv; for gauge bosons, Mg = ½ gv), if the scalar moment and
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its couplings are real, then the EBH mechanism does somewhat contribute to our under-
standing of the dynamic origin of the mass of subatomic particles. What if the EBH
mechanism itself is merely an ad hoc fictitious mental device? What if the scalar mode
involved in the mechanism is only a fiction, and thus the weak scale and coupling constants
are merely empirically measurable and tuneable parameters? In this case, we have to accept
that the claim that the EBH mechanism contributes to our understanding of the origin of
mass has yet to be fully justified. Before this is done, the EBH mechanism can only be
taken as an unfinished project.

10.5.3 No New Physics?

Traditionally, physicists have believed that QFT tends to break down at short distances and
new physics will sooner or later appear with more and more powerful experimental
instruments exploring higher and higher energy regimes (see Section 8.3).72 With the
discovery of asymptotic freedom, however, some physicists argue that since in an asymp-
totically free theory the bare coupling is finite and vanishes, there are no infinities at all,
and this has reasserted the consistency of four-dimensional QFT. In particular, the decrease
of the effective coupling for high energies means that no new physics will arise at short
distances (Gross, 1992).

All these statements are very attractive. The problem, however, is that there is no
rigorous proof of the existence of asymptotically free gauge theories in four dimensions.
Such a proof has to be based on the renormalization group argument and requires a proof of
the existence of the ultraviolet stable fixed point. Yet no proof of the existence of the fixed
point has ever been achieved mathematically. The difficulty also shows up in its flip side,
the infrared dynamics or low-energy physics, in an even harsher way: there is no rigorous
solution to color confinement in a four-dimensional spacetime, and the explanation of low-
energy pion–nucleon interactions by an asymptotically free theory seems almost
unattainable.73

10.5.4 Is Renormalizability Proved?

At a deeper level, a rigorous proof of the renormalizability of a quantum field theory can
only be obtained through the renormalization group approach. If a theory has a fixed point
for the renormalization group, then the theory is renormalizable, but not otherwise. Yet,
sharing the bad situation with the proof of asymptotic freedom, the proof of the existence
of the fixed point has never been achieved mathematically. Thus the claim that the
renormalizability of nonabelian gauge theories is proved is somewhat exaggerated. Fur-
thermore, recent developments have suggested the legitimacy of nonrenormalizable inter-
actions in QFT (see Section 11.5), thus posing serious questions for understanding the
consistency of QFT and the role of the proof of renormalizability in constructing a
consistent theory of quantum fields.
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Notes

1 The phrase was coined by M. Baker and S. Glashow (1962) because, they remarked, the
mechanism for symmetry breaking did not require any explicit mass term in the Lagrangian to
manifestly destroy the gauge invariance. For example, if a Lagrangian is invariant under a
symmetry group G, and there is a degenerate set of minimum energy states (ground states) which
constitute a G multiplet, when one of these states is selected as “the” ground state of the system,
the symmetry of the system is said spontaneously broken: the symmetry is still there as far as the
underlying laws are concerned, but the symmetry is not manifested in the actual states of the
system. That is, the physical manifestations of a symmetric physical theory are quite asymmetric.
A simple example of SSB can be found in the phenomenon of the ferromagnet: The Hamiltonian
of a ferromagnetic system has rotational invariance, but the ground state of the system has the
spins of the electrons aligned in some arbitrary direction, and thus shows a breakdown of
rotational symmetry, and any higher state built from the ground state shares its asymmetry.
A more detailed historical account of the subject can be found in Brown and Cao (1991).

2 E. P. Wigner emphasized the importance of the distinction between physical states and physical
laws and asserted that symmetry principles “apply only to the second category of our knowledge
of nature, to the so-called laws of nature.” (Houtappel, Van Dam, and Wigner, 1965; see also
Wigner’s earlier articles, 1949, 1964a, b). Wigner’s remark exaggerates the distinction, since
physical states (e.g., states of elementary particles) may constitute representations of symmetry
groups. In fact, Wigner’s book (1931) concerns the application of group theory to atomic states.
Adopting Wigner’s restrictive statement of the applicability of symmetry principles would have
blocked the line of reasoning that led to SSB. As we shall see below, the concept of SSB rests
entirely on a comparison of the symmetry of equations describing a physical system with the
more restricted symmetry of the system’s physical states.

3 They can be found in L. A. Radicati (1987).
4 In the case of the ferromagnet, this parameter is also a constant of motion, a simplifying feature
not typical of SSB. The antiferromagnetic case, first treated by P. W. Anderson in (1952), is more
typical: the macroscopic parameter, although not a constant of motion, is still related to the
generators of the spin group and indicates the degree of broken symmetry.

5 Quoted by Brown and Rechenberg (1988).
6 That he should have done so was no accident, for as early as 1922, as a first-year student at the
University of Munich, he had worked on the problem of turbulence. Later, at the suggestion of his
teacher Arnold Sommerfeld, Heisenberg took as his thesis problem the onset of turbulence, an
example of SSB, whose real meaning, in the field-theoretical framework, can only be clarified by
the existence of the degenerated vacuum, as Heisenberg later contributed to this deep
understanding of SSB. See Cassidy and Rechenberg (1985).

7 The idea is that the vacuum possesses a very large isospin and other internal quantum numbers, or
to use Gregor Wentzel’s term (1956), a large number of all kinds of “spurions,” so that internal
quantum numbers can be extracted from the vacuum as needed. This idea seemed unnatural even
to Wentzel, and received Pauli’s severest criticism. At the Geneva conference, Gell-Mann
addressed Heisenberg, rephrasing Pauli’s objections as follows: “Depending on how many
particles you want to describe, N, you need 2N vacua . . .. I suppose you can do it, but it seems to
be complicated and very much like adding another field.” See Gell-Mann’s discussion remark
attached to Heisenberg’s (1958).

8 Dürr, Heisenberg, Mitter, Schlieder, and Yamazaki (1959).
9 At the Rochester Conference of 1960, Heisenberg advanced these views and again advocated the
replacement of “vacuum” by “world state” (1960).

10 In his paper on nonlinear field theory (1961), Heisenberg retreated from his earlier more radical
position on the degeneracy of the vacuum and began to appeal to the idea of the large-distance
fluctuations of a nondegenerate vacuum. For this reason, and also because he failed to connect his
work with that of Nambu and Goldstone, or to relate it to the Yang–Mills theory, Heisenberg’s
influence on the development of SSB declined. After his ambitious speculative nonlinear field
theory produced no significant results, Heisenberg dropped out of the mainstream of particle
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physics. At the present time, his major contributions to the development of SSB appear to be
almost completely forgotten.

11 The debate actually went back to 1956, a year before the appearance of the BCS theory. Then
M. J. Buckingham (1957) challenged Bardeen, who, in (1955), had claimed that the energy-gap
model would yield the Meissner effect, assuming the matrix elements for optical transitions were
the same as they would have been with no gap. Buckingham proved that they were the same only
in the London gauge and not in general. Max R. Schafroth in (1958) argued against the BCS
derivation of the Meissner effect. He pointed out that as early as 1951 he had already proved that
“any error in the theory which involves a violation of gauge invariance will generally produce a
spurious Meissner effect which vanishes when gauge invariance is restored” (Schafroth, 1951).

12 Bardeen (1957), Anderson (1958a, b), Pines and Schrieffer (1958), Wentzel (1958, 1959),
Rickaysen (1958), and Blatt, Matsubara, and May (1959).

13 Bogoliubov (1958) and Nambu (1960).
14 It should be noted that the superconducting phase is only a part of the complete system, whose

overall description must be gauge invariant.
15 γ5 is the product of the four Dirac matrices γµ and anticommutes with each of them. It therefore

anticommutes with the Dirac operator D in the Dirac equation Dψ = mψ, since D is linear in the
γμ, but it commutes with the mass m. Thus only the massless Dirac equation is γ5-invariant.

16 Nambu and Jona-Lasinio (1961a, b).
17 In his paper at the Midwest Conference, he said that “the Fermi sea of electrons in a metal is

analogous to the Dirac sea of electrons in the vacuum, and we speak about electrons and holes in
both cases” (1960c).

18 Nambu stated very clearly: “Our γ5-invariance theory can be approximated by a
phenomenological description in terms of pseudoscalar mesons . . .. The reason for this situation
is the degeneracy of the vacuum and the world built upon it” (Nambu and Jona-Lasinio, 1961a).

19 Cf. Nambu (1989).
20 In superconductivity, the Coulomb interaction promotes the collective excitations into massive

plasmons. Nambu could have applied similar reasoning to obtain a pion mass. But such a
spontaneous breakdown of the exact symmetry, although it permits the pion a nonzero mass,
implies conservation of the axial vector current, which in turn implies a vanishing pion decay
rate, in contradiction to observation. Constrained by this physical consideration, Nambu gave up
the analogy and accepted the idea of PCAC, proposed by Gell-Mann and Maurice Levy and
others (see Section 8.6). Thus Nambu adopted an explicit breakdown of γ5 invariance in the form
of a small bare-nucleon mass (Nambu and Jona-Lasinio, 1961a).

21 Gell-Mann claimed that he and his collaborators in their work on PCAC, whose divergence is
dominated by the low-mass pion pole, found the Nambu–Goldstone boson independently. He
claimed in (1987) that “according to PCAC, as the divergence of the [axial] current goes to zero,
mπ tends to zero rather than mn. In the limit, there is a realization of the ‘Nambu–Goldstone’
mechanism, which those authors were developing independently around the same time.” In
(1989) he claimed once again that “in the limit of exact conservation, the pion would become
massless, and this is a realization of the Nambu–Goldstone mechanism.”
The conflation of the limiting case of PCAC with the Nambu–Goldstone mechanism is

somewhat misleading. It is misleading because the physical ideas underlying the two are
different. The Nambu–Goldstone mechanism is based on the idea of degenerate vacuum states
that are stable asymmetric solutions to a nonlinear dynamical system. So the symmetry is broken
at the level of solutions rather than dynamical law. In the case of PCAC, neither nonlinearity
nor the degeneracy of the vacuum is its characteristic feature, and the symmetry is broken at the
level of the dynamical equation. An illuminating fact is that in the framework of PCAC, when
the symmetry is broken, there is no massless spinless boson. Once the massless boson is obtained
(by taking the conservation limit of PCAC), there is no symmetry breaking at all. In sharp
contrast with this situation, the massless scalar bosons in the Nambu–Goldstone mechanism
occur as the result of symmetry breaking. These massless bosons are coexistent with the
asymmetric solutions, so that the symmetry of the whole system can be restored. In sum, while
the Nambu–Goldstone boson is the result of SSB in a theory possessing a continuous symmetry
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group, the massless pion in the work of Gell-Mann and his collaborators has nothing to do with
SSB. Examining the papers by Gell-Mann and Levy (1960) and by J. Bernstein, S. Fubini, Gell-
Mann, and W. Thirring (1960), I find no suggestions, in these papers, about the degeneracy of the
vacuum, the existence of an asymmetric solution, or the restoration of symmetry by the massless
field. Their distinction of the massive, or possibly massless, pion took place in an entirely
different context, unrelated to the Nambu–Goldstone boson.

22 As I mentioned above, the Landau–Ginzburg theory of superconductivity (Ginzburg and Landau,
1950) already explicitly used SSB and contained SSB features that would be developed and
integrated into the framework of gauge theories. For example, the phase mode of the complex
scalar field ψ (the order parameter whose meaning was clarified as the “energy gap” in the BCS
theory) introduced by Landau and Ginzburg to describe the cooperative state of electrons in a
superconductor turned out to be the prototype of the massless Nambu–Goldstone mode, and the
amplitude mode turned out to be the prototype of the Higgs mode. However, as the Landau–
Ginsburg theory was a macroscopic theory, its relevance escaped the notice of particle physicists.
The analogy between the theoretical structures describing superconductivity and QFT became
apparent only after the publication of the microscopic theory of superconductivity, the BCS
theory, in 1957.

23 This is one of those recurrent dialectical shifts in the conceptual foundations of physics. We can
follow it, on the classical level, from Descartes to Newton and from Maxwell to Einstein, and, on
the quantum level, from Heisenberg and Schrödinger to Dirac. Dirac filled the vacuum with a sea
of negative energy electrons and other fermions, from which the members of the Copenhagen
school and their followers struggled to free it (see Weisskopf, 1983). From the late 1940s, it had
been fashionable to regard the vacuum as a void, until a plenum view of the degenerate vacuum,
associated with SSB, came once again to dominate.

24 Theoretically, the possibility of having Nambu-like composites pursued within the framework of
dynamical breakdown of symmetry since the 1970s cannot be ruled out and, as indicated by a
referee who is not satisfied by my following explanation in the text, this kind of models “are still
being considered”. However, this possibility can only be pursued beyond the scope of the
electroweak theory since it requires the introduction of new binding force for the primary spinor
field to form a bound state, and to make the phenomenological coupling between the composite
and the primary spinor field consistent with the self-coupling of the primary spinor field. So far,
no tenable scenario has been suggested. For an exhaustive survey and clear analysis of the failed
attempts, see Borrelli (2012). Thus within the electroweak domain, the fundamentality of the
scalar field is finalized, as Heisenberg would like to say. What about going beyond the domain
(which the reviewer used as a basis for challenging my failure claim)? The current consensus
seems to be: the space for speculative ideas is virtually infinite, while the space for real physics is
almost point-like.

25 See, for example, P. W. Anderson (1963), A. Klein and B. W. Lee (1964), and P. W. Higgs
(1964a).

26 The impossibility was indicated by W. Gilbert (1964), and more clearly shown by Guralnik,
Hagen, and Kibble (GHK) (1964), in which the real nature of the Goldstone boson was also
revealed by a thorough-going examination of the Goldstone theorem: they noticed that the
Lorentz invariance is essential to the proof of the Goldstone theorem. In its absence, for example
when there are long range forces, or gauge fields treated in the radiation gauge, which was
assumed by Englert and Brout (1964), and also by Higgs (1964a, b), the theorem is not applicable
and a broken symmetry solution to a field theory would not imply the massless boson. They
insisted, however, that whenever a theory with a broken symmetry is Lorentz invariant, such as
the Lorentz gauge formulation of gauge theory, which is manifestly covariant, the massless
excitations must occur. But then they emphasized that the Lorentz gauge formulation is
physically inconsistent in the sense that it may contain extra nonphysical degrees of freedom, and
they took the Goldstone bosons appearing in that formulation as just such purely gauge modes
rather than physical degrees of freedom. For this reason, they recommended that only the
radiation gauge should be used, which was also recommended later by Higgs in his (1966). In
terms of physical content, however, which gauge to use does not make any difference: as Kibble
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rigorously demonstrated in his (1967) that when the gauge invariance requirement for physical
states is imposed and all nonphysical states are excluded, the physical results (content) in the
Lorentz gauge formulation are just the same as in the Coulomb gauge formulation. Thus
Guralnik’s claim in recent years (2011, 2013) that Higgs’s widely cited paper (1964a) was wrong
in its major claim that the Goldstone theorem can be evaded is justifiable. Higgs’s real
contribution was published in his (1966) as we will discuss in the next section. In comparison, the
contribution of his (1964b), in which the massive scalar particle was initially suggested, and thus
was recognized by the community as the Higgs particle, is only secondary because it was based
on the work done by Englert and Brout (1964). I am grateful to Peter Higgs, Alan Walker, and
Frank Close for the exchanges on these issues.

27 See Guralnik, Hagen, and Kibble (1964) and R. F. Streater (1965).
28 See, for example, the following mistaken assertions: “It was only in his 1964b paper that Higgs

showed that, under the condition of conserved current-vector field coupling, not only the
Goldstone theorem would be avoided but also vector bosons would acquire mass through the
spontaneous breaking of local gauge symmetry in a way consistent with the gauge principle”, and
“Guralnik et al.’s 1964 paper was important especially for clarifying the implications of the mass-
generation mechanism pertaining to the Goldstone theorem, and thus for pointing out the
significance of manifest covariance for a formulation of this mechanism consistent with the gauge
principle” (Karaca, 2013).
The stress on “the gauge principle” here in the context of recent publications among historians

and philosophers of physics is closely related with another mistaken interpretation of the EBH
mechanism discourse, first raised by John Earman (2004a, b), whose wrongly conceived gauge
dependence of the mechanism then was responded by Smeenk (2006) and Struyve (2011), who
correctly neutralized Earman’s criticism of mechanism’s gauge dependence, but wrongly accept
his misconceived and unjustifiable dismissal of the crucial role played by spontaneous symmetry
breaking in the birth and conceptual structure of the mechanism (more in the rest of this section).
The roots of misconceptions can be traced back to the understanding of the role of gauge-

fixing. Physically meaningful explorations can only be conducted in the Coulomb gauge (or the
Unitary gauge), which is not explicitly Lorentz covariant, and thus departed from the condition of
the Goldstone theorem, rather than the Lorentz gauge which is explicitly covariant. This
physically necessary step (gauge-fixing in any gauge-theoretical calculations) was wrongly
perceived as a source of gauge dependence. But in fact in terms of physical consequences (or
content), this is absolutely not the case, as explicitly and clearly clarified by Kibble (1967) in the
context of the EBH mechanism discourse. In order for explorations physically meaningful
without involving nonphysical degrees of freedom, when Lorentz covariant gauge is employed,
some physical conditions have to be imposed to eliminate them. The result is that explorations in
Lorentz covariant and noncovariant gauges are physically the same. Detailed discussion can be
found in Kibble (1967). Generally speaking, gauge-fixing would not destroy the gauge invariance
of the empirical content of a gauge theory. Otherwise, no gauge theoretical calculation would be
physically meaningful, which, of course, is absurd.

29 Anderson (1963), Englert and Brout (1964), and Higgs (1964a, b, 1966) and many others later
have called them Goldstone bosons and claimed that they can be cancelled by or combined with
the massless gauge bosons, resulting in massive gauge bosons. The notions of cancellation and
combination may not be proper ways of conceptualizing the physical situation, but in any case the
occurrence of the massless scalar modes, even in the formulation in which Goldstone theorem is
not applicable, was duly acknowledged. But what is the status of these massless excitations in the
GHK analysis if these massless modes are not, and cannot be, the Goldstone bosons? Steven
Weinberg later called this symmetry-restoring massless scalar bosons as “fictitious” Goldstone
bosons (1976), in contrast to the true Goldstone bosons entailed by the Goldstone theorem, whose
nature was clearly analyzed by Guralnik, Hagen, and Kibble (1964) as the pure gauge modes.

30 After the model was solved, it is found that the dynamics are trivial: there are no interactions
between the massive vector mesons. For more technical details, see Jackiw (1975).

31 How to define the vacuum in an interacting field system is a very difficult question. In the weak
coupling regime, however, it could be reasonably approximated into a direct product of separate
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vacua of each component field, which serves as the foundation for perturbation theory. No
rigorous solution to this question exists so far. For more details, see Schweber (1961) and section
6.6 of Glimm and Jaffe (1987).

32 Bloom et al. (1969).
33 For an easy-to-understand explanation of the technical problem of how to derive the Bjorken

scaling from the parton model, see Pais (1986).
34 The title of Callan’s (1970) was “Bjorken scale invariance in scalar field theory”; that of

Symanzik’s (1970) was “Small distance behavior in field theory and power counting.”
35 Symanzik (1971) and Callan (1972).
36 See Jackiw, Van Royen, and West (1970), Leutwyler and Stern (1970), Frishman (1971), and

Gross and Treiman (1971).
37 Fritzsch, Gell-Mann, and Leutwyler (1973).
38 It was carried out by Politzer (1973) and by Gross and his student Frank Wilczek (1973a, b).
39 A contribution of the same type is made by W� and Z bosons, which are generated through the

Englert–Brout–Higgs mechanism and carry weak charges. But the contribution, in comparison
with those made by the massless gluons, is greatly suppressed by the large masses of these
massive bosons. On the other hand, Gross and Wilczek (1973a) at first worried about the
possibility that the spin-0 Higgs boson would cause additional screening and destroy the
asymptotic freedom in a spontaneously broken nonabelian gauge theory. But if the Higgs boson
were very massive, then the same suppression mechanism would make its contribution
negligible.

40 See, for example, Wilson (1974) and Creuz (1981).
41 See Umezawa and Kawabe (1949a, b), Feldman (1949), Furry and Neuman (1949), Case (1949),

Kinoshita (1950), Umezawa and Kamefuchi (1951), and Sakata, Umezawa, and Kamefiichi
(1952).

42 See Note 4 of Chapter 9.
43 The publication (1963) was based on his tape-recorded lecture at the Conference on Relativity

Theories of Gravitation, which was held in Jablonna, Poland, July 1962.
44 Since Feynman took unitarity as a connection between loops and trees, he was unable to discuss

the issue beyond one loop.
45 In this form of the vector propagator, which is obtained in the so-called unitary gauge, the term

containing qµqv/µ
2, as had long been recognized, makes nonrenormalizable contributions to the

S-matrix.
46 Thus the ghost propagator has an orientation or an arrow, which was not mentioned by

Feynman. Veltman later commented on DeWitt’s contribution to the concept of the ghost
in gauge theories: “Somewhat illogically this ghost is now called the Faddeev–Popov ghost”
(1973).

47 As we noticed before, this is a change from the unitary gauge to the Landau gauge.
48 There is a certain apparent similarity between the free field technique and the Stueckelberg

formalism in massive QED (1938) in the sense that both introduce an additional scalar field. The
differences between the two are nevertheless quite substantial. First, the longitudinal component
in the Stueckelberg formalism of massive QED decouples, but the new Feynman rules resulting
from the Bell–Treiman transformation include new vertices and a ghost field. Second,
Stueckelberg’s scalar field transforms in a certain way under gauge transformations, while
Veltman’s scalar field is the gauge variation itself. Third, since the gauge invariance is broken by
the introduction of a mass term for the electromagnetic field, and partially restored by the scalar
field, the Stueckelberg approach may result in the discovery of the Higgs mechanism, but not the
Faddeev–Popov ghost, which compensates the breaking of gauge invariance. I am grateful to
Professor Veltman for clarifying this complicated issue.

49 Veltman (1969) and Reiff and Veltman (1969).
50 Later, Slavnov (1972) and Taylor (1971) derived the generalized Ward identities for massless

Yang–Mills theories by using the path integral formalism, which are known as Slavnov–Taylor
identities. These identities are similar to Veltman’s for the massive theories and can be put down
also for theories whose gauge symmetry is spontaneously broken. They contain all the
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combinatorial content of the theory because from them the symmetry of the Lagrangian can be
deduced.

51 These explicit ghost Feynman rules were in contrast with Faddeev and Popov as well as with
Fradkin and Tyutin, who wrote the ghost part of the Lagrangian in terms of a determinant.

52 Lee (1969), Gervais and Lee (1969), and Symanzik (1969, 1970).
53 Lee (1972).
54 Dimensional regularization respects most symmetries, but not scale and chiral symmetries

involving the γ5 matrix because both symmetries are dimension specific (the γ5 matrix can only be
defined in four-dimensional spacetime).

55 In fact, gauge invariance is only one of the two crucial factors for the renormalizability of field
theories. The other is the dimensionality of the coupling constant. Making a Higgs-type gauge
theory of weak interaction renormalizable is possible only because the dimension (M�2) of the
coupling constant Gw in direct Fermi coupling can be transferred to the propagator of the
intermediate massive meson (~qµqv/M

2q2). This transference, however, is not applicable to the
quantum theory of gravitation. In a gauge theory of gravitation, the gauge quanta mediating the
gravitational interaction (gravitons) are massless, because of the long-range character of
gravitation. Despite work by Veltman and’t Hooft, therefore, the renormalizability of the
quantum theory of gravitation remains a serious challenge to theoretical physicists.

56 Except for one single report of an observation of a monopole by B. Cabrera (1982).
57 Yang (1970) argued: “[in] a space-time-independent gauge transformation on charged fields ψj of

charge ej.”

ψj � ψj
0 ¼ ψj exp ieαð Þ: (1)

. . . If the different ej’s (= e1, e2, . . .) of different fields are not commensurate with each other, the
transformation (1) is different for all real values of α, and the gauge group must be defined so as
to include all real values of α. Hence, the group is not compact.
“If, on the other hand, all different ej’s are integral multiples of e, a universal unit of charge,

then for two values of α different by an integral multiple of 2π/e, the transformations (1) for any
fields ψj are the same. In other words, two transformations (1) are indistinguishable if their αs are
the same modulo 2π/e. Hence, the gauge group as defined by (1) is compact.”

58 See Wu and Yang (1975).
59 See Jackiw and Rebbi (1976) and Colman (1977).
60 See Callan, Dashen, and Gross (1976) and Jackiw and Rebbi (1976).
61 Belavin, Polyakov, Schwartz, and Tyupkin (1975).
62 See ’t Hooft (1976a, b) and Jackiw and Rebbi (1976).
63 The analysis of the stringent experimental limits on the neutron’s dipole moment shows that

θ � 10–9. See Crewther, Divecchia, Veneziano, and Witten (1979).
64 Some physicists pursuing the so-called BSM (beyond the standard model) physics are more

optimistic and hope that these solutions may be experimentally accessible once we move beyond
the scope of the standard model.

65 Permanently confined quarks and gluons cannot be accessed in laboratory in isolation. However,
their identifiable existence can be accessed through careful analysis of the data from deliberately
designed experiments. Examples can be found in section 6.1 of Cao (2010). This kind of access
does not exist in the case of the EBH mechanism discourse.

66 This position seems quite close to what Earman (2004a, b) aims at and what argued for by
Smeenk (2006) and Struyve (2011): no broken symmetry should be involved in getting massive
bosons. But as Kibble (1967) indicated, the advantage of involving broken symmetry “is that it is
easier to understand the appearance of an exact symmetry than of an approximate one.”
Understanding the appearance of an exact symmetry is important because, first, as Kibble
indicated, “Experimentally, we would discover the existence of a set of four vector bosons with
different masses but whose interactions exhibited a remarkable degree of symmetry.” And
second, it is the exact symmetry of the fundamental theory that warrants the renormalizability of
the theory.
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67 If the two modes and their characteristic couplings are not definable, then, as we will see in the
text, no internal dynamics within the symbiont could be definable for producing the physical
setting of the EBH mechanism.

68 Strictly speaking, a coupled system of two-field system does not allow the reorganization in this
sense, namely the redefinition of fields through reshuffling of the degrees of freedom from
original ones. The reorganization introduced by EBH and their followers in fact already implicitly
introduced the symbiont view, at least one of its key features.

69 The reorganization in this case is similar to the Lorentz transformations in the case of spacetime.
Lyre’s “re-shuffling” (2008) bears some similarity with “the reorganization” here. However,
when he takes the Higgs mechanism as being technically derivable by “a mere re-shuffling,” he
misses the crucial point we indicated in Section 10.1. Also Lyre did not explore the ontological
implications of the re-shuffling.

70 The difference between Weinberg’s assuming two separable fields and the symbiont view that the
scalar system and vector system are just two modes of a holistic structure does not make any
difference in addressing the issues of dynamical identity and fixity, as the analysis below
will show.

71 See Weinberg (1996). In the gauge boson-mediated process, Weinberg indicated that the gauge
coupling constants in the calculation are cancelled by the gauge coupling constants in the mass
matrix. But a cancellation in the calculation does not mean that the gauge coupling is not essential
for the process to be possible: without the gauge coupling of gauge bosons to the current, the
whole process would be impossible. Similarly, the scalar boson’s coupling to the currents is also
essential for the scalar boson-mediated process to be possible: without the coupling the Goldstone
boson simply could not play the role of mediating the process. So no matter what happens in the
calculation, these two processes are critically dependent on the existence of two different
couplings. It is easy to understand that the scalar’s coupling measures the symmetry breaking [by
developing its nonzero VEV (vacuum expectation value)] and dictates its interactions with itself
and with other particles (Weinberg’ V. II, p. 173, last few lines). It is also easy to understand that
the gauge boson mass is defined by its gauge coupling and the scalar’s VEV, and thus is related
with the scalar’s coupling. What is mysterious here is that when the massless Goldstone mode is
reorganized into the gauge boson, as its longitudinal mode, its dynamic identity, namely the
nature of its coupling to other particles, must be transmuted from a scalar’s coupling to a gauge
coupling. What underlines this transmutation? I am grateful S. L. Adler for the exchanges on
this issue.

72 Such as Schwinger (1948b, 1970) and Gell-Mann and Low (1954).
73 Although some progress towards understanding these difficulties as consequences of QCD has

been made within the framework of lattice gauge theory by using various effective action
methods. See Wilson (1974) and Kogut and Susskind (1975).
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11

The Gauge Field Programme

The Utrecht proof of the renormalizability of gauge-invariant massive vector meson
theories in 1971 (Section 10.3), as observed by influential contemporary physicists,
“would change our way of thinking on gauge field theory in a most profound way”
(Lee, 1972) and “caused a great stir, made unification into a central research theme”
(Pais, 1986). Confidence quickly built up within the particle physics community that
a system of quantum fields whose dynamics is fixed by the gauge principle was a self-
consistent and powerful conceptual framework for describing fundamental interactions in a
unified way.

Work along these lines led, in an astonishingly short time, to a pair of complementary
theories, the electroweak theory and quantum chromodynamics (QCD), which together
were so successful that they were soon canonized as “the standard model” (Section 11.1).
Encouraged by the empirical successes of the model and the power of its underlying
concepts, efforts were made to extend the model to a grand unification including gravity,
assuming the universality of the gauge principle (Section 11.2). The failure of those
attempts to quantize gravity along the lines of the standard model, in which a fixed
background spacetime manifold is assumed, triggered other lines of research for applying
the gauge principle to quantizing gravity. Starting from loop quantum gravity in the mid
1980s, there has developed a research programme of gauging gravity in a background
independent way. The characteristic feature of this programme is that no fixed background
spacetime manifold is assumed; rather, spacetime itself is derived (or emerges) from the
background-independent theory of quantum gravity (Section 11.3). This has been perhaps
the most active research area in the gauge-field programme (GFP) since the standard model
began to stagnate in the late 1970s.

The emergence of the gauge field programme (GFP) suggests a dialectical comprehen-
sion of the development of 20th century field theories: GFP can be viewed as a dialectical
synthesis of the geometrical programme and the quantum field programme. Some justifi-
cations for such an outlook are given in Section 11.4. But the dialectical development of
field theories has not ended with a Hegelian closure (a final theory or a closed theoretical
framework). On the contrary, GFP too seems to have stagnated. On this and on a new
direction in field theoretical research, see Section 11.5.
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11.1 The Rise of the Standard Model

The term “standard model” was first coined by Pais and Treiman in (1975), with reference
to the electroweak theory with four quarks. In its later usage, it referred to a six-quark
picture of hadrons together with leptons, with its dynamics fixed by the gauge principle and
described by the electroweak theory and QCD. Conceptually, the rise of the standard
model was the result of three lines of development: (i) the establishment of a conceptual
framework, (ii) a proof of its consistency, and (iii) model building.

11.1.1 The Conceptual Framework for the Standard Model

The conceptual framework within which the standard model was built was the gauge-field
theory combined with the quark model for hadrons. The quark model, originally suggested
by Gell-Mann (1964a) and George Zweig (1964a, b) with three quark species (later called
flavors) forming a fundamental basis of an SU(3) group as a way of incorporating the
broken SU(3) (global) symmetry among hadrons, allows quarks (parts of hadrons with
baryon number 1/3, spin 1/2, and fractional electric charge), together with leptons, to be
taken as the basic ingredients of the microstructure of nature. The reality of quarks,
however, was established some years later, without which no one (not even Gell-Mann
himself ) would take the quark model seriously as an ontological basis for theorizing about
the microscopic world. The crucial steps in establishing the reality of quarks were taken in
1969 when deep inelastic scattering experiments were performed at SLAC to probe the
short-distance structure of hadrons. The observed Bjorken scaling suggested that hadrons
consisted of free pointlike constituents or partons (see Section 10.2), some of which, when
the experimental data were analyzed in terms of the operator product of currents, turned out
to be charged and have baryon number 1/3 and spin 1/2. That is, they looked like quarks.
Further data also showed that they were consistent with the electric charge assignment to
quarks.1 These preliminary but crucial developments certainly had convinced some pion-
eering physicists of the reality of quarks and encouraged them to use the quark model for
conceptualizing the subatomic world.

The gauge theoretical framework and the EBH mechanism were well-known to particle
physicists since the mid-1960s (see Chapter 9 and Section 10.1). But there is another
important notion, the notion of the anomalies (see Section 8.7), which should be stressed.
Although itself is not part of the gauge framework, when applied to the nonabelian gauge
theories, this notion, especially one of its special version, the scale anomaly that was
embodied in the concept of the renormalization group (see Section 8.8), has important
consequence that is crucial for the establishment of the consistency of the framework
(Section 10.2) and in model building. The idea of the renormalization group assumes a
specific type of causal connection between the structures of physical interactions at
different energy scales, without which no idea of running couplings, and hence no ideas
of asymptotic freedom and grand unification, would be possible. Nor would a rigorous
proof of renormalizability be possible.
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11.1.2 A Proof of the Consistency of the Nonabelian Gauge Theory

As far as the massive gauge boson theory is concerned, the EBH mechanism renders the
massive gauge boson that is required by phenomenology compatible with an exact rather
than approximate or partial symmetry. And this makes the proof of its renormalizability
possible. However, the recognition of this advantage, combined with a conviction that a
nonabelian gauge theory with an unbroken symmetry was renormalizable, produced a
naive belief that an EBH-type massive gauge theory would be renormalizable a priori.

The belief was naive because the conviction was based solely on the naive power-
counting argument, and thus was unjustifiable. Here we have to remember that the
relationship between gauge invariance and renormalizability is subtler than was thought
to be the case in the 1950s and 1960s by Yang and Mills, by Glashow, by Komar and
Salam, by Weinberg, and by many others (see Section 10.3). For a theory to be renorma-
lizable, gauge invariance is neither sufficient, as in the case of gravity, nor necessary, as in
the case of the neutral vector meson theory, although it certainly places severe constraints
on model building. Thus a proof of the renormalizability of nonabelian gauge theories was
a great challenge to theoreticians. It required serious and difficult investigations, which
were carried out by a group of theoreticians, from Lee and Yang, through Feynman,
DeWitt, and Faddeev and Popov, to Veltman and ’t Hooft. They quantized the theory in
a consistent way with the introduction of a complex system of nonphysical degrees of
freedom required by accepted physical principles of unitarity and Lorentz covariance. They
derived Feynman rules and Ward identities, invented the renormalizable gauges, and
proved unitarity. Finally, they invented a gauge-invariant regularization scheme. Without
these investigations, no proof of the renormalizability of nonabelian gauge theories would
be possible, and all the convictions and conjectures of an a priori kind, based solely on the
symmetry argument and naive power-counting argument, would be groundless and empty.

11.1.3 Model Building: I. The Electroweak Theory

Early attempts at building models for describing fundamental interactions within the
framework of nonabelian gauge theories can be found in Section 9.3. As far as the weak
interactions are concerned, two major achievements in those efforts, which were dictated
by empirical data (short-range behavior demanded massive bosons, parity violation
demanded chiral asymmetry), seem to be durable: (i) taking SU(2) � U(1) as the gauge
group for a unified description of the weak and electromagnetic interactions and
(ii) adopting the EBH mechanism for mass generation.

Theoretically, however, these efforts were quite vulnerable. No consistent quantization
of the models was given. Without an indication of proper Feynman rules, then, specula-
tions about renormalizability or whether it would be spoiled by spontaneous symmetry
breaking were conceptually empty. For this reason, the attempts, as Veltman commented in
his influential review (1973), “were unconvincing, and this line of research did not bear
further fruits until recently.” That Veltman’s comment was not a biased one was
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corroborated by Coleman (1979), D. Sullivan, D. Koester, D. H. White, and K. Kern
(1980), and by Pais, who noticed that the model proposed by Weinberg “was rarely quoted
in the literature during 1967–9. Rapporteur talks at the biannual Rochester conferences in
Vienna (1968) and Kiev (1970), as always devoted to what is currently fashionable, did not
even mention SU(2) � U(1)” (Pais, 1986).2

The great change came, as Pais observed, when the Utrecht proof of renormalizabilty
was presented at the Amsterdam conference, in a session organized by Veltman, in June
1971. In addition to a proof of renormalizability of the massive Yang–Mills theory,
’t Hooft (1971b, c) also proposed three models. One of ’t Hooft’s models was identical
to the forgotten one, proposed previously by Weinberg (1967b) and Salam (1968) dealing
with leptons only, which, apart from the EBH mechanism, was empirically equivalent to
the model proposed by Glashow (1961).

The heart of this (later to be) celebrated model is its gauge group, which was first
suggested by Glashow. Constrained phenomenologically by charged currents and the
nonconservation of parity in weak interactions, the weak isospin group SU(2)T was
suggested as responsible for the weak coupling. With respect to the weak coupling, the
left-handed lepton fields were assigned as doublets

Le μð Þ ¼ 1� γ5ð Þ=2½ � ve μð Þ
e μð Þ

����
����,

the right-handed lepton fields were assigned as singlets (Re(μ) = [(1 + γ5)/2] e(μ)), while the
gauge fields were assigned as triplets (W�

μ and W0
μ). To unify weak and electromagnetic

interactions, a new gauge group, the “weak hypercharge” group U(1)y, associated with a
vector field Βμ was introduced, whose corresponding quantum number satisfied the relation
Q = T3 + Y/2, where Q is the electric charge, T3 is the third component of weak isospin T,
and T and Y commute. In this way the combined interactions could be described by the
gauge bosons of a new gauge group given by the product SU(2)T � U(1)y, whose masses
could be acquired through the EBH mechanism without spoiling the symmetry.

Heuristically, the relation Q = T3 + Y/2 can be understood as a statement that the photon
field Αμ is some linear combination of W0

μ and Βμ. Then the orthogonal combination Ζμ
represents a neutral, massive spin-1 particle:

Aμ ¼ sin θWW
0
μ þ cos θWBμ

and

Zμ ¼ cos θWW
0
μ � sin θWBμ

where θw is the Weinberg angle (e = g sin θW = g’ cos θW, g and g’ are the coupling
constants ofWµ and Βμ, respectively). Thus the unification with a gauge group as a product
of disconnected groups is realized through a mixing of gauge fields.

The next step in model building was dictated by the anomaly argument. In ’t Hooft’s
model with chiral currents, the inevitable chiral anomalies would certainly spoil its
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renormalizability, as was indicated first by William Bardeen at the Orsay conference of
January 1972, when ’t Hooft thought that the anomalies were harmless.3 Inspired by the
arguments at the Orsay conference, C. Bouchiat, J. Illiopoulos, and Ph. Meyer (1972), and
also Gross and Jackiw (1972), suggested that the anomalies would be absent if an
appropriate amount of various quarks were included in the model. In particular, they
pointed out, the anomalies would cancel between quarks and leptons and renormalizability
would not be spoiled if the model included a charmed quark, in addition to the three old
quarks suggested by Gell-Mann and Zweig.4 In terms of model building, therefore, the
crucial point raised by the anomaly argument was that a consistent electroweak theory
would be possible only when quarks were included, in a parallel way to the leptons, in
the model.

Characteristic of the electroweak theory was the existence of the neutral massive gauge
boson Ζμ, which was supposed to couple to a neutral, parity-violating weak current.
The prediction of the neutral current was confirmed in 1973.5 Another construction of
the electroweak theory, the charmed quark, was also supported by the experimental
discoveries of the J/ψ and ψ0 particles,6 which were identified as charmonium, and of
the D particles,7 which were identified as charmed particles. With the discovery of the
W and Z particles in 1983,8 it is thought that the electroweak theory is experimentally
confirmed and becomes part of the standard model.

11.1.4 Model Building: II. Quantum Chromodynamics9

The creation of quantum chromodynamics (QCD) is a great achievement in the history of
science. It has radically changed our conception of the fundamental ontology of the
physical world and its underlying dynamics. What it has discovered are more than new
particles and a new force, but rather a deeper level of physical reality, a new kind of
entities. Dynamically, the strong nuclear forces are no longer taken to be fundamental, but
are relegated to the status of the uncancelled residue of far stronger long-range force
mediated by gluon. From a long-term perspective, perhaps more important than these
discoveries is that it breaks a new path to explore many novel features of an unknown layer
of the physical world, such as instanton, the theta vacuum, and effective energy. The notion
of effective energy allows us to conceptualize the mysterious quantum number flow and
hadronization. Although the metaphysical status of effective energy has not been quite
clear, it opens a window for conceptualizing the physical world that is in complex
processes of transmutations in a unified way (Lipatov, 2001).

A Naive Logic of the Genesis of QCD

In retrospect, we know clearly that QCD is a nonabelian gauge theory of quarks and gluons
(the gauge bosons). Naively we would conceive that the genesis of QCD had two
components: the introduction or construction or discovery of quarks and that of SU(3)
color gauge symmetry. Quarks were introduced and explored by George Zweig (1964a),
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Yoichiro Nambu (1965), Richard Dalitz (1966), and many others since 1964; the SU(3)
color gauge symmetry was introduced explicitly by Nambu in 1965.

What about Murray Gell-Mann who was the first physicist to suggest the idea of quarks
in (1964a) and, together with Harald Fritzsch, first formulated a viable color octet gluon
picture in 1972? In terms of SU(3) color gauge symmetry, Nambu could easily claim his
priority over Gell-Mann and Fritzsch. In terms of quarks, however, the situation is much
more complicated. Gell-Mann had been notorious in his frequent and consistent claim that
fractionally charged quarks are a mathematical and fictitious device; they could not be real
in the sense that they could never be detected in isolation in laboratory. This was in sharp
contrast with Nambu’s conception of quarks as integrally charged and thus observable and
real. Gell-Mann’s rejection of the reality of quarks was based on two reasons. First, nobody
had any idea of forces that would hold quarks together to be hadrons, and without gluing
forces, the very notion of quarks as the constituents of hadrons would make no sense at all.
Second, constrained by the idea of bootstrap, the fractionally charged quarks would have
to be hidden forever, never be observable in isolation in laboratory. As late as 1971, Gell-
Mann and Fritzsch still claimed that “if quarks are real, then we cannot assign them para-
Fermi statistics of rank 3, since that is said to violate the factoring of the S-matrix for
distant subsystems”; without assigning such a para-statistics to quarks, quark theorists
would be in deep trouble, facing a direct conflict with numerous empirical facts, such as the
pion naught to two gamma decay and the ratio of total cross sections for muon and hadron
production. The later success of the idea of quark and the universal acceptance of quarks’
reality have given ground to many physicists, historians, and philosophers of physics to
severely criticize Gell-Mann for his being a mathematical instrumentalist and to give credit
to quark realists for their discovery of quarks.

Scientific discovery, however, is a very complicated and difficult-to-settle issue. In
terms of physical entities, Priestley is not credited as the discoverer of oxygen although he
observed many of the crucial effects of oxygen which he labeled as “dephlogisticated air,”
but J. J. Thomson is still regarded as the discoverer of the electron even though his
conception of electron has been radically revised by Rutherford and quantum physicists.
What is the criterion for justifying such a different recognition? The criterion, in my view,
is that the core of the conception of the hypothetical entity must contain the identifying
features of the entity that are going to be discovered later by experiments. If the
core remains the same through radical changes in identifying the entity, then the initial
discovery would be respected, but not otherwise.

How about quarks? Experimental discoveries of quarks in fact were just the experi-
mental confirmation of the previous theoretical discoveries. Then who discovered quarks
theoretically? Quarks are now conceived to be the ingredients of hadrons with a holistic set
of structural properties, such as fractionally charged, colored, and coupled with colored
vector gluons, which always cohere together serving to identify something to be a quark.
Judging from such a criterion, the conceptions of quarks by Gell-Mann and Zweig 1964,
and by Nambu and many others afterwards, may be credited more or less as a step toward
the discovery of quarks as real physical entities, but not the discovery itself. I will come
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back to this interesting and important issue after I have presented the history and discussed
the logic of the genesis of QCD.

The Actual History of the Genesis of QCD

Scientific developments leading to the birth of QCD happened in the context in which
conflicting ideas, confusions, and false ideas were abundant, and thus had a rich structure.
Theoretically, the matrix from which QCD was born had three components: S-matrix
theory, current algebra, and constituent quark model.

The irrevocable failure of the meson theory and Lev Laudau’s severe criticism against
QFT that it was standing on the false conviction of micro-spacetime and micro-causality
which were in fact inaccessible to human cognition, led to the rise of S-matrix theory, in
the form of dispersion relations, Regge trajectories, bootstrap scheme, or nuclear
democracy, initiated by Gell-Mann and Goldberger and then led by Geoffrey Chew
(Sections 8.2 and 8.5). Motivated by avoiding infinity that tarnished QFT, bootstrappers
stick to empirically accessible asymptotic states, which are outside the region of inter-
action. This move from fundamental inquiry about what is going on in hadron interactions
to phenomenological one was guided by general principles (such as causality and unitarity)
in understanding the scattering processes, and the interactions are conceptualized in terms
of the poles in scattering amplitudes, using dispersion relations as Cauchy–Riemann
formulae to express an S-matrix element in terms of its singularities. They claimed that
all hadrons as poles of the S-matrix lie on Regge trajectories, which are characteristic for
compositeness. A corollary was that all hadrons enjoy the equal status as composites; there
is no end to division and no elementary particles in the atomistic sense at the hadron level,
let alone at a deeper, unaccessible level. Thus SMT can be characterized, most importantly,
by its rejection of elementarity.

The move from fundamental to phenomenological had another direction, guided by the
idea of symmetry. The colliders with higher and higher energies supported lavishly by
the US government after the World War II led to the proliferation of new particles and
resonances. The recognition of their properties gave clues to their underlying structures,
which were soon to be encoded in the idea of a hierarchy of symmetries: each kind of
interaction is characterized by one or more symmetries from the hierarchy and is mediated
by its own vector bosons (Gell-Mann and Pais, 1954).

The symmetry approach had two versions: the composite models and current algebra.
The most prominent among composite models were the Sakata model (1956) and the SU
(6) quark model (Gursey and Radicati, 1964; Pais, 1964; Sakita, 1964).10 It took a global
symmetry to characterize the structure of the hadron system, explored it with respect to
hadron’s static properties. In speculating, nonrelativistically, the material basis and under-
lying mechanism for the observed behavior pattern (symmetry) of hadrons, composite
models enjoyed some successes in spectrum and selection rules. The successful SU(6)
prediction of �3/2 for the ratio of the proton and neutron magnetic moments was taken to
be striking evidence for the compositeness, since only a composite model gave a simple
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ratio for total moments. Yet, lack of knowledge of how the composites are dynamically
formed betrayed its speculative nature.

Current algebra (Gell-Mann, 1964b), in contrast, was the result of abstracting from
underlying relativistic field theory models. Hadronic currents derived from underlying
models for conceptualizing interactions were taken to be the basic entities in hadronic
processes, with their unknown constitution bracketed. This signaled a subtle shift in the
ontological commitment from hadrons to currents, and thus a door was open for the
exploration of experimentally accessible external and internal constraints on the currents,
which would be followed by another ontological shift back to hadrons from currents, as
we will see shortly. The basic assumption was that hadronic currents are the representa-
tions of a global symmetry of strong interactions, suggested by the successes of CVC and
PCAC, and thus obey the algebraic relations derived from the symmetry group, which
are closed under the equal time commutation relations. This conjectured symmetry
constraint allowed exact algebraic relations among measurable quantities to be derived
from the global symmetry of the underlying field theory. But the door was not closed
to the exploration of dynamic symmetry of the underlying model, although some
stimulus from data and motivation from theoretical developments would be needed, as
we will see shortly.

In order to give a fundamental explanation of the supposed symmetry, Gell-Mann
in 1964 proposed the idea of quarks. The proposal opened a door for investigating
current quarks that are constrained by current algebra, and thus broke a new path for
further fruitful explorations. Note that Gell-Mann’s current quarks were radically
different from the constituent quarks in that they were the bare excitations of the quark
field; they were fictitious because there was no force to hold them together to be a
hadron. Most importantly, they were not hadron’s ingredients independently existing,
but were assumed to be enmeshed in a network of relations, merely as placeholders in
currents (as structures) and satisfy all the structural constraints posed by current
algebra.

The conflict between the two symmetry approaches in their underlying assumptions
concerning the nature of quarks was clear, but not as radical as that between them both
with a built-in notion of elementarity, on the one hand, and bootstrap which rejects any
version of elementarity, on the other, as we will see shortly. But more disturbing in any
attempt to understand and appreciate what were crucial in the conceptual developments
leading to the birth of QCD were some confusions and some false beliefs. Downright
false beliefs, seen with the benefit of hindsight, about the charges and asymptotic states
of quarks and gluons, about massive gluons-mediating color interactions that cause large
mass splitting between different triplets of quarks (Han and Nambu, 1965), or about the
flavor gauge invariance at the hadron level (Pauli, 1953; Yang and Mills, 1954a, b;
Sakurai, 1960; Veltman, 1966; Bell, 1967), have been dismissed and forgotten now. But
some fundamental confusions concerning the ontological basis of gauge principle, or the
validity and reality of the quark models with or without QCD as their underpinning,
remain widely held even now.
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Key Steps toward the Creation of QCD

Physicists had no epistemic access to hypothetical entities and their dynamics for
explaining phenomena, except for some hints from the constraints posed by existing
theories and data. In the case of QCD, theories as outlined earlier had conflicting assump-
tions; while data – such as hadron spectrum, Regge trajectories, pion-two gamma decay
rate or the ratio R of total cross sections for hadron, and muon production in the electron
positron annihilation – make sense only when they are interpreted by theory. Thus, how to
proceed from these hints, the meaning of which were up to interpretation, through
conceptual syntheses, to a formulation of the conceptual foundation for a new fundamental
theory, was a formidable challenge to theoreticians, and the conceptual developments,
happened in the battle field of conflicting ideas, leading to the genesis of QCD, and its early
justifications were extremely complicated and difficult to grasp.

To make the task of judging which steps were crucial easier, I suggest that the criterion
should not be that a step should have original ideas without predecessors. Originality might
be the case for current algebra or renormalization group analysis based on scale anomaly,
but certainly is not the case for sum rules or gauge invariance. Rather, the criterion should
be the historical effectiveness of a step. That is, a step is crucial only when it has provided a
new vision, broken a new direction for explorations, started a new research programme,
and thus effectively moved the scientific explorations ahead.

Guided by such a criterion, it is reasonable to suggest that the journey toward the
creation of QCD started from current algebra proposed in 1962. After three breakthroughs:
local current algebra sum rules, scaling and partons, and light cone current algebra, it ended
with a great synthesis which, announced in 1972, was in fact the first articulation of QCD.

Current Algebra As outlined earlier, it was a general framework for exploring the hadron
system. Initially, it focused on exploring the structure of the hadron system by posing
algebraic constraints on the external relations among hadrons in hadronic processes. But it
had the potential for exploring the inside of hadrons, which potential was realized in the
works of Adler and Bjorken. Without the structuralist approach moving from external to
internal constraints initiated by current algebra, developments along the paths of
bootstrapping among hadrons without going deeper, or along the paths of directly specu-
lating on the inside ingredients without any means of dynamically exploring the inside of
hadrons, would never lead to the genesis of QCD.

Local Current Algebra Sum Rules Applying the Fubini–Furlan method (1965; using
infinite momentum frame and a complete set of intermediate states) to the axial-vector
currents, together with the assumption of PCAC, Stephen Adler (1965a) and Willaim
Weisberger (1965) derived their sum rule for expressing the axial form factor in terms of
the pion-proton scattering total cross sections, and thus delivered the first big success to
current algebra. By dropping PCAC, Adler (1965b) was able to derive a new sum rule in
which the pion-proton scattering was replaced by the high energy neutrino-nucleon
inelastic reactions.
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Mobilized by Gell-Mann, Stephen Adler (1965c, 1966) took a further step to generalize
his result, in which the charge algebra sum rules tested in forward inelastic neutrino
reactions to nonforward neutrino reactions and to derive from local current algebra a
sum rule involving the elastic and the inelastic form factors measurable in high-energy
neutrino reactions.

In such semileptonic processes, form factors, as scalar function of momentum transfer
which is a measure of the ability to probe the structure of the nucleon, indicate the
modification of weak interaction by all unknown effects caused by virtual strong
interactions. Traditionally, form factors were investigated in terms of the pole structure
of the S-matrix, which indicates the possible contributions of virtual particles to them. In
fact, Nambu (1957) in his mass-spectral representation of nucleon’s form factor took form
factors as a sum in terms of the masses of the intermediate states. But in Adler’s sum rules,
all effects from unknown intermediate states were bracketed. This move helped him to
circumvent all the difficulties caused by the implicit introduction of the built-in unobserv-
able structures that was inherited from its underlying local field theoretical framework.

Adler’s local current algebra sum rules created a new situation, opened a new direction
for investigating the new behavior pattern of form factors, which soon led to a new picture
of nucleons. It was more restrictive than his charge algebra rules. It brought the localized
behavior of hadron scattering neutrinos to the forefront, and thus opened a window for
peeking into the inside of hadron. One may conceive the process as lepton locally probing
hadrons with its localized momentum transfer. But more properly it should be conceived as
the hadronic current density locally probing hadron with its own localized momentum
transferred to it from the leptonic current coupled to it, either directly as conceived then or
indirectly through intermediate bosons. Once the focus was shifted to hadronic current and
its constitution which was unknown then, a place in the hadronic current was created for
current quarks to take. Such a move, manifested in Bjorken’s scaling, solved the saturation
problem for the sum rules. With the benefit of using leptons (and electrons and photons
later), with which physicists had more knowledge about them and their interactions than
with hadrons and strong interactions, Adler, and later Bjorken, can probe form factors more
successfully than Nambu, who relied solely on the pole structure of the S-matrix. The
forthcoming SLAC experiments showed that it is the contributions from the ingredients of
hadrons (partons or current quarks), rather than resonances, that make overwhelming
contribution to form factors.

Adler’s work on local current algebra sum rules was resolutely rejected by Geoffrey
Chew, the leader of the nuclear democracy movement. At the fourteenth Solvay conference
held in Brussels in October 1967, Chew rejected the whole project of current algebra and
its sum rules because “it follows from a completeness relation, but without an elementary
substructure, particle or field, no meaning is possible for completeness.” Yet, according to
the strict bootstrap point of view, there is no end to dividing, and thus there can be no
fundamental substructure. Chew acknowledged that we can “have on mass shell complete-
ness, but there is no complete set of states which could give meaning to the sum rules.” For
example, one can define what is fundamental substructure, in terms of pion’s Compton
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wavelength, “for the nonrelativistic physics of hadrons.” But once quarks and gluons
reveal their own internal structure, which is conceivable in the future, it would be unclear
how to define the sum rule in that novel situation (Chew, 1967).

The path-breaking role of Adler’s work, however, was duly recognized by other active
researchers. For example, at the 1992 SLAC conference on the history of particle physics,
James Bjorken commented on Adler’s work: “His work provided a most important basis
for what was to follow when the ideas were applied to electroproduction” (Bjorken, 1997).

Scaling and Partons Bjorken’s inequality (1966b) for electro-production, obtained by
adapting Adler’s sum rule and performing an isotopic rotation, changed the landscape of
high energy physics because it brought Gell-Mann – Adler line of work to close contact
with feasible experiments at SLAC. More importantly, because it gave Bjorken enough
background knowledge, accumulated at SLAC over decades, to fruitfully explore satur-
ation mechanism for sum rules. That is, he could appeal to the historical analogy with
nonrelativistic quantum mechanics, in which the elastic scattering from atoms or nuclei
measures the time-averaged charge distribution, while inelastic scattering with coarse
energy resolution measures the instantaneous distribution of charge, and use the insight
thus gained to construct models for saturating Adler’s sum rule and his own inequalities, in
terms of quasi-elastic scattering between photon and pointlike constituents of hadron. The
result was the famous scaling (Bjorken, 1969).

Scaling was a turning point. As a bridge connecting the esoteric current algebra–sum
rule project with experimental investigations of the pattern of deep inelastic scattering,
scaling reoriented the phenomenological exploration of external relations between observ-
able quantities toward the clarifications of hadron’s constituents and their dynamics that
underlie the observed hadronic phenomena. The expectations of experimenters were no
longer restricted to the improvement of the scope and precision of their measurements of
the phenomena that was shaped by the structureless picture of nucleon, and the concerns of
theoreticians were no longer restricted to the verification of their predictions, derived from
their model-independent esoteric schemes of current algebra or analytic s-matrix theory.

Bjorken’s pointlike constituent was soon to be named by Feynman and Bjorken himself
as parton. As fundamental bare particles of an unspecified underlying field theory of the
strong interactions, partons had no mass in the infinite momentum frame. Constrained by
scaling, partons were also assumed to have no interaction to each other. Thus partons’
behavior was supposed to be described by a scale invariant-free field theory, which, as we
will see shortly, posed a severe constraint on theory construction for years to come. But for
a while, it was quite puzzling for physicists to calculate strong interactions with a free field
theory. In addition, although each parton was supposed to carry a fraction of the total
momentum of the proton, the momentum distribution function of partons, which was
supposed to contain all the effects of strong interactions, was not calculable from any
dynamic scheme, but had to be empirically adjusted. Lack of a proper dynamical theory
also forced parton theorists to keep silent on parton’s hadronization, thus could not claim to
have offered a complete picture for hadron physics in terms of parton’s behavior.
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All these shortcomings notwithstanding, the achievement of the scaling-parton project
was great. It irreversibly consolidated the constituent picture of the hadrons. More con-
cretely, massless partons were soon to be identified with current quarks. Detailed parton
model calculations also indicated that there were half nonquark partons in proton, and thus
had brought the notion of gluon back to the picture of hadrons, which played no role in
the constituent quark model after Gell–Mann first introduced it in 1962, and would take the
central place in the subsequent conceptual development.

From a historical perspective, one may say that this line of work, by moving from
exploring external structural constraints to internal ones, had revealed the potential of
current algebra in exploring the structure of hadrons in terms of their constituents. With the
structural knowledge about the ingredients accumulated, such as point-likeness, quasi-free,
and half-half proportion for quarks and gluons, the way was paved for identifying what
they are and what a dynamic theory should be for describing their behavior. Without what
was achieved by this line of work, no further development in this direction would be
conceivable.

Light Cone Current Algebra Both the free field theory assumed by the parton model and
the scale invariance entailed by the model were seriously questioned and challenged within
the framework of renormalized perturbation theory, once the gluons were back and their
interactions with quarks had to be taken into account. The challenge took the form of
anomaly and scaling violations, which were caused by renormalization effects when the
interaction was not invariant to the symmetry of the theory. Scale anomaly changed the
scale of current, and thus destroyed scale invariance as well as the canonical equal time
commutators. The foundation of current algebra was collapsing. Then the whole situation
was reconceptualized in terms of operator product expansions and the scaling law version
of renormalization equations, on the basis of a new idea of broken scale invariance. One of
the most significant outcomes of these developments was the rise of a new scheme of light
cone current algebra.

As a response to the failure of current algebra, formulated in terms of equal time
commutators, in dealing with the short distance behavior of currents in strong interactions,
such as scaling violation, K. G. Wilson (1969) suggested a new framework, in which
operator product expansions (OPE) for product of two or more local fields or currents near
the same point, as an extension of current algebra, was supposed to exist and contain
singular functions when the operators were defined at the same point or one defined on the
light cone through the other. The importance of light cone field theories was in fact
recognized earlier than the appearance of OPE scheme, by Heinrich Leutwyler (1968)
and Leonard Susskind (1968). They noticed that the intuitive meaning of the infinite
momentum limit adopted by Adler and others in their current algebra sum rules is just to
replace the equal time charges by the corresponding charges contained in a lightlike
surface. Since the equal time commutation rules for the charges in the infinite momentum
limit are equivalent to the same form for the lightlike generators, all the results obtained in
the infinite momentum frame can be expressed in terms of the behavior of the commutators
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of lightlike charges in coordinate space, which are integrated over a lightlike plane instead
of an equal time plane.

The light cone current algebra intensively explored by Fritzsch and Murray Gell-Mann
at the beginning of 1970s was a algebraic system obtained by abstracting the leading
singularity in the commutator of two currents on the light cone from a field theoretical
quark-gluon model, with the resulting properties similar to current algebra defined on equal
time commutators abstracted from the free quark model. It synthesized all the good results
from scaling and partons with those from broken scale invariance and OPE and extended to
all the local operators occurring in the light cone expansions of commutators of all local
operators. Such a generality enabled it to deal with processes far beyond what could be
dealt with by canonical current algebra, such as pion-two gamma decay and the ratio R of
total cross section for hadron and muon production in the electron positron annihilation
(Fritzsch and Gell-Mann, 1971a).

But there was a serious problem or threat to the scheme. Interactions would change the
operator commutators inside the light cone, but the scheme would be unaffected if
operators were formally manipulated rather than treated by renormalized perturbation
theory order by order. Since the underlying model was based on vector gluon rather than
scalar or pseudoscalar gluon, for the purpose of using “the scalar and pseudoscalar
densities describe the divergences of the vector and axial vector currents respectively,”
Fritzsch and Gell-Mann realized that the Adler anomaly would cause various pathologies
in commutators of currents, and thus ruin the basic algebra as a closed system. Although
the Adler anomaly was well established only for low energy regime, but there was a
mathematical relation between the low energy anomalous divergence and the high-energy
anomalous singularity which would spoil the generalized algebra. In order to preserve their
scheme, Fritzsch and Gell-Mann argued that order by order evaluations of scaling based on
a renormalized quark-gluon theory had to be rejected. The renormalized perturbation
theory revealed no scale invariance or free field theory behavior at high energy, while,
they claimed, “Nature reads books on free field theory, as far as the Bjorken limit is
concerned” (Fritzsch and Gell-Mann, 1971b).

But they were cautious enough to realize that such an attitude “risk making some
unwise generalizations of the basic algebra.” Methodologically puzzled, they said: “it
would be desirable to have some definite point of view about the relation of the abstracted
results to the renormalized perturbation theory.” Together with this methodological puzzle-
ment they were also puzzled over the nature of their underlying model, in particular over
the nature of interactions and the nature of gluons mediating the interactions. Such a desire
drove them to search intensively for a clarification which, however, required other inputs
and a great synthesis (Fritzsch and Gell-Mann, 1971b).

A Great Synthesis: The Incorporation of Color from the Constitutive

Quark Model The earlier survey did not mention any contribution from the constituent
quark model. It was not fair. The model did contribute to the development, although,
mainly in ways of giving stimulus rather than offering a fundamental framework. One of its
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stimuli was related with the idea of parastatistics (Greenberg, 1964), which was later
translated into the notion of color (Han and Nambu, 1965), although it was shown that
the two notions are equivalent only when color is neutral to electromagnetism. (Greenberg
and Zwanziger, 1966) For this reason, the notion of color adopted by Han and Nambu in
their scheme with integrally charged quarks could not be justified by the then accepted idea
of parastatistics, although conceptually the notion of parastatistics can only be fully
justified by the new quantum number of color as physicists later realized. This feature of
Nambu’s thinking was consequential as we will see shortly.

Color made its first serious appearance in Adler’s treatment of pion- two gamma decay
within a relativistic renormalized quark gluon field theory,11 using the current quark
picture rather than the constituent quark picture. But it was not acceptable to Fritzsch and
Gell-Mann (1971b) since the way Adler’s result was derived was inconsistent with the light
cone current algebra in general and with scaling in particular. But the situation was
dramatically changed in the late February of 1972, when one of Gell-Mann’s students,
Rodney Crewther, completed a work in which Adler’s result was rederived from short
distance behavior of operator product expansion without assuming perturbation theory
(Crewther, 1972). Once this was clear to Gell-Mann, he decided that “we need color!” –

the reason was that he would like to carry over the parastatistics for the current quarks from
constituent quarks and eventually to suggest a “transformation which took one into the other,
conserving the statistics but changing a lot of other things” (Gell-Mann, 1972a). The
transformation was done by two of Gell-Mann’s students, Jay Melosh and Ken Young
connecting two different algebras, underlain by two physical pictures. Although the two
pictures were physically totally different, one was nonrelativistic with hadrons being con-
ceived as composed of just a few constituent quarks, while the other was conceived in
terms of relativistic quark fields, mathematically they were similar. One interesting result
noticed by Young was that “the constituent quark looks like a current quark dressed up with
current quark pairs.” (The results of Melosh and Young were reported in Gell-Mann, 1972a.)

The robustness of the notion of color was further confirmed by the calculation of the
ratio R of total cross section for hadron and muon production in the electron positron
annihilation. At this juncture, with the notion of gluon firmly integrated into his underlying
field theoretical framework and the notion of color appeared so robust waiting to be
integrated into his framework, Gell-Mann clearly felt the time was ripe to set a new agenda
for himself and for the whole high-energy physics community to construct a consistent
conceptual framework, or a unified theory, to deal with hadron physics as a whole by
“incorporating all the respectable ideas now being studied: constituent quarks, current
quarks, the bootstrap . . . scaling and current algebra. They are all or nearly all compatible,
if we get our language straight” (Gell-Mann, 1972b).

Crucial to the agenda of great synthesis was to clarify, and justify rather than declare,
the relationship between the notion of gluon (the supposed carrier of the strong force
interacting with quarks and holding them together), which was strongly supported by
evidence from parton model calculations, and the notion of color, which as a new quantum
number indicating a global symmetry among quarks was robust enough to be incorporated
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into the underlying quark-vector-gluon field theoretical framework for the light cone
current algebra. All the evidence for quarks to have color came from weak or electromag-
netic processes. But gluons could never get involved in these processes. Then how can we
know if gluons have color or not?

There could be no simple ways to answer this central question, except for indirectly
reasoning from constraints posed by the requirement of consistency and from aesthetic
consideration. If the vector gluon carries no color, Fritzsch and Gell-Mann had been worried
for a long time, then it and some vector baryon currents might exist in the same channel and
coupled. In addition, this would indicate a fundamental asymmetry between quarks, which
were supposed to be color triplets and thus not real in the sense that they cannot be detected
in laboratory in isolation, and gluons, which as color singlets presumably would be real in
the sense they could be detected in isolation in laboratory. Thus their answer was simple and
clear once they accepted color as an indispensable component of the whole scheme in the
Spring of 1972, namely, gluons should be color nonsinglets. Once the gluons as the strong
force mediators were taken to be the color nonsinglets, the seductive power for taking
gluons as the quanta of the gauge potentials of the SU(3) color symmetry, which should
be correspondingly transmuted from a global symmetry to a local gauge symmetry,
was difficult to resist. Mathematically this implied that gluons should be color octet.

Nambu and the SU(3) Color Gauge Symmetry Some might question the fairness of
assigning all the credit to Fritzsch and Gell-Mann in this regard while all what they did was
already clearly formulated and published in the 1965 by Nambu (although he did not use
the name of color)? For example, George Johnson in his book Strange Beauty (1999)
praised Numbu’s work not only as being “on the right track,” but also “amazingly
prophetic. He had even anticipated gluons, coming up with a scheme to hold the quarks
together using eight different kinds of bosons.”

My response is as follows. The gauge principle has no universal free-floating magic
power. It is useless unless it is anchored at, or applied to, certain proper system of entities
at certain proper level. Otherwise one simply could not understand why so many physi-
cists, including Pauli, Yang and Mills, Schwinger, Sakurai, and also Veltman and Bell, who
tried hard to use gauge principle to analyze strong interactions at the hadron level, were all
failed. The reason for their failure was that they did not get the level right.

Nambu was different. He got the level right. But he got the entities wrong. His
assumption of integrally charged quarks caused serious problems. Most serious was that
it led to wrong conceptions about the nature of gluons and the nature of the color
symmetry. That is, gluons as the gauge bosons of the color symmetry were conceived as
carrying both the strong force as well as the electromagnetic force. The ultimate cause of
his mistake was that his reasoning was speculative and ad hoc in nature. He applied the
gauge principle a priori to some subsystem of hadron, solely based on the statistics
problem in nonrelativistic constituent quark model, without any inputs from other places.
In contrast, the gluons treated by Fritzsch and Gell-Mann in the early 1970s came from
parton model calculations, and thus carried with them all the constraints from experiments,
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most important among them was that gluons could not be involved in any electromagnetic
or weak interactions.

In addition, the context matters. Nambu’s gauge theory for quarks and gluons was
proposed in the mid-1960s, well before the quantization and renormalization problems of
nonabelian gauge theory were properly dealt with. It would not be an exaggeration to say
that only when ’t Hooft and Veltman published their world-changing works in the early
1970s, physicists began to obtain the conviction for seriously developing nonabelian gauge
theoretical models to treat nuclear forces. For these reasons, Nambu’s two sets of triplets
left no trace in the thinking of gauging the interquark forces, although it had been well
known as an alternative building scheme,

The Final Touch Come back to Fritzsch and Gell-Mann again. After having set the
agenda in his plenary talk at the Sixteenth International Conference on High Energy
Physics held at Batavia in September 1972, Gell-Mann presented a joint paper with
Fritzsch (1972) at a session chaired by David Gross. The paper made a fundamental
assumption about the color singlet restriction within their general framework of the quark
vector-gluon field theory model: “real particles are required to be singlets with respect to
the SU(3) of colour.” The implication of this restriction for quarks was clear: “we assume
here that quarks do not have real counterparts that are detectable in isolation in the
laboratory – they are supposed to be permanently bound inside the mesons and baryons.”
Their conviction about the power of the singlet restriction was clearly displayed:

We might eventually abstract from the quark-vector-gluon field theory model enough algebraic
information about the colour singlet operators in the model to describe all the degrees of freedom
that are present . . .We should have a complete theory of the hadrons and their currents, and we need
never mention any operators other than colour singlets.

(1972)

Gell-Mann acknowledged that the singlet restriction for observable states, which had its
origin in the bootstrap philosophy that he respected greatly as far as hadron physics was
concerned, amounted to nothing but the requirement of gauge invariance. But this in fact
begged the question. At a deeper level, Schwinger once warned that the general require-
ment of gauge invariance could not be used to dispose of essentially dynamical questions.
The dynamical question in this context was the miracle of confinement, which should be
and was attacked by Wilson and others in dynamical ways.

As to gluons, the paper declared that “they could form a colour octet of neutral vector
fields obeying the Yang–Mills equations.” The move was justified by informing the
audience of a significant advantage in terms of conceptual consistency:

If the gluons of the model are to be turned into colour octets, then an annoying asymmetry between
quarks and gluons is removed, namely that there is no physical channel with quark quantum numbers,
while gluons communicate freely with the channel containing the ω and φ mesons. (In fact, this
communication of an elementary gluon potential with the real current of baryon number makes it
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very difficult to believe that all the formal relations of light cone current algebra could be true even in
“finite” version of singlet neutral vector/gluon field theory.)

(1972)

This was enough to specify theQCDLagrangian. Although this was only a verbal description
of the QCD Lagrangian without using the word Lagrangian, and Gell-Mann’s nickname
QCDwas not coined till 1973, the implication of this description to knowledgeable physicists
was perfectly clear: a new nonabelian gauge theory of quark–gluon interactions was born.

Asymptotic Freedom and QCD

But a widely circulated opinion holds that QCD started with the discovery of asymptotic
freedom in 1973 (see Section 10.2) (Pickering, 1984; Pais, 1986). Surely the discovery of
asymptotic freedom clearly showed that QCD satisfied the constraint posed by scaling at
short distances, and thus justified the so-called perturbative QCD, a calculable model for
the superstrong interactions, which, however, is not quite relevant to the original concern
about the strong nuclear interactions. It also offered a heuristic mechanism for confinement
at large distances. For these reasons, the discovery of asymptotic freedom surely contrib-
uted to the justification of QCD. But the discovery itself was not decisive and enough for
the creation of QCD, which was accomplished a year earlier already. More serious was the
fact that the discovery had no implication to the nature of the color symmetry: exact
symmetry or broken, which, as we know now, is crucial for identifying QCD. In fact,
Gross and his pupil wanted broken symmetry to avoid the infrared problems (massless
gluons, long-range force, which would cause problems with the spectrum of states and
spoil S-matrix in perturbation theory). Thus they declared that in the construction of
realistic physical models of the strong interactions, “the major problem remaining in these
gauge theories is how to break the gauge symmetry and provide masses for the vector
mesons” (Gross and Wilczek, 1973b). This is clearly not QCD. In addition, when they
discussed the work of Fritzsch and Gell-Mann (1972), they commented,

the proponents of red, white and blue quarks as a mathematical abstraction argue that the colour SU
(3) group should be exact, and that all non-colour-singlets should be suppressed completely. One
clearly requires a dynamical explanation of such a miracle.

(Gross and Wilczek, 1973b)

The requirement for giving confinement a dynamical explanation is respectable. But the
statement also clearly betrayed a lack of understanding of what was the identifying feature
of QCD, as late as 1973. As Fritzsch, Gell-Mann, and Leutwyler (1973) indicated
immediately afterwards, asymptotic freedom was only a consequence, or an advantage
of QCD, which they at that time called the color octet gluon picture.

It is instructive to note that such a consistent and plausible theory “was awarded
honorable mention – no less, no more” at the London conference on high-energy physics
(July 1974) (Pais, 1986). This is an example of the recognition of any scientific discover-
ies, ideas, models, and theories being highly context dependent.12
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A few months later, with the discovery of charm, the situation changed dramatically.
Taking the newly discovered J/ψ particle as the bound “charmed quark–anti-charmed
quark” system, or charmonium, entails that the mass of the charmed quark is large, and
thus its Compton wavelength is small. Since binding holds quarks at distances even smaller
than this length, it suggests that the subject involves the short-distance behavior of quarks
and gluons and can be analyzed by perturbative QCD. The fact that charmonium can be
reasonably described as the hydrogen atom of QCD with a confining potential13 created a
new context, in which QCD was quickly accepted by the high-energy physics community.

Gell-Mann and the Reality of Quarks

No serious attempt to properly understand and appreciate the logic of and contributions to
the genesis of QCD would be possible without a proper understanding of Gell-Mann’s
changing conception of the reality of quarks. But the latter would be impossible without a
proper philosophical understanding of the complicated relationship between physics and
metaphysics.

Since the meaning of scientists’ fundamental concepts is dictated by an established
meaning structure provided by the prevailing metaphysical framework, it would be very
difficult for physicists to digest the radical changes of the meaning of such terms as
“constituents” and “reality” that accompanied the profound development in physics,
namely the color confinement in QCD, without at the same time having realized the
necessity of revising the underlying metaphysical scheme, and thus the meaning structure
they are using. But the latter realization is quite a difficult task even for philosophers,
let alone physicists. For example, even if the notion of a running coupling and the
consequent confinement were accepted in physical reasoning, it still took times for
physicists to realize that the idea that constituents had to be capable of existing in isolation
(a reductionist sense) was valid only for weakly coupled field theories, but had to be
revised when the coupling was strong. That is, they may exist permanently in the confined
rather than asymptotic states (a reconstructive sense).

Thus Gell-Mann’s painful struggle with the question of whether permanently confined
quarks are real cannot be frivolously dismissed as mathematical instrumentalism, but has to
be put in the context that when the idea of quark was proposed, the very idea of reality,
according to the prevailing metaphysics of the time, was inseparably tied with observa-
bility, which was defined in terms of asymptotic states. For this reason, Gell-Mann
understandably did not know how to handle the complicated situation when, on the one
hand, the progress in hadron physics gave him good reasons to believe that hadrons
consisted of quark constituents, and, on the other hand, he had deep reasons to believe
that quarks could not be observed asymptotically. Were quarks real? The question had
frequently tortured Gell-Mann. But later, he realized that he could not take quarks realistic-
ally, because the theory (his original quark model with scalar gluon) in which quarks were
introduced was wrong; if he had a theory with vector gluons he would take then realistic-
ally (Gell-Mann, 1997). This implies that he took the reality of quarks based on the validity
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of a quark-gluon theory. However, quarks and gluons in a correct theory remain unobserv-
able, are they real?

Constrained by various logical inferences, Gell-Mann and the whole community soon
realized that when the notion real applies to any physically hidden entity, in the light of
confinement, it refers to more than merely the epistemic accessibility of the entity as
a separate individual. Rather, it had widened its reference to a combination of some
structural features without any assignment of individual observability to the entity.

Conceived this way, it became easier or even natural for physicists to acknowledge the
reality of quarks and gluons. But then the meaning of reality has already been radically
changed. Now the meaning of being real is more complicated than being observable
individually. Thus, with the advent of QCD, physicists had convincingly revised meta-
physical criterion of what counts as a real existence. An important point here is that
metaphysics as reflections on physics, rather than a prescription for physics, cannot be
detached from physics. With the advancements of physics, it has to move forward and
revise itself so that it can accommodate to new situations.

In fact, Gell-Mann’s painful experience in his personal struggle with the reality of
quarks was only a human expression of the difficult adjustment of metaphysics under the
pressure of the advancement of physics, which took a decade to complete. Gell-Mann’s
understanding of the ontological nature of quarks, real or not, was clearly not superior to
other physicists’ in the 1960s, but one can find no sense to claim that in the ontological
assessment of quarks’ nature in the 1960s, Gell-Mann was inferior to other physicists or
philosophers. Some quark realists in the 1960s did claim the reality of quarks, but only in
the sense that quarks would be sooner or later be observed in isolation in laboratory. But
now we know this was only a wrong conviction.

What Is the Logic of the Genesis of QCD?

QCD was constructed under the structural constraints of scaling, confinement and the
existence of color quantum number, which stemmed from structurally probing hadrons
externally and internally, through current algebraic explorations and field theoretical
construction. Since the evidential status of theoretical entities is encoded in theory, the
reality of quarks and gluons (gauge bosons) cannot be separated from the validity of QCD,
as Gell-Mann realized and we mentioned earlier, within which they are constructed. This
point has resolutely deprived the constituent quark model as well as Nambu’s wrongly
conceived gauge theory of any constructive role in the genesis of QCD.

****** ****** ******

From 1971, when the standard model was prompted by ’t Hooft’s work to rise from the
horizon, to 1975, when it overwhelmed physicists’ conception of fundamental interactions,
it took only four years for the weak interactions to be unified with electromagnetism and
described by a renormalizable theory, and for strong-interaction dynamics to transit from a
state of chaos to being described by a plausible, workable model.
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11.2 Further Extensions

Successful as it was, however, the standard model still contained too many arbitrary
parameters. In addition to the weak coupling constant, there were Weinberg angle mixing
gauge couplings, Cabibbo angles mixing quark flavors, and mass parameters of leptons,
quarks, gauge bosons, and the Higgs boson. Moreover, the reason why there are three
generations of quarks and leptons remains to be mysterious. Thus, in terms of unification,
one of the basic motivations for pursuing the gauge field programme (GFP), the situation
was far from satisfactory.

Meanwhile, the available theoretical apparatuses, most important among which were the
renormalization group and symmetry breaking, had provided powerful stimulation to
extend the standard model and carry GFP to its logical conclusion. In particular, the
calculation of the variation of the strong and electroweak couplings with energy, made
by Howard Georgi, Helen Quinn, and Weinberg (1974) using the renormalization group
equations, showed that these couplings became equal in strength somewhere around 1014

to 1016 GeV. This merger, together with the fact that both theories had a similar nonabelian
gauge structure, provided a strong impetus to the search for further unification. In such a
grand unification scheme, natural laws with differing invariance properties, symmetric
laws, and asymmetric physical states, all emerge from a situation with a higher symmetry.
The situation may be characterized by physics under the conditions present in the early
universe, and then has passed through a sequence of phase transitions as the temperature
decreased while the universe expanded, until it reached the state now described by the
standard model.

In such a grand unification based on the gauge principle, the internal attributes (quantum
numbers) of matter fields (fermions) possess a dynamical manifestation: the corresponding
gauge fields are coupled to themselves and also, in a unique and natural way, to the
conserved currents of the matter fields that carry these attributes. Thus, matter, in the form
of quantum fermion fields, finally acquires the status of substance in its fully fledged sense.
Not only are matter and force fields as two entities intertwined and unified, but matter itself
becomes active, with its activity manifested in the gauge couplings.

However, such a grand unification can only be achieved when the groups SU(2)T �
U(1)y and SU(3)C, whose gauge quanta are responsible for the corresponding electroweak
and strong forces, originate from the breaking of a larger simple group, whose gauge
quanta are responsible for the grand unified forces. In addition to the original SU(4) � SU
(4) model for the grand unification proposed by Jogesh Pati and Salam (1973a, b) and the
SU(5) model proposed by Georgi and Glashow (1974), there occurred several other
models.14 All of them are based on the same essential idea and have a number of features
in common.

The essential idea of grand unified theories (GUTs) was summarized by J. C. Taylor
(1976) in the general form of hierarchical symmetry breaking: An underlying large local
gauge symmetry of all interactions is broken down in a succession of steps, giving a
hierarchy of broken symmetries. Start with a gauge group G and a scalar field φ. Suppose
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the vacuum expectation value of the scalar field φ is F, F = F (0) + єF (1) + є(2)F (2) + � � �,
where ε is some small parameter. Let the little group of F (s) be G(s) (s = 0, 1, 2, . . .), with
G � G(0) � G(l) � G(2), etc. Then G is strongly broken down to G(0), with very heavy
vector mesons generated in the process (masses of order gF(0)), G(0) is less strongly broken
down to G(1) with less heavy vector mesons, and so on. One of the advantages of unifying
three forces into one is that the number of arbitrary parameters can be greatly reduced.
The Weinberg angle, for example, can be determined in the SU(5) model to be about sin2

θW = 0.20.15 The observable effects of the superheavy vector mesons are supposed to be
very small at ordinary energies.

One of the common features of GUTs is that quarks and leptons become amalgamated
into the same multiplet. The underlying gauge symmetry then leads to new types of
gauge field with new properties. In the SU(5) model, for example, there were twenty-four
unified force fields. Twelve quanta of these fields were already known: the photon, the
two W bosons, the Z boson, and eight gluons. The remaining twelve were new, and were
given the collective name X. The X bosons were needed to maintain the larger gauge
symmetry that mixed the quarks with the leptons. They can therefore change quarks into
leptons or vice versa. That is, the X bosons provided a mechanism for baryon number
nonconservation. One of its direct consequences was proton decay, which offered
cosmologists a new perspective on the old problem of the cosmic baryon excess, namely,
the observed matter–antimatter asymmetry might have developed from symmetric
beginnings.

GUTs had many other implications for cosmology because these models directed
physicists’ attention to the early universe as the supreme high-energy laboratory in which
particles with massMx ~ 1015 GeV could be created. As a framework for understanding the
structure and evolution of the universe, GUTs, although they were theoretically self-
consistent, were unable to generate a sufficient baryon asymmetry to be consistent with
the observed data, or give the massive neutrino solution to the universe’s “missing mass”
problem. More complicated rival models based on larger and larger unifying groups were
proposed, offering new possibilities: new heavy quarks and leptons and lots of massive
Higgs bosons, etc. Since these particles were inaccessible experimentally, no choice could
be made between rival models. Whether this fact has betrayed the possibility that GFP has
been carried beyond its empirical basis is, however, not without controversy.

On the other hand, GUTs seemed not to have exhausted the potential of GFP. Soon after
GUTs entered onto the stage and GFP became a new orthodoxy in fundamental physics
after the November revolution of 1974, more ambitious efforts were made to extend GFP
to gravity. Before discussing this extension, however, an examination of physicists’
attitudes toward the universality of the gauge principle is in order.

The claim that the gauge principle is universally applicable was challenged by some
physicists when external symmetry was involved. There are two questions: (i) Are the
gravitational interactions dictated by the principle of symmetry, that is, by the principle of
general covariance? (ii) Can we take general covariance as a gauge symmetry and subject it
to the treatment of QFT, and thus having a framework for quantum gravity?
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Concerning the first question, Einstein’s original claim that general covariance, together
with the equivalence principle, led to general relativity was criticized by Kretschmann as
early as 1917 (see Section 4.2). It was also challenged later on by Cartan, Wheeler, and
Michael Friedman, among others.16 These critics argued that the principle of general
covariance was of no physical content whatever since all noncovariant theories could
always be recast in a covariant form. The only thing we should do, they claimed, was to
replace ordinary derivatives by covariant derivatives, adding an affine connection Γk

ij into
the theory and saying that there existed coordinate systems in which the components of the
affine connection Γk

ij happened to be equal to zero, and the original noncovariant formalism
was valid.

But some apologists argued that the gravitational interaction was actually dictated by a
local external symmetry, because in the reformulation of the initially noncovariant theories,
the critics had to admit that the affine connection Γk

ij must vanish. But this was equivalent
to assuming that spacetime was flat and the external symmetry was global. True general
covariance, however, was a local symmetry, the only type of symmetry that could be
satisfied by the curved spacetime in which gravity could be accommodated. Thus the
supposed general covariance of these reformulated theories was spurious.

The second question was also not without controversy. Many attempts were made,
different symmetry groups were tried by committed followers of the gauge principle, to
find a quantum theory of gravity. Among these, work by F. W. Hehl and his collaborators
proved that the Poincaré group, i.e., the group of Lorentz transformations and translations,
could lead to the most plausible gauge theory of gravity, provided it was interpreted
actively (more on the work in this line in Section 11.3).

The pity was that all earlier attempts to treat gravity gauge-theoretically following
the standard model of particle physics failed to renormalize their models.17 The
situation was reminiscent of the weak force before it was unified with electromagnet-
ism. Both gravity and the weak force were nonrenormalizable. In the case of the weak
force, however, once an appropriate gauge symmetry (SU(2) � U(1)) was found, the
infinities in the resulting unified electroweak theory can absorbed into parameters
through a renormalization procedure. Guided by this lesson, theorists began to search
for a more powerful group than the existing ones of external symmetry, which would
render gravity renormalizable.

Part of the difficulty of unifying gravity with other forces is that the respective theories
simply have too little in common, rather than that they are in conflict. The symmetries
adopted for gauging gravity are different in kind from those for gauging other forces. They
are external symmetries, while all the other gauge symmetries are internal (not associated
with any coordinate transformation in spacetime). In the mid-1960s, some efforts were
made to achieve a union of an external and an internal symmetry group.18 It was proved,
however, that under a number of rather general conditions, a unified group (G) of the
Poincaré group (P) and an internal symmetry group (T) can only be achieved in the trivial
sense of a direct product: G = T ⊗ P. A number of no-go theorems were derived, which
forbade a symmetry group G to contain T and P in a nontrivial way (i.e., not as a direct
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product) so that the imposition of G would allow for the possibility of a unified description
of particles with different internal symmetries.19

Such no-go theorems can be circumvented, at least partly, by introducing
supersymmetry.20 While an internal symmetry only relates particles with the same spin,
supersymmetry relates fermions to bosons by incorporating noncommutative numbers as
an essential element. As a consequence, the supersymmetry supermultiplet consists of a
series of different internal symmetry multiplets, although supersymmetry itself is just a
special kind of external symmetry (see next paragraph), and not a genuine union of an
external and an internal symmetry.21

To see the last statement we only have to remember that in QFT boson fields have
dimension 1 and fermion fields dimension 3/2.22 It is not difficult to see that two
supersymmetry transformations that relate bosons to fermions lead to a gap of one unit
of dimension. The only dimensional object, which is different from fields and available to
fill the gap, is the derivative. Thus, in any globally supersymmetric model, we can always
find, purely on dimensional grounds, a derivative appearing in a double transformation
relation. Mathematically, therefore, global supersymmetry resembles taking the square root
of the translation operator. That is why it is taken as an enlargement of the Poincaré group
(the so-called super-Poincaré group) rather than an internal symmetry.

In a local theory the translation operator differs from point to point. This is precisely the
notion of a general coordinate transformation which leads some physicists to expect that
gravity may be present. Indeed, guided by the requirement of local supersymmetry invari-
ance and using “Noether’s method,” some physicists obtained the massless spin-3/2
(gravitino) field gauging super-symmetry and the massless spin-2 (graviton) field gauging
spacetime symmetry. Thus the local gauge theory of supersymmetry implies a local gauge
theory of gravity. This is why a local supersymmetry theory is called supergravity.

In simple supergravity, the number of supersymmetry generators N is one. If N is larger
than one, then the theory is called extended supergravity. One of the special features of the
extended supergravity theories is that they have, in addition to the spacetime symmetries
related to gravity, a global U(N) internal symmetry, which relates all the particles of the
same spin and hence has nothing to do with supersymmetry. It was shown that the internal
symmetry could be made local so that the nongravitational interactions could be incorpor-
ated. Some physicists were greatly excited by the discovery in the N = 8 model of an extra
local SU(8) symmetry, hoping that the local SU(8) group could produce the spin-1 and
spin-1/2 bound states that were needed for grand unified theories.23 In spite of all these
developments, however, the relation between supersymmetry and the extra internal sym-
metry remained unclear. Thus the unification of external and internal symmetries was still
out of reach, and the relationship between gravitational and other forces remained vague
within the context of supergravity.

Is supersymmetry a powerful enough symmetry to render supergravity renormalizable?
The preliminary results were encouraging. In extended supergravity, it was shown that the
first- and second-order quantum corrections in S-matrix cancel owing to the symmetry
between fermions (gravitinos) and bosons (gravitons).24 That is, the new diagrams
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involving gravitinos canceled the divergences caused by gravitons. Despite early
optimism, however, physicists’ enthusiasm for supergravity quickly waned. Since the
mid-1980s, with the advent of superstring theories, which will be treated in another
volume, and loop quantum gravity (see Section 11.3), few physicists believe that
the problem of quantum gravity – as a first step for, but is different and thus cannot be
identified with, the unification of gravity and three other fundamental forces of nature – can
be resolved within the framework of supergravity.

11.3 Ontological Synthesis: Quantum Gravity without a Fixed

Background Spacetime

A quantum gravitational field is a truly ontological synthesis of a quantum field and a
gravitational field whose dynamical information, according to GTR, is encoded in the
structures of spacetime. But this ontological synthesis could not be achieved through
quantizing a classical gravitational field, as Feynman (1963) and many other particle
physicists tried to do afterwards, following the standard model and treat the gravitational
field as a traditional gauge field defined on a fixed background spacetime manifold
(Section 11.2). The reason for the inevitable failure of the pursuit is simple but deep: All
gauge theories and all quantum field theories developed so far make sense only when they
are defined on the Minkowskian spacetime (see sub-section 7.2.3). Once gravity is taken into
consideration, according to Einstein’s interpretation of GTR, spacetime cannot be taken as
having its own existence, but only as the structural quality of the gravitational field. That is,
its reality has its roots in encoding physical coincident events in its points – different
coincidences in different points – and relations among events in its various causal and
kinematical structures. This entails that as an ontologically dependent category encoding
the information of the gravitational fields, spacetime inherits its dynamicity from the
dynamical gravitational fields, and displays quantum characteristics if the gravitational fields
are quantum entities. Thus it we take Einstein’s views of spacetime informed by GTR
seriously, a quantum gauge theory of gravitational field – in which gravitational fields as
gauge fields are defined on a fixed (nondynamical) classical spacetime and treated quantum
mechanically – is inconsistent and thus impossible. Thus, an ontological synthesis can only
be achieved through a background independent (BI) theory of quantum gravity.

A popular project for a BI theory of quantum gravity is the loop quantum gravity
(LQG). (Ashtekar, 1986. For reviews, see also Ashtekar and Lewandowski, 2004; Rovelli
and Vidotto, 2014.) LQG as a dynamic theory of spin connections (which instead of metric
are taken as primary entities representing gravitational fields) is motivated by using the
machinery of nonabelian gauge theory (phase space structure for quantization and for
defining dynamic operators, etc.). It belongs to the tradition of gauging gravity and is a
further step in the development of GFP.

In order to make a proper assessment of LQG, let us briefly review the works in this line
prior to LQG. As we mentioned in Section 9.1, London and Weyl realized that gauge
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invariance makes sense only in a quantum theory, in which the original gauge factor
became the phase factor in the wave function of a matter field. But in the initial stage of
gauging gravity, the intention was mainly to reproduce GTR and extend GTR, the focus
was on the dynamical fields responsible for gravity and corresponding spacetime features,
without paying attention to the source (matter fields), which must be treated quantum
mechanically. This special situation rendered the practitioners frequently forgot the essen-
tially quantum nature of the gauge theory, and handled their gauge theory of gravity
“classically,” not really as a QFT, at least in the sense that no effort was made to quantize
their theories through constructing a Hilbert space and specifying dynamic field operators.
This is true for Utiyama (1956), Kibble (1961), and Hehl (1976). All of them also worked
on a fixed background spacetime.

Utiyama (1956) initiated the gauging gravity programme by gauging the Lorentz group.
He took connections as the gauge potentials, the only agent responsible for gravity and
dictating the spacetime curvature. But the current linked to the Lorentz group was the
antisymmetric angular momentum current, not the symmetric energy-momentum current,
as the source of gravity. This defect was invisible only because in the pure gauge case
(without source) it is hidden.

Kibble (1961) extended Utiyama’s Lorentz group to Poincare group, so that in addition to
Utiyama’s tetrad part of the connections that was related with translation transformations, his
gauge potentials also included other part of connections responsible for Lorentz rotations,
which was absent in GTR. Thus he gave a gauge theory of gravity that allowed the
introduction of a larger symmetry group, more gauge potentials, and could obtain richer
spacetime structures: In addition to curvature related with translations (which has no corres-
pondent in the nonabelian gauge theory of particle physics), there also occurred torsion
sourced by (and coupled to) matter fields (fermions) in the energy-momentum current.

Hehl and his collaborators (1976) started their work with a flat, Minkowskian
spacetime. They took coordinates and frames as fixed, focused only on the dynamical
behavior of gauge potentials. They used active transformations of Poincare group, rather
than Kibble’s passive ones, to derive Kibble’s results: The resulted spacetime was not the
Minkowskian but the Riemann-Cartan spacetime, equipped with torsion as well as
curvature.

Hehl was criticized by Lasenby, Doran, and Gull (LDG, 1998). They pointed out that
Hehl derived the Riemann-Cartan spacetime only because he already presupposed the
spacetime he was working on was essentially a Riemann-Cartan spacetime, and this, in
their view, was not desirable: The gauge principle should be a conceptual framework
within which one can deduce the Riemann-Cartan spacetime from the Minkowskian
spacetime with the help of gauge potentials, whose function should not be limited to the
addition of torsion (and torsion–spin interactions) to the (implicitly existing) curvature of
spacetime.

In the defense of Hehl, one may argue that if one takes the encoding (the dynamic
information of the gravitational field) view of spacetime, then in fact Hehl did not start with
any kind of spacetime: He fixed everything nondynamical and focused only on the
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dynamical gauge potentials and their behavior under gauge transformations, whose infor-
mation would be encoded in spacetime structures emerged from the theory. That is, what
Hehl presupposed was not even his own claimed background Minkowskian spacetime, and
the resulted spacetime was really deduced from the gauge principle.

LDG’s own work assumed only the Minkowskian spacetime and gauge symmetries.
But their understanding of gauge symmetries was more general than most physicists did,
and more in line with the spirit of Einstein’s view. They derived (rather than assumed)
gauge potentials from a very general observation: intrinsic relations between fields would
not be affected by where they appear and in what states they themselves are. Thus for fields
a and b, they claimed that (1) if a(x) = b(x), then a(y) = b(y), y = f(x); and (2) if a(x) = b(x),
then Ra(x)R~ = Rb(x)R~. The statement (1) implies invariance under any position changes
or diffeomorphism invariances; the statement (2) implies invariance under any changes of
fields themselves. These invariances, they used the “Clifford algebra”-based geometric
algebra to rigorously show, dictate the introduction of gauge potentials: they called
position gauge field responsible for the diffeomorphism invariance, whose source is
symmetrical energy momentum current; and rotation gauge field responsible for the
invariance mentioned in the statement of (2), characterizing the pure field rotation (in a
fixed point) without being mixed up with a change from one point to another point. They
took this feature as a distinctive one from the Poincare gauge invariance, which cannot
have a pure field rotation without a location change. Based on these results, they made a
strong and sweeping claim that any relation and any observables must be invariant under
these two kinds of transformations.

But their work can be criticized as follows. First, they don’t have to start with the
Minkowskian spacetime. Any unstructured manifold would be enough for their derivation
of a spacetime with enough rich structures for encoding the information of dynamical fields
constrained by gauge invariance they specified. Second, within the general context of
describing a quantum system, the classical treatment of gauge fields without quantizing
them is highly unsatisfactory.

Now come back to LQG itself. LQG is a BI theory without background geometry
although it is still built on an unstructured manifold to start with. It assumes diffeomorph-
ism and SU(2) as the gauge symmetries. Correspondingly it has spin-connections parallel-
transporting spinors in addition to Levi-Civita connection parallel-transporting
(four-dimensional spacetime) vectors. But different from earlier works on gauging gravity,
it is a quantum theory based on the Dirac programme (canonical quantization with gauge
constraints). Since its basic configurational variables, the spin connections, have to be
smeared out to make sense as a distribution (as suggested by axiomatic quantum field
theorists), this leads to the holonomies (Wilson loops) of the spin connection along one-
dimensional curves, thus the name loop quantum gravity. The spin networks built up
thereby become the basis for a quantum Hilbert space. Since the spin connection fails to be
a well-defined operator valued distribution, but the holonomies of spin connection can;
the holonomies become the basic dynamic variables in the phase space, together with the
fluxes of the canonical conjugate momenta (the triads E across 2-surfaces). With a Hilbert
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space and operators successfully constructed, a path to a full-fledged quantum theory
of gauge potentials is broken.

In addition to (1) the construction of the Hilbert space for the states of gauge potential
fields (spin connections) and (2) the construction of quantum operators (surface and
volume operators from fundamental holonomies and fluxes operators), one of the major
achievements of LQG is the discovery of the spectrum of the eigenvalues of these (surface
and volume) operators; the result is the so-called quantum geometry (Ashtekar and
Lewandowski, 1997a, b). The spectrum is characterized by being very crowded and thus
would quickly evolve into smooth, classic spacetime.

It should be noticed that LQG is a kind of gauge theory that is different from the gauge
theory in the standard model of particle physics. In the latter category, no holonomies and
fluxes can be defined as operators through phase space structure, while in LQG with the
holonomies-fluxes structure, no Fock space can be defined, thus the basic excitation is the
one-dimensional holonomies, rather than particles in momentum space, and all the diffi-
culties related with gravitons thus become irrelevant. Most important difference from our
synthetic concern is this: Its gauge groups are not purely internal (of transformations
through phase factors only at the same point on the spacetime manifold) but involve
transformations across different spacetime points.

Although LQG’s quantum geometry has provided the Kinematic basis for a full-fledged
quantum theory of gravity, it is the spin foam (SF) approach supplies a tentative scheme for
its dynamics (Perez, 2003, 2013). The SF approach applies path-integral formalism to spin-
networks (the states of spin-connections) and takes the path-integral amplitudes as if they
are the transition amplitudes of the quantum geometry states (spin-networks), appearing as
spin foam (a two-complex) and representing the temporal (dynamic) evolution of the
quantum geometry states (representing space). But the background-independent nature of
the theory – in which no spacetime is assumed by the theory; spacetime has to be emerged
from the theory –makes this interpretation of the path-integral amplitudes untenable: There
is no temporality involved, the quantum geometry states are only the boundary states of the
spin foam (graph). In fact, SF is not defined on spacetime manifold, but, very importantly,
on group manifold. So the sum in the SF approach’s path-integral formulation cannot be
understood as the sum over the history, but just the sum over the gauge transformations of
the quanta of quantum geometry; as to the spacetime manifold, it has to be constructed
from the results of the SF approach.

But how? To see how we should note the two roles played by SF: (1) SF can be used to
extract the in- and out-states (the boundary states), from graph, subjecting them to quantum
constraints and then using them to build up the physical Hilbert space of quantum
geometry; (2) SF’s boundary states can be taken as representing spatial surfaces, the
temporality can then be obtained through deparametrization. Deparameterization essen-
tially consists in introducing the notion of internal time, which is neither the Newtonian
absolute time, nor the proper time in STR that is fixed to specific trajectory, nor the
coordinate time in GTR that is subject to diffeomorphism transformations. Rather, it is a
purely local and relational notion: If one picks up one of physical variables and uses it as a

316 The Gauge Field Programme

available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108566926.016
Downloaded from https://www.cambridge.org/core. Access paid by the UCSF Library, on 06 Oct 2019 at 17:26:00, subject to the Cambridge Core terms of use,

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108566926.016
https://www.cambridge.org/core


clock and sees how other variables change by interacting with it, then one can figure out a
certain kind of time by looking at the conditional probability the one of other variables
takes a given value when the “clock” varies.

The major achievement of the SF approach can be summarized as follows. Although SF
as the gauge trajectory of the kinematic states (spin networks) cannot be equated with
quantum spacetime (no such spacetime that is quantum in nature exists), but it is an
important step in deriving a spacetime: it helps to extract the kinematic states, thereby
the dynamic degrees of freedom (holonomies and fluxes) through quantization, and then
through deparametrization to reconstruct quantized structures related with spatial (states)
and temporal (processes), which through crowding quickly converges to smooth space-
time. A caveat: it is true only with spatial now but not yet with temporal structures.

From GTR’s local-dynamical-relational view of spacetime encoding the dynamic infor-
mation of physical degrees of freedom, and of gauge theory, the developments in gauging
gravity from LQG to the SF approach, have suggested that (1) one can conceive a quantum
field theory without classical spacetime underpinnings; (2) spacetime can emerge (or be
constructed) from quantum geometry derived from LQG; (3) the premise of the construc-
tion is that we should have something to make sense of what happens in the regime of
quantum gravity. This is a Kantian assumption. In the present context, the unavoidable
Kantian condition is an unstructured manifold as the totality of elements, these elements
are not necessary spacetime events, they could be a set of group elements (group mani-
fold); (4) starting from an unstructured manifold of any kind, taking a quantum realist
position (not to quantize classical entities and structures, but let the classical ones as limits
emerge from the quantal ones), and assuming certain intrinsic relations among fields as
universally obtainable regardless where they are obtained and the state of their relata, a
GTR-type spacetime or a spacetime equipped with even richer structures can be
constructed.

11.4 GFP as a Synthesis of GP and QFP

In Part I, we examined the geometrical programme (GP), according to which interactions are
realized through the medium of continuous classical fields that are inseparably correlated
with geometrical structures of spacetime, such as the metric, the affine connection, and
curvature. This concept of geometrizing interactions led to a deep understanding of
gravitation, but had no success elsewhere in physics. Indeed, theories of electromagnetic
and weak and strong nuclear interactions took a totally different direction, in the late 1920s,
with the advent of quantum electrodynamics initiating the quantum field programme for
fundamental interactions (QFP), which we examined in Part II. According to QFP, inter-
actions are realized through the medium of virtual quanta and their local couplings with
interacting fields, but quanta have nothing to do with the geometry of spacetime.

The conceptual difference between the two programmes is so deep that we have to say
that there occurs a paradigm shift between the two. Here we come across a radical
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conceptual change: Two successive research programmes have different ontological
commitments as far as the mediating mechanism for interactions is concerned. The
apparent difference notwithstanding, I would argue that an intimate connection between
quanta whose couplings and propagation mediate interactions and the dynamical geomet-
rical structures of spacetime encoding gravity is still detectable. The argument directly
aims against the Kuhnian thesis of incommensurability.

The connection cannot be established by simply defining the quantum field on a fixed
curved spacetime manifold25 since the only difference of the new formulation from the
conventional QFT lies in effects that the geometrical and topological structures of the non-
Minkowskian manifold have on systems that are otherwise quantized in a conventional
way. Yet such a fixed view of the background structure is in direct conflict with the true
spirit of GTR, according to which the structures of spacetime are dynamical in nature.
More pertinent to our discussion, however, is the fact that interactions in this formulation
are not encoded in geometrical structures.

One approach to establish the connection is to take the structures of spacetime as
quantum variables rather than a fixed background and subject them to the dynamical law
of quantum mechanics. In the 1960s, the canonical approach to quantizing gravity along
this line led to the famous Wheeler–DeWitt equation.26 Yet, in addition to the failure to be
a renormalizable formulation, the split into three spatial dimensions and one time dimen-
sion required by canonical quantization is apparently contrary to the spirit of relativity,27

although it is not an unsurmountable difficulty as we will see in the next section. Moreover,
there is an interpretation problem concerning the meaning of equal-time commutation
relations. These relations are well defined for matter fields only on a fixed spacetime
geometry. But once the geometrical structures are quantized, subject to the superposition
rule for its states and obey the uncertainty principle, it would make no sense to say that two
points are spacelike separated.

In the 1970s when the path integral approach to quantization became popular,
Hawking – on the basis of the path integral over all Riemannian four-metrics on the
four-manifold M and the sum over every M with a certain required boundary – formulated
his “Euclidean” approach to quantum gravity (1979) and, when the manifold has only one
single, connected three-boundary, obtained a “creation ex nihilo” theory about the uni-
verse.28 But the formulation failed to be renormalizable too.

In response to the repeated failure to quantize gravity, some physicists, such as Penrose
(1987), seek a way out by radically revising the structure of quantum theory; others, such
as the superstring theorists,29 are trying totally different physical theory beyond the
framework of QFT; still others, such as Chris Isham (1990), who try to see how far
conventional QFT can be pushed and the extent to which the geometrical and topological
ideas underlying GP can still be maintained in QFT, appeal to an extremely radical idea
about the geometrical and topological structure of spacetime, that is, the idea that there are
only finite points in the universe and there are only discrete topologies on finite sets of
points, which can be interpreted as the structures of spacetime. Although it is not objec-
tionable to go beyond the existing frameworks of quantum theory, quantum field theory, or
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spacetime theory, these responses did not result in any sustainable physical theories in
which a connection between quanta and geometrical structures can be found.

The central topic of this section is another approach to connecting the two programmes
by exploring the geometrical implications of gauge theory. Although the framework of
gauge theories is successful only in domains other than gravity, a geometrical interpret-
ation of it still somewhat embodies a synthesis of GP and QFP if we remember that GFP
makes sense only within the framework of QFP.

To pursue the synthesis thesis, we need only to focus on the gauge principle that
differentiates GFP from QFP in general. Gauge invariance requires the introduction of
gauge potentials to compensate the additional changes in the phase of internal degrees of
freedom at different spacetime points. This mimics GTR, where general covariance as a
local symmetry requires the introduction of the gravitational potential30 to compensate the
additional changes caused by parallel transports. Gravitational potentials in GTR are
encoded in a definite kind of geometrical structure, that is, the linear connection in four-
dimensional curved spacetime, or in the orthogonal frame bundle (Trautman, 1980). Gauge
potentials can also be interpreted as being encoded in a certain type of structure, that is, the
connection on the principal fiber bundle (Daniel and Viallet, 1980). The deep similarity in
mathematical-theoretical structures between GTR and gauge theories suggests the geomet-
rical nature of gauge theory. Furthermore, some physicists also try to interpret GTR itself
as a special case of gauge theory. Thus Yang repeatedly talked about the “geometrical
nature of gauge fields” and advocated the “geometrization of physics” through GFP (Yang,
1974, 1977, 1980, 1983; Wu and Yang, 1975). He even claimed that the gauge field is
exactly the geometrical structure that Einstein was striving to find to give rise to his unified
field theory (1980).

The starting point of this line of reasoning is, of course, the geometrization of gravity,
which is well established at least in a weak sense (see Section 5.2). Making Poincaré
symmetry local, which entails general covariance, removes the flatness of spacetime and
requires the introduction of nontrivial geometrical structures, such as connections and
curvatures that encode the information about gravity.

For other fundamental forces that can be described by gauge potentials, it is easy to find
that the theoretical structures of the corresponding theories are exactly parallel to those of
gravity. There are internal symmetry spaces: phase space, for electromagnetism, which
looks like a circle; isospace, which looks like the interior of a three-dimensional sphere;
color space for strong interactions; etc. The internal space defined at each spacetime point
is called a fiber, and the union of this internal space with spacetime is called fiber bundle
space. If directions (in the internal space) of a physical system at different spacetime points
are assumed to be different, then the local gauge symmetries remove the “flatness” of the
fiber-bundle space and require the introduction of gauge potentials, which are responsible
for the gauge interactions, to connect internal directions at different spacetime points.
Since the role the gauge potentials play in fiber bundle space in gauge theory is exactly the
same as the role the affine connection plays in curved spacetime in general relativity,
Yang’s geometrization thesis seems to be justifiable.
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A critic might reply, however, that this is not a genuine geometrization because the
geometrical structure in gauge theories is only defined on the fiber bundle space, which is
only a kind of mathematical structure (a trivial product of spacetime and internal space, two
factor spaces having nothing to do with each other), unlike real spacetime. Thus the so-
called geometrization can only be taken as a suggestive rhetoric, and cannot be taken as an
ontological claim seriously.

The difference in opinion has bearings on the way of perceiving fundamental physics.
To see this, let us start with a simple question: What is geometry? Before special relativity,
the only physical geometry was Euclidean geometry in three-dimensional space. Other
geometries, though logically possible, were viewed as only a kind of mental fiction for
encoding information of various kinds. With special relativity came Minkowskian
geometry in four-dimensional spacetime. No one today would deny that this is a genuine
geometry. An important reason for this belief is that the four-dimensional spacetime on
which the Minkowskian geometry is defined is not just a trivial product of three-
dimensional space and one-dimensional time. Rather, the Lorentz rotation mixes the spatial
and temporal indices. Riemannian geometry in four-dimensional spacetime is different
again from Minkowskian geometry. Is this also a genuine geometry or just a kind of
mathematical trick for describing gravitation against the background of Minkowskian
geometry?

One of the lessons general relativity teaches us is that the gravitational interactions are
of necessity reflected or encoded in the geometrical character of spacetime. Even if we start
with Minkowskian geometry and reformulate general relativity in the framework of QFT,
in which gravity is described by a massless spin-2 field, the resultant theory always
involves a curved metric, not the originally postulated flat metric.31 The relation between
flat and curved metrics here is quite similar to the relation between bare and dressed
charges in QFT. So Riemannian geometry should be viewed as a genuine geometry of
spacetime. Or, equivalently, we should recognize that the character of the genuine geom-
etry of spacetime is actually constituted by gravity. This is precisely what Riemann
speculated in his famous inaugural lecture and what Einstein insisted throughout his life.

Then what is the situation when internal symmetries (or equivalently, when interactions
other than gravity) are involved? To properly assess the situation, a few words on the
further evolution of ideas of geometry after general relativity are in order.

In 1921, Eddington introduced an idea about “the geometry of the world-structure,
which is the common basis of space and time and things.” In this broadest sense, the
Eddingtonian geometry contains elements correlated both with matter and with interaction
mechanisms of material systems. This kind of world-structure geometry was explored by
Einstein and Schrödinger in their unified field theories, and also by Kaluza and Klein in
their five-dimensional relativity (see Section 5.3). As we shall see, interest in the Edding-
tonian geometry has revived in the last two decades in the fiber bundle version of gauge
theory,32 and in modern Kaluza–Klein theory.33

In the original Yang–Mills theory, the so-called differential formalism, internal degrees
of freedom, though generalized from the simple phase of complex numbers to the
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generators of a Lie group, had nothing to do with spacetime. Yang and Mills merely
generalized quantum electrodynamics, knowing nothing of its geometrical meaning. But
in 1967, a contact point between internal and external degrees of freedom emerged. T. T.
Wu and Yang in their (1967) paper suggested a solution to isospin gauge-field equations:
biα = Σiατ f(r)/r, where α = 1, 2, 3, designates isospin index, i and τ are spacetime indices,
and r is the length of the three-vector (x1, x2, x3). This solution explicitly mixes isospin and
space indices. Conceptually, this was a significant development. If the Minkowskian
geometry can be regarded as a genuine geometry because its spatial and temporal indices
are mixed there by Lorentz rotation, then the Wu–Yang solution provided a wider basis for
a new genuine geometry.

A further development in this direction was the monopole solution of an SU(2) gauge
theory, suggested independently by ’t Hooft and by Polyakov in 1974. In this case, the
monopole solution relates directions in physical space with those in internal space.
The same type of correlation happens also in the instanton solutions of gauge theory
(Section 10.4).

The geometrical implication of gauge theory became clearer when an integral formalism
for gauge fields was suggested by Yang (1974). The essential point of the integral
formalism is the introduction of the concept of a nonintegrable phase factor, which is
defined as ϕA Aþdxð Þ ¼ I þ bμkμ xð ÞXkdxμ, where bkμ xð Þ are the components of a gauge
potential, and Xk are the generators of the gauge group. With the help of this concept,
Yang found that (i) the parallel displacement concept of Levi-Civita was a special case of a
nonintegrable phase factor with the gauge group GL(4); (ii) linear connection was a special
type of gauge potential; and (iii) Riemannian curvature was a special case of gauge field
strength. Although Yang’s specific GL(4) gauge theory of gravity was criticized by
R. Pavelle (1975) for differing from Einstein’s theory and being in possible conflict with
observations, these general ideas of Yang’s are widely accepted. This work was impressive
in showing that the concept of gauge fields is deeply geometrical. This impression was
strengthened by the work of Wu and Yang (1975) on the global formulation of gauge
fields. Here the global geometrical connotations of gauge fields, including those implied by
the Aharanov–Bohm effect and the nonabelian monopoles, were explored and formulated
in terms of fiber bundle concepts.34

Given these developments culminating in the fiber-bundle version of gauge theory, it is
clear that parallel to the external geometries of spacetime, there are internal geometries of
internal (gauge group) spaces. The two types of geometry can be put in the same
mathematical framework. However, despite the impressive mathematical similarity and
more impressive possibility of blending external geometries with internal ones, the real
picture of the unification of the two types of geometry, which is correlated with the
unification of gravitational and other fundamental interactions, is unclear.

The picture becomes much clearer in modern Kaluza–Klein theories. In the original
Kaluza–Klein theory, an extra dimension of space, compactified in low-energy experi-
ments, was grafted onto the known four-dimensional space-time in order to accommodate
electromagnetism. In one of the revitalized Kaluza–Klein theories, the number of extra
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space dimensions increases to seven, the number of symmetry operations embodied in
grand unified theories and extended N = 8 supergravity being taken into account. It is
supposed that the seven extra space dimensions are compactified in low energy as a
hypersphere. The seven-sphere contains many additional symmetries, which are intended
to model the underlying gauge symmetries of the force fields. This means that the internal
symmetries are the manifestation of symmetries associated with the extra (compactified)
spatial dimensions, and that all kinds of geometries associated with internal symmetries are
genuine spatial geometries, namely the geometries associated with extra spatial
dimensions.

In this case, the question of what is the relation between internal and external geometries
looks moot. In a deeper sense, however, the question remains profound. What is the real
issue when we talk about the geometrization of gauge field theory? The geometrization
thesis makes sense when the geometrical structures in four-dimensional spacetime actually
encode the information about the gauge interactions other than gravity or supergravity.
It also makes sense if these geometrical structures in four-dimensional spacetime are mixed
with the geometrical structures associated with extra spatial dimensions. We shall not
know whether this is the case or not until the hypothetical compactification scale, the
Planck scale T = 1038 GeV or so, is reached. So it will remain an open question until then.
Nevertheless, the modern Kaluza–Klein theory does open the door to establishing the
correlation between nongravitational gauge potentials and the geometrical structures in
four-dimensional spacetime via the geometrical structures in extra dimensions. Within this
theoretical context, then, the geometrization thesis, which is related to, though not identi-
fied with, the unification of gravity with other gauge interactions, is in principle testable,
and cannot be accused of being nonfalsifiable or irrelevant to the future development of
fundamental physics.

It is interesting to note that, in the context of a geometrical interpretation of GFP, what
differentiates GFP from QFP is exactly what assimilates GFP to GP. Thus, despite the
radical difference between GFP and GP, as radical as the difference between QFP and GP,
a deep inherent connection between them emerges. Both of them are field theories. Both of
them are guided by symmetry principles and thus relate interactions to geometrical
structures. In the transition from GP to QFP, of course, some underlying ideas are
transformed. For example, classical fields are replaced by quantum fields, spatiotemporal
symmetries are augmented by internal symmetries. These transformations are accom-
plished within a rival research programme, namely QFP. Then, if we notice that GFP is
such a research programme in which interactions are realized through quantized gauge
fields, whose dynamical information is encoded in geometrical structures of fiber bundle
space, it is arguable to take GFP as a synthesis of GP and QFP.

It should be clear from this discussion that this kind of conceptual synthesis does not
require or imply unification. The conceptual synthesis can ground an ontological synthesis
(embodied in quantum gravity) without unification if the geometrical structures, properly
understood in the spirit of GTR as structures encoding information of gravity, can be
properly quantized, as is the case in LQG we discussed in Section 11.3.
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11.5 Stagnation and a New Direction: Effective Field Theories

After a short period of optimism in the late 1970s and early 1980s, GFP, as Weinberg
pointed out, “had failed to make further progress in explaining or predicting the
properties of elementary particles beyond the progress that was already well in hand
by the early 1970s.” Conceptually, he realized that “we could understand its successes
in the low-energy range, up to a TeV or so, without having to believe in quantum field
theory as a fundamental theory” (1986a, b). But its difficulties, even in its most
sophisticated form of the standard model, became more and more conspicuous from
the mid-1980s on: the explanation of low-energy pion–nucleon interactions by QCD
seems almost unattainable. Even the self-consistency of the standard model seems also
to be in a dubious situation, owing to the difficulties related with such issues as quark
confinement in a four-dimensional spacetime and the three generation of fermions, etc.
Moreover, the unification of the electroweak with the strong interactions has been
attacked but without success, let alone the quantization of gravity and its unification
with other interactions.

In the meantime, it became much clearer to the most perspicacious theorists, such as
Weinberg (1979), from the late 1970s that the conceptual foundations of QFT had
undergone radical transformations, as a result both of attempts to solve conceptual anom-
alies within the theory, and of fruitful interactions between QFT and statistical physics.
Implicit assumptions concerning such concepts as regularization, the cutoff,
dimensionality, symmetry, and renormalizability were clarified, and the original under-
standing of these concepts was transformed. New concepts – such as “symmetry
breakings” (either “spontaneous” or anomalous), “renormalization group,” “decoupling
of high-energy processes from low energy phenomena,” “sensible nonrenormalizable
theories,” and “effective field theories” – were developed, drawing heavily on the dramatic
progress in statistical physics. At the heart of these transformations was the emergence of
the new concept of “broken scale invariance” and the related renormalization group
approach.

It was Weinberg (1978) who had first assimilated the physical insights, mainly
developed by Fisher, Kadanoff, and Wilson in the context of critical phenomena (see
Section 8.8) – such as the existence of the fixed-point solutions of renormalization group
equations and the conditions for trajectories in coupling-constant space passing through
fixed points – to explain and to replace the principle of renormalizability with a more
fundamental guiding principle he called “asymptotic safety.” Yet this programme was
soon overshadowed by another programme, that of “effective field theory” (EFT),
initiated also by Weinberg. At the beginning, EFT was less ambitious than asymptotically
safe theories because it still took renormalizability as its guiding principle. Eventually,
however, it led to a new understanding of renormalization and a serious challenge to the
fundamentality of renormalizability, thus clarifying the theoretical structure of QFT and
its ontological basis and, most importantly, introducing a radical shift of outlook in
fundamental physics.
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11.5.1 Foundational Transformations

Cutoff

As we noted in Section 7.4, the renormalization procedure consists essentially of two steps.
First, for a given theory, such as QED, an algorithm is specified for an unambiguous
separation of the ascertainable low-energy processes from the high-energy processes that
are not known and thus have to be ignored, the latter being describable only by new
theories. Second, the incorporation of the effects of the neglected high-energy processes on
the low-energy physics described by the theory is accomplished by redefining a finite
number of parameters of the theory. The redefined parameters are not calculable from the
theory, but can be determined by experiments (Schwinger, 1948a, b). The implicit require-
ments for the incorporation and redefinition to be possible will be examined later. Here our
focus is on the separation.

For Schwinger (1948b) and Tomonaga (1946), who directly separated the infinite terms
by contact transformations, the unknown contributions were simply represented by diver-
gent terms with proper gauge and Lorentz transformation properties. There was, however,
no clue whatsoever in their formulations as to where the boundary separating the knowable
from the unknowable energy region lies. It is buried and hidden somewhere in the
divergent integrals. Thus the incorporation and redefinition can only be viewed as a species
of essentially formalistic manipulations of divergent quantities, with an extremely tenuous
logical justification.35

Feynman, Pauli and Villars, and most other physicists, took an approach that was
different from that taken by Schwinger and Tomonaga. They temporarily modified the
theory with the help of a regularization procedure so as to make the integrals finite. In the
momentum cutoff regularization scheme introduced by Feynman (1948c), and by Pauli and
Villars (1949), the boundary line separating the knowable region from the unknown one
was clearly indicated by the momentum cutoff introduced.36 Below the cutoff, the theory
was supposed to be trustworthy, and the integrals for the higher-order corrections could be
justifiably manipulated and calculated. The unknown high-energy processes that occur
above the cutoff were excluded from consideration as they have to be. Up to this point,
Feynman’s scheme seemed superior to Schwinger’s in implementing the basic ideas of
renormalization, which were first clearly stated by Schwinger. It also seemed to be more
respectable logically and mathematically.

However, the following difficult question must be answered by various regularization
schemes: How are the effects of the excluded high-energy processes upon the low-energy
phenomena taken into account? This question is specific to local field theories and is
unavoidable within that framework. Feynman’s solution, which became the ruling ortho-
doxy, was to take the cutoff to infinity at the end of the calculation. In this way, all high-
energy processes were taken into consideration, and their effects upon the low-energy
phenomena could be incorporated by redefining the parameters that appeared in the
specification of the theory’s Lagrangian in the manner of Schwinger. The price for
accomplishing this was that the cutoff could no longer be taken as the threshold energy,
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at which the theory stops being valid and new theories are required for a correct physical
description. Otherwise a serious conceptual anomaly would arise: Taking the cutoff to
infinity would mean that the theory is trustworthy everywhere and high-energy processes
are not unknowable. This is in direct contradiction with the basic idea of renormalization,
and the divergent integrals that result when the cutoff is taken to infinity clearly indicate
that this is not the case.37

The implications of taking the cutoff to infinity are significant. First of all, the boundary
line separating knowable from unknowable regions becomes buried and hidden. It also
changes the status of the cutoff from a tentative threshold energy to a purely formalistic
device, and thus reduces the Feynman–Pauli–Villars scheme to Schwinger’s purely formal-
istic one. In this case, one can take Feynman’s momentum cutoff regularization, which
replaced Schwinger’s canonical transformations, as a more efficient formalistic algorithm
for manipulating the divergent quantities. Or, equivalently, one can view Schwinger’s direct
identification of the divergent integrals as combining Feynman’s two steps of introducing a
finite cutoff, and then taking it to infinity. More significantly, the step of taking the cutoff to
infinity also reinforces a prevailing formalistic claim that physics should be cutoff independ-
ent, and thus all explicit reference to the cutoff should be removed upon redefining the
parameters. The claim seems compelling because the step has indeed deprived the cutoff-
dependent quantities of any physical meaning. Conversely, the claim in turn allows one to
take a formalistic interpretation of the cutoff and forces its removal from physics.

What if the cutoff is taken seriously and interpreted realistically as the threshold energy
for new physics? Then the orthodox formalistic scheme collapses and the entire perspec-
tive changes: the cutoff cannot be taken to infinity, and the obverse side of this same coin is
that the physics cannot be claimed to be cutoff independent. In fact, important advances,
since the mid-1970s, in understanding the physics and philosophy of renormalization have
come from such a realist interpretation.38 The strands of physical reasoning that led to this
position were intertwined. Thus to clarify the conceptual situation centered around this
issue, they have to be disentangled.

To begin with, let us examine the reason why it is possible to take a realist position on
the cutoff. As we noted earlier, the motivation for taking the cutoff to infinity is to take into
account the high-energy effects on low-energy phenomena, which are excluded by intro-
ducing a finite cutoff. If we can find other ways of retaining these effects while keeping the
cutoff finite, then there is no compelling reason for taking the cutoff to infinity. In fact, the
realist position has become attractive since the late 1970s precisely because theorists
have gradually come to realize that the high-energy effects can be retained without taking
the cutoff to infinity. The objective can be achieved by adding a finite number of new
nonrenormalizable interactions that have the same symmetries as the original Lagrangian,
combined with a redefinition of the parameters of the theory.39 It should be noted that the
introduction of nonrenormalizable interactions causes no difficulty, because the theory has
a finite cutoff.

There is a price to be paid for taking the realist position. First, the formalism becomes
more complicated by adding new compensating interactions. Yet there are only a finite
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number of new interactions that have to be added because these are subject to various
constraints. Moreover, the realist position is conceptually simpler than the formalistic one.
Thus the cost is not very high. Second, the realist formalism is supposed to be valid only up
to the cutoff energy. Since any experiment can only probe a limited range of energies, this
limitation of the realist formalism has actually not caused any real loss in accuracy. Thus
the apparent cost is illusionary.

The next question is how to articulate the physical realization of the cutoff so that ways
can be found to determine its energy scale. The cutoff in realist theory is no longer a
formalistic device or an arbitrary parameter, but acquires physical significance as the
embodiment of the hierarchical structure of QFT, and as a boundary separating energy
regions which are separately describable by different sets of parameters and different
physical laws (interactions) with different symmetries. The discovery of spontaneous
symmetry breaking (SSB) and the decoupling theorems (see Section 11.5.2) suggests that
the value of the cutoff is connected with the masses of heavy bosons which are associated
with SSB. Since the symmetry breaking makes the otherwise negligible nonrenormalizable
interactions40 detectable, owing to the absence of all other interactions that are forbidden
by the symmetry, the energy scale of the cutoff can be established by measuring the
strength of the nonrenormalizable interactions in a theory.

These preliminary arguments have shown that a realist conception of the cutoff is not an
untenable position. However, a convincing proof of its viability is possible only when this
conception is integrated into a new conceptual network that provides new foundations for
understanding renormalizability, nonrenormalizable interactions, and QFT in general.
Let us turn to other strands in this network.

Symmetry and Symmetry Breaking

In the traditional procedure, after separating the invalid (divergent) parts from the valid
(finite) parts of the solutions, the high-energy effects are absorbed into the modified
parameters of the theory. For this amalgamation to be possible, however, the structure of
the amplitudes that simulate the unknowable high-energy dynamics has to be same as that
of the amplitudes responsible for the low-energy processes. Otherwise the multiplicative
renormalizations would be impossible. To insure the required structural similarity, a crucial
assumption has to be made and is in fact implicitly built into the very scheme of
multiplicative renormalization. This is the assumption that the high-energy dynamics is
constrained by the same symmetries as those that constrain the low-energy dynamics.
Since the solutions of a theory constitute a representation of the symmetry group of the
theory, if different symmetries were displayed by the dynamics in different energy regions,
this would imply different group-theoretical constraints and thus different structures for the
solutions in different pieces of the dynamics. If this were the case, then the renormaliz-
ability of the theory would be spoiled.

In the case of QED, the renormalizability is secured by the somewhat mysterious
universality of the U(1) gauge symmetry. With the discovery of symmetry breaking
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(SSB in the early 1960s and anomalous symmetry breaking (ASB) in the late 1960s),
however, the situation became more and more complicated,41 and thus the consideration
about the relationship between symmetry and renormalizability had to be refined.

Consider SSB first. In condensed matter and statistical physics, SSB is a statement
concerning the properties of the solutions of a dynamical system, namely, that some
asymmetric configurations are energetically more stable than symmetric ones. Essen-
tially, SSB is concerned with the low-energy behavior of the solutions and asserts that
some low-energy solutions exhibit less symmetry than the symmetry exhibited by the
Lagrangian of the system, while others possess the full symmetry of the system. Traced
to its foundation, SSB is an inherent property of the system because the existence
and the specification of the asymmetric solutions are completely determined by the
dynamics and parameters of the system (see the discussion of Goldstone’s work in
Section 10.1). They are connected to the hierarchical structure of the solutions, which,
in statistical physics, is manifested in the phenomena of continuous (second-order)
phase transitions.

In QFT, SSB makes physical sense only in gauge theories when continuous symmetries
are involved. Otherwise, one of its mathematical predictions (the existence of massless
Goldstone bosons) would contradict physical observations. Within the framework of gauge
theories, all the statements concerning SSB mentioned earlier are valid. In addition, there is
another important assertion that is of relevance to our discussion. In gauge theories, in
contradistinction to the case of explicit symmetry breaking, diverse low-energy phenomena
can be accommodated into a hierarchy with the help of SSB, without spoiling the
renormalizability of the theory (see Section 10.3). The reason for this is that SSB affects
the structure of physics only at energies lower than the scale at which the symmetry is
broken, and thus does not affect the renormalizability of a theory, which is essentially a
statement about the high-energy behavior of the theory.

As to ASB, it is the breakdown of a classical symmetry caused by quantum mechanical
effects (see Section 8.7). It is possible that some symmetries that the system possessed in
its classical formulation may disappear in its quantized version, because the latter may
introduce some symmetry-violating processes. In QFT these arise because of loop correc-
tions and are related to the renormalization procedure and the absence of an invariant
regulator.

ASB plays an important role in QFT. In particular, the desire to safeguard a symmetry
from being anomalously broken can place a very strong constraint on model building (see
Section 11.1). If the symmetries concerned are global, then the occurrence of ASB is
harmless or even desirable, as in the case of global γ5 invariance for explaining π0 ! γγ
decay, or in the case of scale invariance in QCD with massless quarks for obtaining
massive hadrons as bound states. But if the symmetries concerned are local, such as gauge
symmetries and general covariance, then the occurrence of ASB is fatal because the
renormalizability of the theory is spoiled. The most profound implication of the scale
invariance ABS is the concept of the renormalization group, which, however, we have
reviewed in Section 8.8 already.
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11.5.2 The Decoupling Theorem and Effective Field Theories (EFT)

According to the renormalization group approach, different renormalization prescriptions
only lead to different parameterizations of a theory. An important application of this
freedom in choosing a convenient prescription is expressed in the decoupling theorem,
first formulated by Symanzik in (1973), and then by T. Appelquist and J. Carazzone in
(1975). Based on the power-counting argument and concerned with renormalizable theor-
ies in which some fields have masses much larger than the others, the theorem asserts that
in these theories a renormalization prescription can be found such that a heavy particle can
be shown to decouple from the low-energy physics, except for producing renormalization
effects and corrections that are suppressed by a power of the experimental momentum
divided by the heavy particle mass.

An important corollary to this theorem is that low-energy processes are describable by
an EFT that incorporates only those particles which are actually important at the energy
being studied. That is, there is no need to solve the complete theory describing all light and
heavy particles (Weinberg, 1980b).

An EFT can be obtained by deleting all heavy fields from the complete renormalizable
theory and suitably redefining, with the help of the renormalization group equations, the
coupling constants, masses, and the scale of the Green’s functions. Clearly, a description of
physical processes by an EFT is context dependent. It is delimited by the experimental
energy available and is thus able to keep close track of the experimental situation. The
context dependence of EFT is embodied in effective cutoffs which are represented by
heavy masses associated with SSB. Thus with the decoupling theorem and the concept of
EFT emerges a hierarchical conception of nature offered by QFT, which explains why a
physical description at any one level is stable and undisturbable by whatever happens at
higher energies, and thus justifies the use of such descriptions.

There seems to be an apparent contradiction between the idea underlying the concept of
renormalization group and the idea underlying the concept of EFT. While the former is
predicated on the absence of a characteristic scale in the system under consideration, the latter
takes seriously the mass scales of heavy particles as physical cutoffs or characteristic scales
separating different validity domains of EFTs. The contradiction disappears immediately,
however, if one remembers that heavy particles still make contributions to the renormaliza-
tion effects in EFT. Thus the mass scales of heavy particles in an EFT should only be taken to
be pseudocharacteristic rather than genuinely characteristic scales. The existence of such
pseudocharacteristic scales reflects a hierarchical ordering of couplings at different energy
scales, but it does not change the essential feature of systems described by QFT, namely, the
absence of characteristic scales and the coupling of fluctuations at various energy scales (see
Section 8.8). While some couplings between fluctuations at high-and low-energy scales exist
universally and manifest themselves in the renormalization effects in low-energy physics,
others are suppressed and reveal no observable clues in low-energy physics.

This assertion that the decoupling is not absolute is reinforced by the important
observation that the influence of heavy particles on the low-energy physics is directly
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detectable in some circumstances. If there are processes (e.g., those of weak interactions)
that are exactly forbidden by symmetries (e.g., parity, strangeness conservation) in the
absence of the heavy particles that are involved in symmetry-breaking interactions leading
to these processes (e.g., W and Z bosons in the weak interactions), then the influence of the
heavy particles on the low-energy phenomena is observable, although, owing to the
decoupling theorem, suppressed by a power of energy divided by the heavy mass.

Typically, an effective nonrenormalizable theory (e.g., Fermi’s theory of weak inter-
actions) as a low-energy approximation to the renormalizable theory (e.g., the electroweak
theory) possesses a physical cutoff or characteristic energy scale set by the heavy particles
(e.g., 300 GeV for Fermi’s theory). When the experimental energy approaches the cutoff
energy, the nonrenormalizable theory becomes inapplicable, and new physics appears that
requires for its description either a renormalizable theory or a new effective theory with a
higher cutoff energy. The first choice represents the orthodoxy. The second choice presents
a serious challenge to the fundamentality of the principle of renormalizability, and is
gaining momentum and popularity at the present time.

11.5.3 A Challenge to Renormalizability

The concept of EFT clarifies how QFT at different scales takes different forms, and allows
two different ways of looking at the situation. First, if a renormalizable theory at high
energy is available, then the effective theory at any lower energy can be obtained in a
systematic way by integrating out the heavy fields of the theory. Thus the renormalizable
electroweak theory and QCD, understood as effective theories at low energy of some grand
unified theory, have lost their presumed status of being fundamental theories. Another
possibility, also compatible with this way of looking at the situation, is to assume that there
exists a tower of effective theories that contain nonrenormalizable interactions, each with
fewer numbers of particles and with more small nonrenormalizable interaction terms than
the last. When the physical cutoff (heavy particle mass M) is much larger than the experi-
mental energy E, the effective theory is approximately renormalizable because the non-
renormalizable terms are suppressed by a power of E/M.

The second way corresponds more closely to what high-energy theorists actually do in
their investigations. Since nobody knows what the renormalizable theory at the unattain-
able higher energies is, or even whether it exists at all, they have to probe the accessible
low-energies first and design representations that fit this energy range. They extend the
theory to higher energies only when it becomes relevant to the understanding of physics.
This process of practice is embodied in the concept of an endless tower of theories,42 in
which each theory is a particular response to a particular experimental situation, and none
can ultimately be regarded as the fundamental theory. According to this conception,
the requirement of renormalizability is replaced by a condition on the nonrenormalizable
interactions in EFT: All nonrenormalizable interactions in an effective theory describing
physics at a scale m must be produced by heavy particles with a mass scale M(>> m), and
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are thus suppressed by powers of m/M. Furthermore, in the renormalizable effective
theory including the heavy particles with mass M, these nonrenormalizable interactions
must disappear.

These clarifications, together with the renormalization group equations, have helped
physicists to come to a new understanding of renormalization. As Gross (1985) puts it,
“renormalization is an expression of the variation of the structure of physical interactions
with changes in the scale of the phenomena being probed.” Notice that this new under-
standing is very different from the old one, which focused exclusively on the high-
energy behavior and on ways of circumventing the divergences. It shows a more general
concern with the finite variations of the various physical interactions with finite changes of
energy scales and thus provides enough leeway for considering nonrenormalizable
interactions.

A significant change in the attitude of physicists with respect to what should be taken as
guiding principles in theory construction has taken place in recent years in the context of
EFT. For many years, renormalizability had been taken as a necessary requirement for a
theory to be acceptable. With the realization that experiments can probe only a limited
range of energies, EFT appears to many physicists a natural framework for analyzing
experimental results. Since nonrenormalizable interactions occur quite naturally within this
framework, there is no a priori reason to exclude them when constructing theoretical
models to describe currently accessible physics.

In addition to being congenial and compatible with the new understanding of renorma-
lization, taking nonrenormalizable interactions seriously is also supported by some other
arguments. First, nonrenormalizable theories are malleable enough to accommodate
experiments and observations, especially in the area of gravity. Second, they possess
predictive power and are able to improve this power by taking higher and higher cutoffs.
Third, because of their phenomenological nature, they are conceptually simpler than the
renormalizable theories, which, as stressed by Schwinger, involve physically extraneous
speculations about the dynamic structure of the physical particles. The fourth supportive
argument comes from constructive theorists who, since the mid-1970s, have helped to
understand the structure of nonrenormalizable theories and to discover conditions in which
a nonrenormalizable theory can make sense (see Section 8.4).

The traditional argument against nonrenormalizable theories is that they are undefinable
at energies higher than their physical cutoff. So let us look at the high-energy behavior of
nonrenormalizable interactions, which many physicists have regarded as one of the most
fundamental questions in QFT.

In the initial framework of EFT, nonrenormalizable theories were only taken as auxil-
iary devices. When the experimentally available energy approaches their cutoffs and new
physics begins to appear, they become incorrect and have to be replaced by renormalizable
theories. In the framework of Weinberg’s asymptotically safe theories, nonrenormalizable
theories have acquired a more fundamental status. Nevertheless, they still share a common
feature with EFT, namely, all the discussion of them is based on taking the cutoff to
infinity, and thus fall into the category of formalistic interpretations of the cutoff.
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However, if we take the idea underlying EFT to its logical conclusion, then a radical
change in outlook takes place, a new perspective appears, a new interpretation of QFT can
be developed, and a new theoretical structure of QFT waits to be explored. Thoroughgoing
advocates of EFT, such as Georgi (1989b) and Lepage (1989), argue that when the
experimentally available energy approaches the cutoff of a nonrenormalizable effective
theory, it can always be replaced by another nonrenormalizable effective theory with a
much higher cutoff. In this way, the high-energy behavior of nonrenormalizable inter-
actions above the cutoff can be properly taken care of by (i) the variation of the renorma-
lization effects, caused by the change of the cutoff and calculable by the renormalization
group equations and (ii) additional nonrenormalizable counterterms.43

Thus, at any stage of development, the cutoff is always finite and can be given a realist
interpretation. In addition to the finite cutoff, two new ingredients, which are absent or
forbidden in the traditional structure of QFT, become legitimate and indispensable in the
theoretical structure of EFT. These are (i) the variations of renormalization effects with
specific changes of cutoff and (ii) the nonrenormalizable counterterms which are legitima-
tized by the introduction of finite cutoffs.

Some difficulties with the new conception of renormalization should be mentioned.
First, its starting assumption is that the renormalization group equations have fixed-point
solutions. But there is no guarantee that such fixed points exist in general. So the ground
for the whole edifice is not so solid. Second, EFT is justified by the decoupling theorem.
The theorem, however, encounters a number of complicated difficulties when symmetry
breaking, whether spontaneous or anomalous, is involved, which is certainly the case in
contemporary field-theoretical models.44 Third, the decoupling argument has not addressed
the smallness assumption, namely that the divergences incorporated in the renormalization
effects (which also exist in the case of decoupling) are actually small effects. Finally,
the long-standing difficulty of local field theories, first raised by Landau, namely the zero-
charge argument, remains to be addressed.

11.5.4 Atomism and Pluralism

Various models developed within the framework of QFT to describe the subatomic world
remain atomistic in nature. The particles described by the fields appearing in Lagrangians
are to be regarded as the elementary constituents of the world. The EFT approach, in some
sense, extends the atomistic paradigm further because within this framework the domain
under investigation is given a more discernible and a more sharply defined hierarchical
structure. The hierarchy is delimited by mass scales associated with a chain of SSB and is
justified by the decoupling theorem.

The decoupling theorem does not reject the general idea of causal connections between
different hierarchical levels. In fact, such connections are assumed to exist – most
noticeably, they manifest themselves in the renormalization effects of a high-energy
process upon low-energy phenomena – and to be describable by the renormalization group
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equations; they are thus built into the very conceptual basis of the theorem. It is the attempt
to give the connections universal significance and the stipulation of their direct relevance to
scientific inquiry that is rejected. More precisely, what is rejected is the suggestion that it is
possible simply by means of this kind of connection to infer the complexity and the novelty
that emerge at the lower-energy scales from the simplicity at higher-energy scales without
any empirical input. The necessity, as required by the decoupling theorem and EFT, of an
empirical input into the theoretical ontologies applicable at the lower energy scales, to
which the ontologies at the higher energy scales have no direct relevance in scientific
investigations, is fostering a particular representation of the physical world. In this picture
the latter can be considered layered into quasiautonomous domains, each layer having its
own ontology and associated “fundamental” laws. The ontology and dynamics of each
layer are quasistable, almost immune to whatever happen in other layers. Thus the name
quasiautonomous domains.

An examination of the EFT-based hierarchical structure from a metaphysical perspec-
tive yields two seemingly contradictory implications. On the one hand, the structure seems
to lend support to the possibility of interpreting physical phenomena in a reductionist or
even reconstructionist way, at least to the extent SSB works. Most efforts expended in the
past two decades by the mainstream of the high-energy physics community, from the
standard model to superstring theories, can be regarded as exploring this potential. In a
weak sense, therefore, such a hierarchical structure still falls into the category of atomism.

On the other hand, taking the decoupling theorem and EFT seriously would endorse the
existence of objective emergent properties, which entails a pluralist view of possible
theoretical ontologies.45 This in turn has set an intrinsic limit to the reductionist method-
ology. Thus the development of QFT as an atomistic-reductionist pursuit, dictated by its
inner logic, has reached a critical point, at which, ironically, its own reductionist founda-
tions have been somewhat undermined.

It is the strong antireductionist commitment concerning the relationship between differ-
ent levels that differentiates the pluralist version of atomism nurtured by EFT from the
crude version of atomism adopted by conventional QFT, the constitutive components of
which are reductionism and reconstructionism. In addition, the emphasis on empirical
inputs, which are historically contingent, also sharply contrasts the hierarchical-pluralist
version of atomism with the Neoplatonist mathematical atomism. That in the traditional
pursuit of quantum field theorists Neoplatonism is always implicitly assumed is testified by
the prevailing conviction that ahistorical mathematical entities should be taken to be the
ontological foundation of their investigations, from which empirical phenomena can be
deduced.

11.5.5 Three Approaches to the Foundations of QFT

The foundational transformations and related conceptual developments reviewed in this
section have provided fertile soil for the acceptance and the further development of
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Schwinger’s insightful ideas, which were advanced in his criticism of the operator formu-
lation of QFT and renormalization and detailed in the presentation of his source theory.
Schwinger’s views strongly influenced Weinberg in his work on the phenomenological
Lagrangian approach to chiral dynamics and on EFT. We can easily find three features
shared by Schwinger’s source theory and EFT: first, their denial of being fundamental
theories; second, their flexibility in being able to incorporate new particles and new
interactions into existing schemes; and third, the capacity of each of them to consider
nonrenormalizable interactions.

However, a fundamental difference exists between the two schemes. EFT is a
local operator field theory and contains no characteristic scale, and thus has to deal
with the contributions from fluctuations at arbitrarily high energy. The behavior of
local couplings among local fields at various momentum scales can be traced by the
renormalization group equations, which often, though not always, possess a fixed point.
If this is the case, the local field theory is calculable and is able to make effective
predictions. Thus for EFT the notion of an effective local operator field is acceptable.
By contrast, such a notion in Schwinger’s theory is totally rejected. Schwinger’s
theory is a thoroughly phenomenological one, in which the numerical field, unlike
the operator field, is only responsible for the one-particle excitation at low energy.
There is therefore no question of renormalization in Schwinger’s theory. By contrast,
in the formulation of EFT, renormalization, as we noticed earlier, has taken on a
more and more sophisticated form, and has become an ever more powerful
calculational tool.

If we take EFT seriously as suggesting a new world picture, a new conception of the
foundations of QFT, then what some of the conceptual difficulties mentioned earlier
represent are unlikely to be normal puzzles that can be solved by the established method-
ology. What is required in dealing with these conceptual problems, it seems, is a drastic
change of our conception of fundamental physics itself, a change from aiming at a
fundamental theory (as the foundation of physics) to having effective theories valid at
various energy scales.

Many theorists have rejected this interpretation of EFT. For Gross (1985) and Weinberg
(1995), EFTs are only the low-energy approximations of a deeper theory, and can be
obtained from it in a systematic way. An interesting point, however, is worth noticing.
Although they believe that within the reductionist methodology, ways out of conceptual
difficulties facing high-energy physics will be found sooner or later, with the help of more
sophisticated mathematics or novel physical ideas, or simply by digging deeper and deeper
into the layers of subquark physics, both of them have lost their confidence in QFT as the
foundation of physics, and conceive a deeper theory or a final theory not as a field theory,
but as a string theory, although the latter at this stage cannot be properly taken as a physical
theory.

A question raised thereby, with profound implications and worthy of exploration, is
this: from the string theorists’ point of view, what kind of defect in the foundations of QFT
deprives QFT of its status as the foundation of physics? For some more “conservative”
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mathematical physicists, such as Wightman (1992) and Jaffe (1995), and many other
physicists, this question is nonexistent because, they believe, by more and more mathemat-
ical elaborations, a consistent formulation of QFT, most likely in the form of gauge theory,
can be established and continue to serve as the foundation of physics.

Thus, at the present, there are essentially three approaches to the questions of the
foundations of QFT, of QFT as the foundation of physics, and of the reasons why QFT
can no longer be taken as the foundation of physics. In addition to physical investi-
gations, the assessment of the three approaches also requires a philosophical clarification
about reductionism and emergentism, which, however, is beyond the scope of this
volume.46

Notes

1 For a consistent picture of hadrons, some neutral parts (gluons, which, some time later, were
identified as gauge bosons for interquark forces) were also required. For theoretical analyses, see
Callan and Gross (1968), Gross and Llewelyn-Smith (1969), and Bjorken and Paschos (1969,
1970). For experimental reports, see Bloom et al. (1969) and Breidenbach et al. (1969).

2 The rapporteur talks mentioned by Pais can be found in the Proceedings of
1968 International Conference on High Energy Physics (Vienna) and the Proceedings
of 1970 International Conference on High Energy Physics (Kiev).

3 See Veltman (1992).
4 The fourth quark was first introduced by Y. Hara (1964) to achieve a fundamental lepton–
baryon symmetry with respect to the weak and electromagnetic interactions and to avoid the
undesirable neutral strangeness-changing currents. It became known as the charmed quark
owing to the paper by Bjorken and Glashow (1964) and was made famous by the paper of
Glashow, Illiopolos, and Maiani (1970).

5 Hasert et al. (1973a, b).
6 Aubert et al. (1974), Augustin et al. (1974), and Abrams (1974).
7 Goldhaber et al. (1976) and Peruzzi et al. (1976).
8 Amison et al. (1983a, b) and Bagnaia et al. (1983).
9 The name QCD first appeared in Marciano and Pagels (1978) and was attributed to Gell-Mann.

10 The SU(6) group contains an SU(3) subgroup transforming quark species (or flavor) for fixed
spin and an SU(2) subgroup transforming quark spin for fixed species (or flavor) because quarks
were supposed to form flavor SU(3) triplets and spin doublets.

11 See Adler (1969).
12 Other examples in the realm of QCD are provided by the Han–Nambu proposal and ’t Hooft’s

discovery of the asymptotic freedom of nonabelian gauge theories; in the realm of the
electroweak theory, they are provided by the Glashow–Weinberg–Salam model.

13 Appelquist and Politzer (1975), Harrington, Park, and Yildiz (1975), Eichten et al. (1975).
14 See, for example, Fritzsch and Minkowski (1975), Gürsey and Sikivie (1976), and Gell-Mann,

Ramond, and Slansky (1978).
15 Weinberg (1980a).
16 See Misner, Thorne, and Wheeler (1973) and Friedman (1983).
17 Cf. Note 49 of Chapter 10.
18 By an analogy with SU(4) symmetry in nuclear physics proposed by Wigner in (1937), which is

a union of spin rotations and isospin rotations, B. Sakita (1964) and F. Gürsey and L. A.
Radicati (1964) suggested a nonrelativistic static SU(6) symmetry for the quark model which
contained an internal symmetry group SU(3) and the spin SU(2) group as its subgroups.
Since spin is one of the two conserved quantities of the Poincaré group (the other is mass), this
was regarded as a kind of union of an external and an internal symmetry.
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19 See, for example, McGlinn (1964), Coleman (1965), and O’Raifeartaigh (1965). For a review, see
Pais (1966).

20 The idea of supersymmetry as a global symmetry first appeared in work by Ramond
(1971a, b) and by Neveu and Schwarz (1971a, b) on the dual model in the tradition of the
S-matrix theory. The idea was then extended by Wess and Zumino to QFT (1974). One of its
most surprising properties was that two supersymmetry transformations led to a spacetime
translation.

21 Cf. van Nieuwenhuizen (1981).
22 The convention comes from the demand that the action be dimensionless (in units h = c = 1),

together with another convention that boson fields have two derivatives in the action, while
fermion fields have only one.

23 For example, Stephen Hawking in his inaugural lecture (1980) took N = 8 supergravity as the
culmination of GFP, or even of theoretical physics itself, since it can in principle explain
everything, all forces and all particles, in the physical world.

24 The infinities cancel only in extended supergravity theories because only there can all particles be
transformed into gravitons and all the diagrams be reduced to those having only gravitons, which
can be shown to have a finite sum.

25 See, for example, Friedlander (1976).
26 Wheeler (1964b) and DeWitt (1967c).
27 If one rejects the idea of external time and tries to identify time with some function of the metric

variables and then reinterpret the dynamics with respect to this “internal time,” then one finds that
in practice it is impossible to make such a precise identification. Cf. Isham (1990).

28 Hartle and Hawking (1983).
29 Green, Schwarz, and Witten (1987).
30 For the sake of comparison, we call Christoffel symbols of the second kind Γσ

μv gravitational
potentials. Γσ

μv are expressed in terms of gµv, which are loosely called gravitational fields, and
their first derivatives.

31 This was first shown by Stanley Deser (1970). See also Section 11.3.
32 Yang (1974), Wu and Yang (1975), and Daniel and Viallet (1980).
33 For modern Kaluza–Klein theory, see Hosotani (1983). Superstring theorists have also become

interested in Eddingtonian geometry, but superstring theories are beyond the scope of this
volume.

34 A fiber bundle over R4 is a generalization of a product space of spacetime and an internal space,
which allows for possible twisting in the bundle space and therefore gives rise to a nontrivial
fusion of spacetime with internal space. Mathematically, the external and internal indices can be
blended together by certain transition functions whose role in gauge theory is played by the
generalized phase transformations. For techniques, see Daniel and Viallet (1980).

35 For Dirac’s criticism, see his (1969a, b).
36 As to other regularization schemes, the same claim can be made for the lattice cutoff scheme,

which is essentially equivalent, but not for dimensional regularization, which is more formalistic
and not relevant to the point discussed here.

37 Lepage (1989) asserts without further explanation that “it now appears likely that this last step
[taking the cutoff to infinity] is also a wrong step in the nonperturbative analysis of many
theories, including QED.”

38 Polchinski (1984) and Lepage (1989).
39 See Wilson (1983), Symanzik (1983), Polchinski (1984), and especially Lepage (1989).
40 The nonrenormalizable interactions simulate the low-energy evidence of the inaccessible high-

energy dynamics and are thus suppressed by a power of the experimental energy divided by the
mass of the heavy boson.

41 Explicit symmetry breaking, e.g., adding nongauge-invariant mass terms to a pure Yang–Mills
theory, is irrelevant to our discussion here.

42 That the tower of EFTs would be endless is entailed by the local operator formulation of QFT.
See Section 8.1.

43 See Lepage (1989).
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44 There are extensive discussions on this topic. See, for example, Veltman (1977) and Collins,
Wilczek, and Zee (1978). The main argument is this. The nonrenormalizable effects arising from
heavy particles will be detectable if there is a process that is forbidden in the absence of the heavy
particles.

45 Karl Popper (1970) argues convincingly about the implications of the emergence viewpoint for
pluralism in theoretical ontology.

46 Cao and Schweber (1993).
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12

Ontological Synthesis and Scientific Realism

The historical study of 20th century field theories in the preceding chapters provides an
adequate testing ground for models of how science develops. On this basis I shall argue in
this chapter that one of the possible ways of achieving conceptual revolutions is what
I shall call “ontological synthesis” (Section 12.4). This notion is based on, and gives a
strong support to, a special version of scientific realism (Sections 12.3 and 12.5). It has also
provided a firm ground for the rationality of scientific growth (Section 12.6).

12.1 Two Views on How Science Develops

There are many views in contemporary philosophy of science concerning the question of
how science develops. I shall consider in particular two of them. According to the first
view, science evolves through the progressive incorporation of past results in present
theories, or in short, science is a continuing progression. Such a “growth by incorporation”
view was taken by the empiricist philosopher Ernest Nagel. Nagel took for granted that
knowledge tended to accumulate and claimed that “the phenomenon of a relatively
autonomous theory becoming absorbed by, or reduced to, some inclusive theory is an
undeniable and recurrent feature of the history of modern science” (1961). Thus he spoke
of stable content and continuity in the growth of science and took this stable content as a
common measure for comparing scientific theories. The idea of commensurability was
taken to be the basis for a rational comparison of scientific theories.

A more sophisticated version of the “growth by incorporation” view was proposed by
Wilfrid Sellars (1965) and Heinz R. Post (1971). Post, in particular, appealed to what was
called “the general correspondence principle,” according to which “any acceptable new
theory L should account for the success of its predecessor (S) by ‘degenerating’ into that
theory (S) under those conditions under which S has been well confirmed by test” (ibid.).
Thus, Post argued that “science may well be converging ultimately to a unique truth”, and
that “the progress of science appears to be linear” (ibid.).

The philosophical positions underlies this view can be either empiricism-positivism or
scientific realism. But the former is increasingly less popular than the latter. Scientific
realism is a special position in philosophy of science. According to a naive version of it,
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unobservables in a mature scientific theory – no matter these are about the real essences of
things, or about the causal agents and the hidden mechanisms of the world – are only the
representations of what exist in the objective (mind-independent) world, existing in the
way just as the theory describes as they should be. Thus what a mature scientific theory
provides is the true knowledge of the objective world, and the rationality of scientific
developments simply lies in the accumulation of objective knowledge. Thus, according to
this version of scientific realism, the sole basis of objectivity and rationality of scientific
enterprise is the correspondence between the representative knowledge and the objective
world to be represented.

Almost all practicing scientists, and a large number of philosophers of science too, take
this version of scientific realism for granted. Yet, philosophically, it is vulnerable to close
examinations. Beginning in the 1950s, the notion of theory-ladenness of data, which
deprives data of its innocence and authority in dictating the theoretical statements, and
the notion of underdetermination of theory by data, which assigns the theory (theoretical
statements and theoretical entities) an inescapable conventional status, became increas-
ingly influential. Both notions have removed possibility for theorists to have any direct and
reliable access to reality, and thus made any attempt to take unobservables in theoretical
science as true representations of what exist and happen in the world extremely dubious.

The idea of conventionality rather than veracity of theoretical entities was captured by
Rudolf Carnap’s notion of linguistic framework: meaning and truth of any scientific
statement make sense only within a linguistic framework (Carnap, 1934, 1950).
A hidden assumption underlying this notion is that experiences and knowledge are possible
only through the mediation of a linguistic framework; nobody has direct access to reality.
The constitutive role of linguistic framework in knowledge production betrays its affinity
with Kantianism. However, different from Kant’s a priori constitutive (and regulative)
principles, which are timeless, immutable, universal, and absolutely apodictic certain, and
in line with the neo-Kantian notion of relativized a priori principles, Carnap’s notion of
linguistic framework laid down the conceptual foundation for framework relativism. This
relativist position was further strengthened by his principle of tolerance, which endorses
the framework pluralism and was justified by his general logical empiricist stance, rejecting
any judgment external to a linguistic framework, such as those privileging one framework
over another, as metaphysical and meaningless, thus has to be expelled from scientific and
philosophical discourses.

The advocates of the opposite view, which emerged in the late 1950s, rejected the idea
of “superimposing” a “false continuity” on the history of science. For example, N. R.
Hanson (1958) suggested that a conceptual revolution in science was analogous to a gestalt
shift in which the relevant facts came to be viewed in a new way. Stephen Toulmin (1961)
also pointed out that drastic conceptual changes often accompanied the replacement of one
inclusive theory by another (1961). In their view, the replacement of one theory by another
is often by revolutionary overthrow.

The best-known advocates of this radical view are Thomas Kuhn and Paul Feyerabend.
Without noticing the step already taken by Carnap, Thomas Kuhn in the 1950s and early
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1960s reached a similar position through a very different route, namely through an
innovative examination of certain period of history of physical sciences (Kuhn, 1962).
Kuhn’s notions on paradigm, on scientific revolutions as paradigm shifts, and on incom-
mensurability are quite well-known, and thus require no more than a few brief remarks for
the purpose of this chapter.

First, Kuhn’s notion of paradigm, similar to Kant’s a priori constitutive principles, neo-
Kantian’s relativized a priori constitutive principles, and Carnap’s linguistic framework,
functions as a constitutive framework (CF for short), both as a necessary precondition for
scientific knowledge and for specifying the space of conceptual possibilities in scientific
explorations.

Second, the distinctive feature of Kuhn’s work is his historical sensitivities. Scientific
knowledge is always produced in a historically constituted CF,1 which, in turn, facilitates,
conditions, and constrains its production. Highlighting the historicity of knowledge pro-
duction has emancipatory potential, freeing us from dogmatism: if ideas, concepts, and
norms taken for granted today are in fact the product of historical conditions rather than
natural truths, then any claim for them to have unchallengeable authority is groundless.
The historicity thesis also raises the task for properly understanding the transition from one
set of historical conditions to another for knowledge production, whose significance will be
briefly explored in Section 12.3.

Third, Kuhn’s historical relativism, incarnated in his incommensurability thesis phrased
in terms of paradigms before and after a paradigm shift, although persuasive and influential
due to its being underpinned by historical facts, conceptually is only a special case of
Carnap’s framework relativism if we remember that both paradigm and linguistic
framework are just different forms of CF mentioned above. Thus the transparadigmatic
rationality issue facing Kuhn is similar to the metaphysical issue of privileging one
linguistic framework over another facing Carnap, and thus has to be addressed by going
beyond their common framework of CF, and seeking underlying rationales constraining
the transition from one CF to another. The task is much easier in Kuhn’s case of
historically generated paradigms than in Carnap’s case of arbitrarily defined and chosen
linguistic frameworks.

Fourth, in addition to historical relativism, the devastating implications of the
incommensurability thesis against scientific realism are also clear and heavily exploited
by all stripes of antirealists. Kuhn (1970) claims that “I can see no coherent direction of
ontological development” in the history of science. If fundamental ontology of physics,
which is assumed by realists to be the representation of the fundamental ontology of the
physical world (the foundation of what exist and happen in the physical world), has
undergone radical changes over centuries, from Aristotle’s natural places in his finite
cosmos to Newton’s forces in his infinite universe, to Einstein’s cosmology dictated by
his gravitational fields, with each incommensurable to others, Kuhn contested, then how
could we take any of them seriously or realistically? Even more serious is the prospect that
since there will be no end to scientific revolutions in the future, no fundamental ontology
investigated in any theoretical science can survive radical changes, thus no fundamental
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ontology in any theoretical sciences at present or in the future can have better chance than
those in the past. If fundamental ontology in any theoretical science has no referent in the
world, then scientific realism is no more than a faith. With the destruction of scientific
realism, the grounds for objectivity and rationality in science also become quite shaky.

For the convenience of philosophical analysis, let us reformulate Kuhn’s philosophy of
science centered round the incommensurability thesis in terms of fundamental ontology
rather than paradigm. A paradigm as a CF is a holistic structure which itself is constituted
by certain historically available presumptions: metaphysical ones crystallized from
entrenched commonsense beliefs and scientific ones from well-established scientific prin-
ciples. These presumptions stipulate what exist and happen and what could exist and
happen, or what the ontology or the content is, in the phenomenal world and representable
by scientific statements. In a holistic structure, all are connected, causally or otherwise, and
inseparable. It is reasonable to assume that among all that exist (happen) or could exist
(happen), some are more fundamental than others in the sense that all others are dependent
upon, or at least connected to, those fundamental ones. Let us call those fundamental ones
fundamental ontology (FO). It is clear that a specific FO (such as massive particles moving
in an absolute space and evolving along absolute time, or a set of quantum entities
transiting from one state to another according to a certain quantum dynamic laws)
embodies the constitutive principles of a specific CF, and thus is the core of a CF: Each
CF is in a sense characterized by its ontological commitment to a specific FO, and in
another sense is constituted by the latter, which, however, is susceptible to changes, radical
or otherwise, in science. The dialectics between CF and its FO renders CF a dynamic
framework rather than a static one, and thus opens a space for investigating the rationales
underlying its change.

A decisive advantage of the reformulation as compared with the original one is that the
debate on the incommensurability thesis and its implications can be analyzed in a more
manageable way in terms of the precisely definable notion of FO than the vague and
evasive notion of paradigm (or its variations, including lexical structure Kuhn used in the
last stage of his career, [Kuhn, 2000]), as we will see in the following sections.

Finally, Kuhn’s Kantian connection – in terms of the noumenal world, the phenomenal
world, a priori principles [CF], human knowing actions, and the relationships among
them – which has attracted more and more attention in recent decades and has been
exploited heavily by Michael Friedman (2001, 2009, 2010, 2011, 2012, 2013, 2014) and
many others (e.g., Massimi, 2008) can be summarized as follows.

First, Kuhn acknowledges the existence of a stable and permanent world which,
however, similar to Kant’s thing-in-itself, is ineffable, indescribable, and undiscussable.
Second, for Kuhn, a phenomenal world is constituted, in a neo-Kantian way, by a given
lexical structure, a refined version of paradigm Kuhn adopted in his later reflections,
consisting of patterns of similarity/difference relations shared by members of a linguistic
community, which makes communication possible and binds members of the community
together. Third, Kuhn maintains that a structured lexicon, as a CF, is the embodiment of the
stable part of human knowledge about the world, which underlies all the processes of
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differentiation and change, thus is a precondition for describing the world and cognitively
evaluating truth claims. As a corollary, here is the fourth point, phenomenal world is
changeable if CF has undergone radical changes.

Insofar as the structure of phenomenal world can be experienced and the experience
communicated, it is constituted by the structure of the lexicon of the community inhabited
in the world. Yet, Kuhn stresses over and again in his later responses to his critics, the
world is not constructed by the inhabitants with their conceptual schemes (hypotheses and
inferences, etc.). For this fifth noteworthy point, Kuhn gives two arguments. First, phe-
nomenal world is empirically given. That is, people born into a phenomenal world
constituted by a lexical structure must take it as they find it: it is entirely solid, not in the
least respectful of an observer’s wishes and desires, quite capable of providing decisive
evidence against invented hypotheses and conceptual schemes which fail to match its
behavior. That is, conceptual schemes are conditioned and falsifiable by phenomenal
world. Kuhn resolutely rejected radical social constructivism his self-claimed followers
advocated, mainly because he was firmly in line with Kant’s phenomenal realism. Second,
although people with their conceptual schemes are able to interact with the given phenom-
enal world and change both it and themselves in the knowing-practicing process, what they
can change is not the whole phenomenal world, but only some parts and aspects of it, with
the balance remaining as before. The result may or may not be the emergence of a new CF
from the more tentative schemes, which would constitute a new phenomenal world. What
exactly makes “may” rather than “may not”, however, is a strikingly dark gap yet to be
filled, upon which Kuhn offers no illuminating light. What is also missing in Kuhn’s
philosophy of science is a clear understanding of the dialectics and dynamic relationships,
such as constraining and adaptation, between noumenal world and phenomenal world, to
which Kant himself also kept silent.

Thus, for Kuhn, both phenomenal world with its structure and the subject with his CF-
empowered ability to act are historically situated: They are empirically given and practic-
ally changeable. Kuhn’s notion of objectivity is entirely constrained by his notions of
phenomenal world and the knowing subject, and contains two components: intersubjectiv-
ity in terms of community consensus resulted from interactions (communications) among
members of community and the constraints posed upon the consensus by phenomenal
world. This notion of objectivity was the historical and conceptual background, both
positively and negatively, against which structuralist conceptions of objectivity and there-
upon versions of scientific realism have been developed.

The second view also has a moderate version suggested by Sellars, Hesse, and Laudan.
The incommensurability of the language of local laws was rejected, on the basis of certain
views of meaning (see Section 12.2). Progress in science was admitted on the basis of the
following arguments. First, they argued, science as knowledge is not primarily grandiose
theory, but rather a corpus of low-level laws and particular descriptions. Second, these laws
and descriptions persist through theoretical revolutions because science has the function of
learning from experience. Third, changes or revolutions in scientific theories often turn on
conceptual issues rather than on questions of empirical support, thus leaving intact many of
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the low-level laws.2,3 Science thus exhibits progress in the accumulation of particular
truths and local regularities. But this kind of “instrumental progress” is different from the
progress in general laws and theoretical ontologies, since, according to Hesse (1974, 1985),
the local and particular success of science does not require there to be strictly true general
laws and theoretical ontologies.

Thus a significant distinction is made between local and ontological progress. While
local progress is admitted, ontological progress is denied. Hesse claims that “there is no
reason to suppose that these theoretical ontologies will show stability or convergence, or
even at any given time that there will ever be just one uncontroversially ‘best’ ontology”
(1985). This conforms to Kuhn’s original position about theories: “I can see [in the systems
of Aristotle, Newton, and Einstein] no coherent direction of ontological development”
(1970).

The arguments against the concept of progress in theoretical ontologies are quite strong.
First, the Duhem–Quine thesis of the underdetermination of theory by evidence seems to
make the concept of true theoretical ontology itself dubious. Second, historical records
seem to suggest that there is no permanent existence of theoretical ontologies. Third, it has
been argued, ontological progress can only be defined if it is in principle capable of
reaching an ideally true and general theory, in which theoretical entities “converge” to
true entities; yet “this would require the absence in future science of the kind of conceptual
revolutions that have been adequately documented in the history of science up to now”
(Hesse, 1981; see also her 1985).

There are many controversial issues in modern philosophy of science involved in these
arguments, and I do not want to venture a general solution to the problem of ontological
progress. Rather, my aim is quite modest: to draw a lesson from the historical study in the
preceding chapters and to argue for a certain kind of ontological progress, and thus for a certain
kind of scientific realism and for the rationality of scientific growth. To this end, however, a
brief outline of my own framework for discussing ontological progress is required. Before
giving such an outline, it may be helpful to make some comments on existing frameworks that
can be adopted to meet the challenge of the incommensurability thesis.

12.2 Frameworks Opposed to the Incommensurability Thesis

In order to combat the incommensurability thesis, Peter Achinstein (1968) suggested the
concept of “semantically relevant properties,” which were restricted to perceptual ones but
were responsible for a physical object being recognized as a member of the ontological
class. On the basis of this concept, it could be argued that certain perceptual properties, or
conditions “semantically relevant” for a theoretical term X, could be known independently
of a theory, and have a particularly intimate connection with the meaning of the term X. In
this framework, therefore, a theoretical term (or a universal predicate) specifying a
particular ontological class could have the same meaning in two theories, and the meaning
of a term used in a theory could be known without knowing the theory.

342 Ontological Synthesis and Scientific Realism

available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108566926.017
Downloaded from https://www.cambridge.org/core. Access paid by the UCSF Library, on 06 Oct 2019 at 17:26:07, subject to the Cambridge Core terms of use,

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108566926.017
https://www.cambridge.org/core


Quite similarly, in discussing the meaning-variance and theory-ladenness of descriptive
terms, Hesse (1974) suggested an interpretation of meaning stability in terms of “inten-
tional reference.” In Hesse’s network model of universals, it is the concept of intentional
reference that makes it possible to provide a perceptual basis for ascribing a predicate to a
physical object or provide a predicate with empirical meaning. In virtue of perceptually
recognizable similarities and differences between objects, many theoretical assertions
about observable properties and processes and their analogies, and some approximate
forms of empirical laws, are translatable from theory to theory, and thus may be both
approximately stable and cumulative. Here, although a predicate may be one that specifies
a particular class of objects in the theoretical ontology, it is still based on perceptual
recognition of similarity. The intentional reference is therefore an empirical means of
recognizing observables and relates to unobservables only insofar as they occur in a theory
that makes predictions about observables.

Within both of the above frameworks, therefore, it is difficult to find room for the
continuity of an unobservable ontology. Another framework, which seems able to accom-
modate this kind of continuity, is Hilary Putnam’s causal theory of reference.4 According
to Putnam, a scientific term (e.g., water) is not synonymous with a description (of water),
but refers to objects having properties whose occurrence is connected by a causal chain of
the appropriate type to a statement involving the term. This theory can be broadened to
cover unobservable terms in science (e.g., electron) with the help of “the principle of
benefit of the doubt.” The principle says that reasonable reformulations of a description
that was used to specify a referent for an unobservable term, but failed to refer (e.g., Bohr’s
description of the electron), are always accepted. Such reformulations (e.g., the description
of the electron in quantum mechanics) make those earlier descriptions refer to classes of
objects with somewhat the same roles which do exist from the standpoint of the later theory
(Putnam, 1978). Thus, we can talk about cross-theoretical reference of unobservable terms
and interpret meaning stability in terms of stability of this reference. In contrast to the
radical view that an unobservable term cannot have the same referent in different theories,
this causal theory of reference allows us to talk about different theories of the same class of
objects specified by an unobservable term (ibid.).

Putnam (1978) further argued that if there was no convergence in the sense that earlier
theories are limiting cases of later theories, then “benefit of the doubt” would always turn
out to be unreasonable. It would be unreasonable because then theoretical terms like
phlogiston would have to be taken to refer, and it would be impossible to take theoretical
terms as preserving their references across most changes of theory. In addition, Putnam
argued, a belief in convergence would lead to a methodology of preserving the mechan-
isms of earlier theories as often as possible. And this would restrict the class of candidate
theories and thereby increase the chance of success.

The methodological implication of this restriction will be discussed in Sections 12.5 and
12.6. Here I just want to make a comment on Putnam’s causal theory of reference, which is
relevant to the framework I adopt for accommodating ontological progress. Putnam (1978)
is right in observing that what are relevant for specifying the referent of a theoretical term

12.2 Frameworks Opposed to the Incommensurability Thesis 343

available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108566926.017
Downloaded from https://www.cambridge.org/core. Access paid by the UCSF Library, on 06 Oct 2019 at 17:26:07, subject to the Cambridge Core terms of use,

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108566926.017
https://www.cambridge.org/core


are not just monadic properties (charge, mass, etc.) of the hypothetic referent but also
effects explained and roles played by the hypothetic referent. Even if we can interpret the
monadic properties of theoretical entities as perceptual by their analogy to those of
observable objects, other properties that are hinted at by the “effects” and “roles” are, in
Putnam’s view, not directly perceptual. In my view, these properties are associated with
what I shall call “structural properties” or properties of properties and relations of entities.
These structural properties, though not directly perceptual, are nevertheless crucial for
specifying the reference of theoretical terms, and thus play a decisive role in determining
the meaning of theoretical terms.

The above view is based on a philosophical position: structural realism. Structural
realist’s response to Kuhn’s challenges to scientific realism and scientific rationality has
attracted great attention among philosophers of science from the mid-1980s on. Since the
central argument in Kuhn’s challenge to realism is his claim of ontological discontinuity in
scientific development, one line of realist response to the challenge pursued by some
structuralism-oriented realists is to address the intertheoretical relations directly in terms of
mathematical structures (the involved theories adopted), taking as the form of the world,
without involving physical ontology (what physically exist and happen), or the content of
the world, as a medium.

It should be noted that in mature theoretical science, the presence and activities of
fundamental ontology are the ultimate resource the theory can utilize for describing,
explaining, and predicting empirical phenomena. The fundamental ontology in a theory
can take various categories, such as objects or entities (an extension of objects to nonobject
physical entities, such as fields) or physical structures, properties and relations, events and
processes. But since there is no bare entity without any property, without being involved in
relations with other entities, in events and processes, and there is no ontological category
that has a free floating existence without being anchored in some physical entity, tradition-
ally more often than not, physics assume some fundamental physical entities as its
fundamental ontology, although property, process, and other nonentity ontology were also
occasionally adopted, such as energy in energetics and process in S-matrix theory.

It is clear that the place and roles of fundamental entities (FE) in a theory is similar to
FO in Kuhn’s CF. Furthermore, since FO must incarnate in some form of FE, the two
levels of Kuhn’s incommensurability thesis, at the theory-level in terms of FE and at the
CF-level in terms of FO, are closely connected. Thus, although the contemporary debates
around structural realism are often narrowly focused on the legitimacy or illegitimacy of
ignoring or rejecting the existence of physical objects (entities, fundamental or not
fundamental ones) in the structure and change of scientific theories, rather than addressing
Kuhn’s much wider conception of CF, FO and their radical changes, the bearings of the
former on the latter is not deniable.

The realist urge of the structuralist line of responses to Kuhn’s challenges to scientific
realism, namely his relativism and antirealism, can be clearly seen in its attempt to establish
a cognitive continuity in scientific development through a referential continuity between
mathematical structures (involving lawlike statements which go beyond knowledge of
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empirical regularities) used by physical theories in different frameworks at different
historical stages, such as those used by Newton and Einstein. The structuralist-holistic
nature of the line is exhibited in its replacement of physical entities (with intrinsic, causally
effective properties) by formal relations, its rejection of atomistic metaphysics, according
to which entities characterized by their essence and intrinsic properties exist independently
of each other, and its taking entities as merely the names of images we substituted for what
really exists.

Structuralism as an influential intellectual movement of the 20th century has been
advocated by Bertrand Russell, Rudolf Carnap, Nicholas Bourbaki, Noam Chomsky,
Talcott Parsons, Claude Leve-Strauss, Jean Piaget, Louis Althusser, and Bas van Fraassen,
among many others, and developed in various disciplines such as linguistics, mathematics,
psychology, anthropology, sociology, and philosophy. As a method of inquiry, it takes a
structure as a whole rather than its elements as the major or even the only legitimate subject
for investigations. Here, a structure is defined either as a form of stable relations among a
set of elements, or as a self-regulated whole under transformations, depending on the
special subject under consideration. The structuralist maintains that the character or even
the reality of a whole is mainly determined by its structuring laws and cannot be reduced to
its parts; rather, the existence and essence of a part in the whole can only be defined
through its place in the whole and its relations with other parts. Thus the very notion FE
grounding a reductive analysis of science is in direct opposition to the holistic stance of
structuralism. According to this stance, the empirical content of a scientific theory lies in
the global correspondence between the theory and the phenomena at the structural level,
which is cashed out with mathematical structures without any reference to the nature or
content of the phenomena, either in terms of their intrinsic properties or in terms of the
unobservable entities, FE included.

In the epistemically interesting cases involving unobservable entities, the structuralist
usually argues that it is only the structure and the structural relations of its elements, rather
than the elements themselves (properties or entities with properties), that are empirically
accessible to us. It is obvious that such an antireductionist holistic stance has lent some
support to phenomenalism. However, as an effort to combat compartmentalization, which
urge is particularly strong in mathematics, linguistics, and anthropology, the structuralist
also tries to uncover the unity among various appearances, in addition to invariance or
stable correlation under transformations, which can help discover the deep reality
embodied in deep structures. Furthermore, if we accept the attribution of reality to
structures, then the antirealist implications of the underdetermination thesis is somewhat
mitigated, because then we can talk about the realism of structures, or the reality of the
structural features of unobservable entities exhibited in evidence, although we cannot
directly talk about the reality of the entities themselves that are engaged in structural
relations. In fact, this realist implication of structuralism was one of the starting points of
current interests in structural realism.5

In the philosophy of science, structuralism can be traced back to Henri Poincare’s idea
about the physics of the principles (1902). According to Poincaré, different from the
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physics of central force, which desired to discover the ultimate ingredients of the universe
and the hidden mechanisms behind the phenomena, the physics of the principles, such as
analytic dynamics and electrodynamics, aimed at formulating mathematical principles.
These principles systematized experimental results achieved by more than two rival
theories and expressed the common empirical content and mathematical structure of
these rival theories. Thus they were neutral to different theoretical interpretations, but
susceptible to any of them. The indifference of the physics of the principles to ontological
assumptions about the ultimate existence was approved by Poincaré, because it fitted
rightly into his conventionalist view of ontology. Based on the history of geometry,
Poincaré accepted no fixed ontology that is constituted a priori by our mental faculties.
For him, ontological assumptions were just metaphors, they were relative to our language
or theory, thus would change when the change of language or theory is convenient for
our description of nature. But in the transition from an old theory with its ontology to a
new one, some structural relations expressed by mathematical principles and formulations,
in addition to empirical laws, may remain valid if they represented the true relations in
the physical world. Poincaré’s well-known search for invariant forms of physical laws
has its roots in the core of his epistemology, namely, that we can have objective knowledge
of the physical world, which, however, is structural in nature; we can grasp the
structures (form) of the world, but we can never reach the ultimate ingredients (content)
of the world.

The inclination for structuralism was reinforced by the rapid development of abstract
modern physics (relativity theories and quantum theories) in the first quarter of the 20th
century, and was reflected in the writings of Moritz Schlick and Bertrand Russell. The
logical empiricist Schlick (1918) argued that we cannot intuit the unobservable entities of
mathematical physics since they were not logical constructions of sense data, but we can
grasp their structural features by implicit definitions, and this was all scientific knowledge
required. In accord with this trend, Russell (1927) introduced objects with structural and
implicit definitions and claimed that in science we can only know structures, which can be
expressed by terms used in mathematical logic or set theory, but not properties and
essences of objects.

It should be noted that the mathematical structure taken so seriously by structuralists, as
a structure of relational statements, is both causally inert, lacking structuring agent for
structuring laws between causally effective properties, and neutral to the nature of relata,
and thus cannot exhaust the content of the relata. For example, classical mechanics and
quantum mechanics share many mathematical structures, and thus these structures can tell
us nothing about the classical or quantum nature of the physical entities under investi-
gations. A permutation group, after certain interpretation, can help to tell boson from
fermion, but it cannot tell scalar from vector. Surely with the introduction of more and
more refined mathematical structures together with relevant interpretations, the content and
nature of the relevant relata can be gradually revealed and increasingly approached. But
then this is achieved by introducing additional ontological posits, and thus goes beyond the
confine of structuralism.
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Poincare’s followers in our times, the so-called epistemic structural realists, have made
three central claims (Worrall, 1989, 2007). First, it is claimed that objects may or may not
exist, in any case, they are totally inaccessible, they are hidden forever from our eyes.
Thus, as far as objects are concerned, we have nothing meaningful to say. Second, it is
claimed that scientists are able to discover true relations and structures in the real world,
and these relations and structures are accumulating, retained across radical theory changes.
It is argued that the structural knowledge, in particular those expressed in mathematical
structures, have globally reflected the true structure of the world. This stance justifies the
term structural realism. Third, it is also claimed that structural realism is the only defensible
realist position in understanding science; no stronger position would be defensible or have
any real meaning; certainly not the position in which an item-by-item realistic reading of
scientific theories, or the referential continuity in traditional referential semantics, is
pursued.

There are two serious defects in this position. First, if entities, in particular those central
to a scientific theory (such as the ether for Fresnel’s optics or photon for Einstein’s theory
of photo-electric effects, the FEs) are merely the names of images we have substituted for
what really exist, then scientific revolutions would be relegated into a status of illusion. But
scientific revolutions have existed and played great role in the evolution of science. We can
give different accounts of what scientific revolutions actually are, but it is hard to swallow
that such an important phenomenon in the history of science is merely an illusion. The
reason why FE is so important for the understanding of scientific theory lies in the fact that
the ontological commitment of a theory to it specifies what is going to be investigated in
the theory, dictates its theoretical structure and the direction of its further development, and
thus constitutes what Lakatos called the hard core of a research programme (another name
and form of CF).6 Can we use structure to give an acceptable account of scientific
revolution? No. Surely, structure in the discourse of structural realism can be mobilized
to offer an account of the continuity in revolutionary theory changes. But then the
discontinuity in the changes would be invisible. The inability to see the discontinuity is
inherent to structuralism because the mathematical relations without physical interpret-
ation – which, as argued by Michael Redhead (2001), as an additional ontological posit is a
taboo to structuralism – are neutral to the nature of relata, and thus cannot exhaust the
content of the relata, as we just indicated above. For this reason, concentrating on the
shared mathematical structures, though helpful for conceiving the history of physics as a
cumulative and progressive process, would render, for example, the quantum revolution
invisible.

Second, the item-by-item realist reading is impossible, it is argued, because there is no
way to have direct access to an isolated entity in the world. That is true. But it is also true
that no one can have any direct access to the structure in the world either. Ultimately
speaking, the only thing that is directly accessible to us would be sense data or introspec-
tion, not even concepts or percepts, let alone the structures of the world. If, cognitively,
structures are accessible to us through our reasoning faculties, then the ingredients of the
structure should also be accessible to us through the similar reasoning faculties.
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The arguments for the existence, comparison, and continuity of structures can be applied to
entities in the same manner.

Take the electron as an example. Is it legitimate to discuss the referential continuity of
the electron? Surely we can. The very existence of the electron is indicated by pointing to
those with lightest mass and smallest negative charge, which qualities can be taken as its
quiddity. Whenever some particle has shown to possess this quiddity, we know that it is a
member of the natural kind “electron.” Now surely the notion of electron makes sense only
within a particular theoretical framework, J.J. Thompson’s, Rutherford’s, Borh’s, or
Heisenberg’s framework. We don’t have direct access to an electron. Any conception of
electron must be specified by some theory. But no matter how radical a change happened
between the electron in Thompson’s theory and that in Heisenberg’s, in case both possess
the same quiddity, we know that there is a referential continuity across theory changes.7

Then a deeper question is: is it possible to claim the existence of an entity when the
description of this hypothetical entity undergoes radical change (Radical in the sense that
the essence of the hypothetical entity is also changed)? The answer depends on which
position you take. If entity is conceptualized in structural terms, as will be discussed below,
the answer is yes. In any other position in which entity is conceptualized in nonstructural
terms (such as haecceity or substance), then the answer must be no, as the Kuhnians have
argued over decades.

Joseph Sneed (1971) and Wolfgang Stegmuller (1979) adopt a different form of
structuralist approach. In their informal set-theoretical approach, structure refers to the
structure of the whole theory, including mathematical formalism, models, intended appli-
cations, and pragmatics, and thus has enough room for empirical content. But what this
meaning-holism-based structuralism lends support to is not scientific realism and related
view of continuous scientific development, but the Kuhnian antirealism and the related
disruptive view of history of science. For other structuralists, the notion of structure is
generally narrowed down to mathematical structures, and the empirical content, as sug-
gested by ontic structural realism (OSR), can only be smuggled into structural knowledge
through data models, the structure of which is targeted by the mathematical structure of the
theory.

OSR claims that there is nothing but structure. What does it mean? When it means – as a
response to the difficulty in conceiving a relation without relata while maintaining a purely
structuralist metaphysics – that the notion of entity has to be reconceptualized in structural
terms, it is essentially correct. Any haecceitist notion of entity completely detached from
network of relations and structures has to be rejected. It has to be rejected because no such
entity could have existed, or at least we humans have no access whatsoever to such kind of
mysterious entities. There are good reasons to believe that all entities have their internal
structures and are themselves embedded in various networks of structures. It is this
involvement in structural networks that have provided the possibility for humans to have
cognitive access to them.8

But when the claim means, as Steven French and James Ladyman (2003a, b) frequently
emphasized, that entities are merely the nodes in the structure, it is ambiguous and does not
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differentiate two cases in the structuralist discourse: There are things between relations and
there are relations between things. The first case refers to the holistic structure, in which
relata are merely the place-holders, their existence and meaning are constituted by their
place and role played in the structure. The second case refers to the componential structure,
in which the existence of structure depends on the existence of its constituents and the way
they are structured together.

It should be noted that the second case remains within the structuralist discourse:
The constituents of a structure themselves are embedded in various structural relations
and have their own structure. Certainly they can never exist by themselves alone. Still, the
second case justifies the notion of atomicity at each and every level of componential
structure. A hydrogen atom is a structure of an electron and a proton glued together
by electromagnetic forces, but both electron and proton are not constituted by hydrogen
as a structure. This kind of atomicity, however, does not contradict the general claim
that for the coexistent ontological categories (structure and constituents, or relation and
relata), no ontological primacy of one over the other can be justified, although in
terms of epistemic access, structural relations definitely enjoys primacy over relata
(ingredients).

So there is a tension in the notion of reconceptualizing entity in structural terms. It can
mean, as the OSR advocators intend to mean, the dissolution of (physical) entity into
(mathematical) structure, or it can mean the constitution of an entity by the structural
relations it involves in (Cao, 2003a, b). The dissolution view would suffer from the same
difficulty the no-entity position (thus no-FE) suffers in its impotence in understanding
scientific revolutions. Note that when an entity (as a member of a natural kind) is said to be
constituted by the structural relations it is involved in, it means conceptually we form our
conception of an entity by knowing the structural relations it is involved in. But more
importantly, it also means that an entity is metaphysically, ontologically, constituted by the
structural relations it is involved in. Without these relations, no entity would exist in the
first place.

In the Ramsey-sentence version of structural realism, the structure means the structure
of observable content. But in order to structure the observable content properly, scientists
need FE central to the theory that is Ramsified. Scientist working in any fundamental
theory simply cannot formulate the structure of his theory’s empirical content such as the
Casimir effect or the three-jets phenomenon without adopting certain explanatory funda-
mental entities, such as the vacuum field or quarks and gluons. Then the crucial question in
the structural realism debate is: Should one take FE, a theoretical term in the Ramsey
sentence formalism for sure, as a way of organizing the observable content, or as having
existence in the real world? My own position on this issue is: FE as a natural kind term
must refer to kind of things that are to be found in nature, and the kind itself is constituted
and individuated by some underlying factors existing in the world. How to justify this
position and how to settle the further question regarding the validity or invalidity of the
incommensurability thesis in terms of FE require a more sophisticated version of scientific
realism which is the topic of the next section.
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12.3 Scientific Realism: Beyond Structuralism and Historicism

My own approach to scientific realism is a structuralist and historically constitutive and
constructive one.

Structuralism in philosophy of science, due to its commitment to structure-only meta-
physics rejecting the existence or relevance (to science) of entities, restricts scientific
knowledge to the forms of the world rather than its content, and thus is unable to offer
any convincing account of scientific revolution, which is nothing but a radical (incommen-
surable) shift from one CF to another, each is committed to and constituted by a special FE.
Its reconceptualization (of entity in structural terms) thesis, however, has offered an
important insight. Although its original intention is to dissolve physical entities into
mathematical structures, the intimate connection highlighted thereby between entity and
its structural features can be interpreted in a constitutive way and support the claim that
entities are constituted solely by its structural properties and relations, (which are scien-
tists’ only epistemic access to objective reality), and thus constituted entities exist object-
ively. With this interpretation, structuralism is able to characterize science as an open and
cumulative process in which objective knowledge of the world, both its form and content,
can be obtained.

However, the absence of the notion of CF within the structuralist discourse has rendered
it unable to capture the constitutive and constructive nature of scientific knowledge: The
very fact that all structural knowledge is obtained within a CF is simply ignored.
The ignorance of CF’s constitutive role is one of deep reasons why structuralism cannot
properly understand scientific revolution.

In contrast, historicism in contemporary philosophy of science, Kuhnian or otherwise,
characterizes scientific knowledge as necessarily constituted and constructed within a CF,
and thus is able to accommodate important features of science, such as science having
objective content within a CF (internal realism), scientific revolutions as CF shifts, and
many others.

Difficulties with historicism have their deepest roots in the very notion of CF itself.
Constitutive framework (CF), in its original Kantian form, or its various neo-Kantian
offsprings, is characterized by its closeness: It specifies the space of possibilities, and thus
all knowledge produced within the CF cannot go beyond it and, in particular, could not be
in contradiction to it. Knowledge and truths are definable only within the CF, either a
priori or by convention. For Kant, the notion of CF is self-consistent; it is rooted in human
nature, human mental faculties. Once the Kantian apriorism is rejected, however, difficult
questions for all forms of neo-Kantianisn arise: Where did a CF come from? If it is not
given a priori, then by what is it constituted? By arbitrary conventions or something else?
How can it be possible to have different CFs? Why some CFs are mutually
incommensurable?

So the conceptual situation is this: Structuralism offers a relatively solid foundation
for obtaining objective knowledge of the world, on the basis of objective structural
knowledge about the form of the world, but is unable to accommodate the historical fact
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of scientific revolutions due to its blind sport on CF; historicism captures all implications
of CF, yet is unable to understand its very nature, especially its origin and the causes for
its change. Thus, it seems impossible to have a coherent picture about science without
going beyond structuralism and historicism while assimilating the insights from both
of them.

It is crucial to realize that a CF, a priori or conventional or otherwise, is itself constituted
by a set of presumptions. Some of them are metaphysical in nature, namely based on well-
entrenched commonsense beliefs; others obtain their authority from successful scientific
theories. This constitution of CF certainly was the case for Kant’s apriorism with or
without his realization, and was clearly revealed by the collapse of Kantian apriorism in
the mid-19th century, when non-Euclidean geometries and non-Newtonian (nonobject
based) field theory had arisen. The relativization of apriorism in neo-Kantianism and the
historicization of it in current neo-Kantian post-Kuhnian philosophy of science advocated
and defended by Michael Friedman and others are all driven by the changes in the
presumptions constituting CF, deep changes in fundamental physics, such as the rise of
relativity and quantum theory, in particular.

How can the changes of presumptions constituting a CF be possible if all knowledge,
scientific or commonsensical, is constituted within the CF? Translated into the notions we
used in this chapter, how an FE constituted within a CF can change to a different FE which
would constitute and characterize a new CF? Of course, this kind of change actually
occurs, as vindicated by the collapse of Kantianism and the historical fact of scientific
revolutions. The question is how to conceptualize it. Thus the necessity of going beyond
historicism as well as structuralism.

Taking into consideration the role of science in constituting CF, which is vindicated by
the rise and fall of Kantianism, the developments of fundamental physics in the
20th century are crucial in motivating our new understanding of the nature of CF and of
the rationale and mechanism for the change of CF. Most important among these develop-
ments are the rise of general theory of relativity concerning the nature of spacetime, the rise
of quantum theory concerning the probabilistic nature of what exists and what happens in
the microscopic (atomic and subatomic) world, the rise of quantum chromodynamics
concerning the reality of permanently confined entities, and, in particular, the rise of
quantum gravity concerning an even deeper layer of reality which presumes no spacetime
structures, yet underlies the microscopic and macroscopic realms with spacetime struc-
tures.9 These developments have clearly shown that objective knowledge is structurally
constructed within a historically constituted CF, and that the increasing of structural
knowledge thus constructed will sooner or later change the configuration of the structural
knowledge accumulated so far that are responsible for the constitution of a CF, resulting in
the emergence of a new CF.

Motivated by these significant developments, I propose a structuralist and historically
constitutive and constructive approach to scientific realism (SHASR), according to which
objectivity and progress of scientific knowledge can be conceptualized in structuralist and
historicist (historically constitutive and constructive) terms.
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Central to the approach is the understanding of constructing a FE by using structural
knowledge within a CF and reconstructing, still within the same CF, a new FE in terms of
increased structural knowledge, which new FE goes beyond and may be in conflict with the
given CF, and characterizes a new CF. How could this be possible? Surely it would be
impossible if CF is closed as historicism assumes it to be. Yet the historical constitution of
CF mentioned above points to a dialectics between science and CF (a mutual constitution
between them), which makes the closeness thesis untenable. More pertinently, we should
take CF as a mediation in science’s exploration of the world, which is a necessary
condition for science to be possible. Yet, as a mediation it is a window rather than a
curtain for science to see what exist and happen in reality, and thus is itself conditioned by
the exploration and has to adapt itself to the situation created by the exploration if it turns
out that the window is not proper for seeing what have already emerged from the explor-
ation, looming increasingly clearer and larger, even though the inappropriateness can only
be sensed through the improper window (the current CF). The situation just mentioned is
familiar to historians of science, namely the occurrence of anomaly, which is the midwife
of new scientific theory and new CF.

Let us look at construction first. Crucial to the mutual constitution of entity (FE as a
special case) and structure is a proper understanding of the very nature of entity. As a
causal agent an entity is endowed with a certain group of basic properties which dictate its
nomological behaviors and thus render it embedded into various causal-hierarchical rela-
tions and structures. The identities of different kinds of entities and the individuality of
each member of a kind of entity are, for this reason, constituted by relevant groups of
structural properties. Thus a kind of fundamental entity is constructed when a combination
of basic factors (the constituting structural features) realized together as a being, while a
concrete entity may be considered a nexus consisting of an inner core of tightly
codependent structural features constituting the entity’s essence and a corona of
swappable adherent structural features allowing it to vary its features while remaining in
existence.10

In more detailed terms, when we have a set of empirically adequate and qualitatively
distinct structural statements (all of them involve an unobservable entity and describe some
of its features scientifically discovered), the constraints on the organization of the given set
of structural statements (structural knowledge) necessary for the objective constitution of
an entity (or FE) can be formulated as follows.

If within the given set there is a subset such that (i) it is stable within a configuration of
the set and is reproducible in variations of the configuration; (ii) it occupies a central place
(the core) in the configuration; (iii) it describes some physically specific features that can
be interpreted as the intrinsic features11 of the entity, which are different from its accidental
(context-dependent) features described by those situated on the periphery of the configur-
ation; among these features, (iiia) some of them (e.g., spin) are common to various physical
entities, (iiib) others (e.g., fractional charges) are qualitatively specific to the entity (e.g.,
quark), thus can be taken as its essential features and used as identifying references to
characterize the entity and distinguish it from other entities; and (iv) some of its statements
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describe the causal efficacy of the intrinsic features (essential features in particular), these
causally effective features can be taken as a basis for explanation and prediction; then we
are justified (i) to claim that there is an unobservable entity constituted by the set of
structural properties and relations; (ii) to take it as ontologically inseparable from the
structural properties described by each and all statements in the set and is responsible for
the general mechanism (underlying empirical laws) resulted from these properties (espe-
cially dynamical properties); and (iii) to take the objective structural statements in the set as
providing us with objective knowledge of the unobservable entity.

It should be stressed that the objectivity of thus constituted entity has two sources, one
from the objectivity of the constituting structural knowledge (statements), the other from
the objectivity of the holistic feature of the constitution. That is, the set of structural
statements constituting the physical entity has a new feature that is absent in what is
involved in each and all structural statement in the set. Different from an amalgamation of
structural statements, which itself is structureless, the constituting set is hierarchically
structured. Most importantly, the set has a stable core subset which provides feature-
placing facts about the hypothetical entity, and thus can be used as identifying references to
the entity, rendering the entity referentially identifiable. As a crystallization of holistic
characteristics of a hierarchically structured configuration of the set, which are prescribed,
in a specific theory, by a specific allocation of roles [essential or not] and places [core or
periphery] to the statements involved (in addition to the coherent existence of the struc-
tured configuration at specifiable spacetime locations), the entity thus constituted is
relatively stable against all changes except for those which have changed the role of core
statements.

What is important for scientific realism is that a thus constructed FE as a natural kind
term must have its referent in the world. Here the necessary and sufficient conditions
for the kind membership are more than the structural statements themselves, but also
involve the holistic characteristics or the specific configuration of the set of the structural
statements just mentioned earlier. This is important for the reference-fixing and objectivity
of the constructed FE, but is also crucial for understanding the reconstitution of FE and
thus the emergence of new FE and scientific revolution, as we will see shortly.

But there is an issue of underdetermination of the thus constituted FE by the constituting
set of structural knowledge, which undermines the uniqueness or even the reality of the
constituted FE by opening the door for conventionality. It seems difficult to escape from
this problem because whatever satisfies the constituting set must be considered as a referent
for the FE thus constituted. But the satisfaction does not pose any constraints on the
internal causal composition or functional organization of the FE other than those only on
its upward accessible relations, certainly not on its downward compositions, for any entity
sitting at the interface with other theoretical entities and accessible relations, which
scientists are interested in investigating. A truism that is often forgotten is that the nature
of an entity is always much richer than any specific description of its structural involve-
ments. The reason is simple. Many of its properties and relations may not be realized in any
situation or known to the describers or scientists.
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Since radical underdetermination of FE by the constitutive set without any empirical
consequence is scientifically uninteresting and can be fixed by revising metaphysical
scheme, while those with conflicting empirical consequences can be resolved by further
investigations in more differentiating contexts, the only philosophically interesting cases of
underdetermination are those with compatible entities. Here I find the idea of generative
entrenchment (GE) highly helpful. According to William Wimsatt (2003), GE of an entity
in a complex system is a measure of how much of the generated structure or activity of a
complex system depends upon the presence or activities of that entity. Entities with higher
degree of GE are more conservative in evolutionary changes of such system. Thus GE acts
as a powerful and constructive development constraint on the course of an evolutionary
process. Now science is clearly an evolving and highly complex system, and FE in a
theoretical science is the one with highest degree of GE (all phenomena described by the
theory depend on its presence and behavior), thus it would be virtually impossible to
replace an FE with anything else without changing the whole theoretical description and
structure. Uniqueness cannot be ultimately established, but practical uniqueness can be
assumed by taking ever-increasing number of structural descriptions as identifying features
for fixing, or more properly constituting, the identity of the FE. The uniqueness and reality
of a theoretical entity can be established, or constructed in a positive sense, this way, to the
extent reached by the structural knowledge involving this entity. If the idea of GE can be
deployed as a strong constraint in arguing against multiple realizability in philosophy of
mind, and for the idea that mind can only be a brain phenomenon, then it would be much
easier to argue that QCD as a complicated conceptual scheme can only be realized in
quarks and gluons. That is, the reality of quarks and gluons are almost uniquely fixed by
the structural description offered bu QCD.12

The idea of GE can be easily extended from entity to constitutive factors of entity,
which in fact is an important conceptual resource for our understanding of the reconstruc-
tion of FE which is crucial for SHASR.

12.4 Conceptual Revolutions via Ontological Synthesis: Epistemic
and Ontic Emergence

The framework outlined in the last section can be used for the discussion of ontological
progress. By ontological progress I mean the process of accumulation and extension of the
structural relations, exhibited by successive theories of the world, which are constitutive of
successive FOs (FEs). The source of unifying power of a theory lies in its ontology, which
as an entity is a metaphor and capable of what may be called a metaphorical extension, and
as a carrier of structural properties is stable and cumulative in nature.13

At first glance the geometrical programme (GP) and the quantum field programme
(QFP) are so different in describing fundamental interactions that they might be taken as a
typical case of the incommensurability thesis. In the former, the representation of the
physical reality of the agent transmitting interactions is dynamical geometrical structures of
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differentiable spacetime manifold; while in the latter, the corresponding representation is
discrete quanta moving on a rigid, background spacetime manifold. In the former, general
covariance is a guiding principle; while in the latter, no continuous spatiotemporal descrip-
tion for the behavior of quanta is possible, and special coordinate systems are assumed
without apology. The contrast between the two programmes is so sharp that no one would
deny that a paradigm shift had indeed happened. Who then dares to say that the old
ontology (the dynamical geometrical structures) can be incorporated in the new ontology
(the quanta)? Where can we see the coherent direction of ontological development?

There is indeed a shift in conceptual framework. Yet its implications for ontology
progress are a subject for debate. The whole picture will be quite different from that
provided by Kuhn and Feyerabend if we explore the ontological bases and latent possibil-
ities of the two programmes at a deeper level, with the advantage of hindsight.

The historical study in the preceding chapters can be summarized as follows. All
versions of 20th century field theories have originated from classical electrodynamics
(CED). CED is a theory of the substantial electromagnetic fields, and has the Lorentz
group as its symmetry group (see Section 3.3).14

The gravitational field theory is a direct descendent of CED: Einstein developed his
GTR when Lorentz invariance (a global external symmetry) was generalized to general
covariance (which is part of a localized Poincare invariance, an extension of Lorentz
invariance; see Section 11.3), together with the introduction of the gravitational field
through the principle of equivalence (see Sections 3.4 and 4.2). GTR initiated GP, in
which the substantial fields are inseparably correlated with the geometrical structures of
spacetime, through which interactions are mediated. The basic ontology of GP, according
to its weak version, is also substantial fields: spacetime together with its geometrical
structures has no existence on its own, but only as a structural quality of the fields (see
Sections 5.1 and 5.2). Here the ontological continuity between GP and CED is obvious.

Quantum electrodynamics (QED) is another direct descendent of CED. When the
classical electromagnetic fields were replaced by the quantized ones, and, by analogy with
the boson fields, substantial fermion fields were introduced, QED was available for the
physics community (see Section 7.1). QED initiated QFP, in which fields manifest
themselves in the form of discrete quanta by which interactions are transmitted. The basic
ontology in this programme is also some kind of substantial field (see Section 7.1).

It is true that the substantial fields in QFP, the quantum fields, are radically different in
their structural properties from the substantial fields in CED, the classical fields, and this
ontological difference makes them belong to different paradigms. Yet the quantum fields
and the classical fields still share such hardcore structural properties as “the
superimposability of its different portions” and “the impossibility of individualization.”
Generally speaking, on the basis of the hardcore structural properties shared by any two
theories with seemingly different ontologies, we can always establish an ontological
correspondence between the two theories,15 and thus make the referential continuity of
the ontologies, in terms of the continuity of their structural properties, in two theories
discernible. In particular, we can find a kind of continuity in ontological change between
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CED and QED, that is, a referential continuity between the quantum field and classical
field in their structural properties, with the help of Bohr’s correspondence principle.

The gauge theory is a direct descendent of QED. The claim of ontological continuity
between GFP and QFP faces no challenge since the gauge fields, like the “material fields,”
are also to be quantized. But what about the relationship between the ontologies of GFP
and GP?

The ontological continuity between these two programmes, like that between QED and
CED, lies in the referential continuity between the quantized gauge field and the classical
geometrical structures encoding the dynamic information of the gravitational field, mainly
in terms of their structural properties. Not only can a theory in GP, such as GTR or its
extension or variations (at least in principle), be put in a quantized form, which is very
similar in its mathematical structure to a theory in GFP (see Sections 9.3 and 11.2–11.4),
but also theories in GFP can be given a kind of geometrical interpretation (see Section
11.4). In this way the ontologies of the two programmes can be shown to share structural
properties or even essential features. The ontological continuity between GFP and GP can
be seen clearly in modem Kaluza–Klein theories (Section 11.4) and in the background-
independent version of gauging gravity (Section 11.3) so that we can claim without
hesitation that GFP is a direct descendent of GP.

It is interesting to note that the intimate link between the ontologies of QFP and GP
became discernible only after GFP took the stage as a synthesis of the two (see Section 11.4).
This fact suggests to us that the concept of synthesis is of some help in recognizing
the referential continuity of theoretical ontologies across conceptual revolutions.

Here a “synthesis” of scientific ideas does not mean a combination of previous ideas or
principles in a “synthetic stew,” but rather refers to a highly selective combination,
presupposing transformations of previous scientific ideas (concepts, principles, mechan-
isms, hypotheses, etc.). Some useful elements in each of the previous ideas are chosen and
the rest rejected. A synthesis becomes possible only when the selected ideas are trans-
formed and become essentially new and different ideas. For example, Newton synthesized
Kepler’s concept of inertia (as a property of matter which would bring bodies to rest
whenever the force producing their motion ceased to act) with Descartes’ concept of
inertial motion (as a law of nature rather than a law of motion, namely that everything is
always preserved in the same state), and formed his own concept of inertia as a property of
matter which would keep bodies in whatever state they were in, whether a state of rest or a
state of uniform motion in a straight line. In this synthesis, both of the previous concepts
were transformed.

We can extend the concept of synthesis to the discussion of ontology and find that an
ontological synthesis also presupposes transformation. As a matter of fact, the birth of GP
was the result of synthesizing the idea of general covariance and the principle of
equivalence, while the idea of general covariance originated in, but differed from, the idea
of Lorentz invariance; the birth of QFP was the result of synthesizing CED and the
quantum principle, while the idea of field quantization originated in, but ontologically
differed from, the idea of quantization of atomic motions (see Sections 6.1, 6.2, and 7.1),
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and the birth of GFP was the result of synthesizing QFP and the gauge principle, while the
gauge principle originated in, but differed from, minimal electromagnetic coupling (see
Section 9.1). In all three cases, the previous principles were transformed into new forms,
and only then became useful for ontological synthesis.

Moreover, as a general feature, ontological synthesis often turns a primary entity into a
derivative entity, and thus accompanies a change of basic ontology. For example, in GP the
Newtonian gravitational potential is regarded as a manifestation of (a component of ) the
metric field; in QFP, the classical field is regarded as a limiting case of the quantum field;
in the standard model of GFP, the quantum electromagnetic field is regarded as an
epiphenomenon of the quantized gauge fields (see Section 11.1). Thus, the definite links
between the three programmes, as summarized in this section, suggest that ontological
synthesis is one of the possible ways of realizing conceptual revolutions, through which
ontological progress can be achieved. The result of the synthesis is the birth of a new
research programme, which is based on a new basic ontology. On this view, a direct
incorporation, as suggested by Nagel (1961) and Post (1971), of the old ontology into the
new ontology of the postrevolutionary programme is very unlikely.

On the other hand, the discovered structural relations of the world (e.g., external and
internal symmetries, geometrization, quantization) embodied in the old ontology persist, in
a limiting sense, across the conceptual revolutions. A conceptual revolution achieved
through transformations and synthesis is by no means an absolute negation, but may be
regarded as an “Aufhebung” (sublation) in the Hegelian sense, a sense of overcoming,
changing while preserving. Thus science exhibits progress not only in the form of the
accumulation of empirical laws, but also, and even more significantly, in the form of
conceptual revolutions. What science aims at are representative ontologies functioning as
fruitful metaphors that are constituted by ever more detailed structural knowledge of the
world. We move in this direction through conceptual revolutions because empirical laws
are better unified by the resulted new ontology than by the old one.

It is in this sense of preserving and accumulating the structural knowledge of the
world that we can claim a coherent direction for ontological developments toward
the truer structure of the world. Notice that the expression “the truer structure of the world”
here should be understood as “the truer structure of a definite, though always enlargeable,
domain of investigations.” Since there is no reason to assume that the structural
properties of the world can only be divided into finite levels, and no theory would be able
to capture an infinite number of structural properties, the concept of an ultimate true
ontology, which will provide us with the whole of the true structure of the world, is
obviously meaningless. Accordingly, the words “better” and “nearer” used here have only
a comparative implication between older and newer theories, without an absolutist
connotation.

What is discussed above can be further justified in terms of “the reconstruction of FE” in
the framework of SHASR. This way of argument can also shed some light on the epistemic
and ontological emergences that are crucial in the theory construction during a scientific
revolution.
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Since the door to any direct access to unobservable FE is closed, any construction of FE
has to be reconstructed time and again with the unavoidable changes of the configuration of
the set of structural statements from which a natural kind (FE) is constituted. With the
increase of structural knowledge (statements), the reallocation of some core and peripheral
statements, and the change of the role of some core statements (describing essential
features or not), the defining features of the configuration change accordingly. As a result,
the identifying references, or the content, or the characteristic features, metaphysical or
otherwise, of the kind also change. That is, what is constituted and thus conceived is a
different kind from the original one. The completion of such a process of reconfiguration is
the substance of a scientific revolution through which theorists have changed their onto-
logical commitment and thus the ontological character of the whole theory.

In addition, the structural construction and reconstruction of FE, although reliable, is
fallible and subject to revisions. Thus, the attainment of objective knowledge at the level of
underlying entities can only be realized through a historical process of negotiations among
empirical investigators, theoretical deliberators, and metaphysical interpreters. This char-
acter of our approach to FE is crucial to the realist conceptualization of the history of
science, as we will see shortly.

Let us come back to the central question: Is it legitimate to claim the referential
continuity of FE across radical theory changes? For example, is it true that we refer to
the “same” electron when the description moves from Thompson’s theory to Rutherford’s,
Bohr’s, Heisenberg’s, and Dirac’s theory? Since we don’t have direct access to electrons,
and the notion electron makes sense only within a particular theoretical context, many
holisticists argue, surely the “sameness” of the electron cannot be justified when the
electron is described in radically different theories.

This is true. From the perspective of SHASR, however, some kind of referential
continuity of an entity can still be argued for by appealing to the notion of reconfiguration
discussed above.16 The referential continuity based on, epistemically as well as ontologic-
ally, the reconfiguration may appear in three different ways. First, if some identifying-
features-placing structural statements, such as the lightest mass and smallest negative
charge in an atom in the case of electron, are retained in the new configuration, then no
matter how radical changes have happened between theories across conceptual revolutions,
such as those between Thompson’s theory and Dirac’s theory, it is justifiable to say that
physicists are basically talking about the same electron.17

Second, it may happen that the expansion and reconfiguration of structural knowledge
of an entity and other entities in the domain under investigations results in a change of the
ontological status (primary or derivative) of the entity. In the case of strong interactions, for
example, the pion in Yakawa’s theory was a primary agent for the strong interaction; later
it was relegated into a status of epiphenomenon in the quark model and QCD. But a change
of status does not deny its existence and identity, and thus the referential continuity in this
case cannot be denied.

Finally, the referential continuity may also be realized through a mechanism of onto-
logical synthesis, which, different from the two ways mentioned above that can be
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accepted without too much reflection, is comprehensible only from the perspective of our
new approach to entity. If there are two distinctive configurations of structural statements,
each of which is responsible for constituting a distinctive entity, and if an empirically
adequate combination of one (or more) constitutive structural statement(s) from the core
subset of each configuration constitute a new core subset in an enlarged and/or recon-
figured set of structural statements, then the new configuration with a new core subset may
be responsible for constituting a new entity, which, if approved by nature, would be a case
of ontological synthesis. A few examples will be given below.

It is worth noting that the notion of reconfiguration in constituting FE (a constructed
natural kind term) has provided the theoretical resource to comprehend the rich structure of
scientific developments (both in normal science and during scientific revolutions). In the
history of science, fundamental science in its evolution frequently reshuffles and reorgan-
izes the constitutive factors of its FEs. In addition to simple discard or retention of FEs
across theory changes, the notion of reconfiguration offers a mechanism for accommodat-
ing both the apparent ontological discontinuity (new FEs having replaced old ones) and a
deep continuity in our knowledge of what exists in the world, in terms of factors, that
constitute the old FE and partially constitute the new FE, existing before and after radical
theory changes.

More interesting from the perspective of SHASR, however, is that the notion of
reconfiguration also helps us to understand how a new fundamental theory is created.
Generally speaking, reconfiguration underlying the emergent of a new FE is essentially a
generalized version of ontological synthesis (OS). “Generalized” in the sense that what are
synthesized are not necessarily those factors already having constituted an FE, but include
some constituting factors which, although have not constituted any FE, are nevertheless
genetically entrenched as hinted earlier.

Emergence of a new FE through ontological synthesis should be understood as an
epistemic process through which another aspect or (perhaps deeper) level of reality is
revealed. For example, as I have discussed elsewhere (Cao, 2001, 2006), the revision of
the ontological foundations of the general theory of relativity (GTR) and quantum
field theory (QFT) can be viewed as an attempt at an ontological synthesis so that the
combination of two structural features – one (the universal couplings) is constitutive of
the gravitational field and the other (the violent fluctuations) is constitutive of quantum
entity – can be consistently adopted to constitute a new FE, the quantum gravitational
field, which is violently fluctuating but is also universally coupled with all physical
entities. Here the foundational constraints posed by predecessor theories (GTR and QFT)
have to be taken seriously because these constraints have encoded all the knowledge
we have acquired through the predecessor theories, and thus have provided us with the
only epistemic access to the unobservable reality we intend to describe in the successor
theory. Another well-known example is the emergence of quarks and gluons (the FEs of
QCD) from synthesizing the structural constraints posed by the predecessor models
(the parton model and the constituent quark model), namely the scaling law and notion
of color.
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Closely related with the epistemic emergence discussed above is the ontological
emergence, which, however, has to be understood differently. Let me illustrate this subtle
point with an example from quantum gravity. The quantum entity epistemically emerged
from the classical entity under certain quantum constraints (i.e., as the result of epistemic
ontological synthesis) and the classical entity cannot be the same entity only behave
differently on different energy scales. If we take this point seriously, we have to give up
the attempt at actively quantizing some classical degrees of freedom when it is not
appropriate, for example, in the case of gravity. This means that we have to take a quantum
realist position, starting from something which is already quantum in nature. Then the
difficult question is what this quantum entity is. One clue to the answer is this. In order to
recover classic gravity, which is a hard constraint posed by the predecessor theory
discussed above, it must share one feature with gravity, namely, universally coupled with
all kinds of physical degrees of freedom including self-coupling, although it cannot be a
metric-kind or connection-kind of entity. Let us call it quantum gravitational field.

Surely the recovery of classical limit, which serves as a consistency check for the
construction of quantum gravity, such as the recovery of geometrical and material degrees
of freedom from the dynamical processes of the same underlying field, proposed, e.g., by
geometrogenesis approach (one of popular models in quantum gravity), is a typical
example of ontological emergency. The recovery or ontological emergency has to go
through chains of phase transitions determined by the interactions between subsystems
within the quantum system described by the quantum theory of gravity. That is, as the
result of heterogenerous emergence, they are qualitatively novel, different from what
happens in the quantum gravity regime. It should be stressed that the heterogeneous
emergence can be realized in different ways, from coarse graining to collective excitations –
such as phonons in condensed matter physics or pions in the Nambu model of PCAC
(Cao, 1991) – to more complicated process similar to the one in which hadrons emerged
from quarks and gluons as suggested by QCD (Cao, 2010).

A striking example in this regard is the case of the so-called double special relativity.
In addition to the classical limits recovered in traditional way by having the quantum
effect removed or letting the Planck constant h approach to zero, resulted in GTR, there
is another kind of limit, call it special limit, reached by having the gravity effect
removed or letting the gravitational constant G approach to zero. The result should
be the conventional QFT system defined on a Minkowskian background spacetime. But
the heterogeneousness of the emergence in the limiting process, in the case of quantum
gravity, may manifest itself in an unexpected way as follows. If in the process of letting
both h and G approach to zero, but keeping their ratio G over h, G/h constant, e.g.,
equal to the Planck mass squared, then in addition to ordinary special relativity, we
would obtain a deformed or double special relativity, which has provided, in addition to
traditional ones of black hole phenomenology, big bang physics, gravitational waves as
suggested by the observation of the binary pulsars, another falsifiable prediction,
namely the energy dependence of the speed of light. The observational test of this
additional prediction, if confirmed, would give the relevant model for quantum gravity
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an impressive empirical support, or if falsified, would discredit the model that gives
such a prediction (Cao, 2007; Amelino-Camelia, 2010).

12.5 Conceptual Revolutions and Scientific Realism

In this section, I shall turn to the question of how the lesson drawn in the last section bears
on the argument for scientific realism. According to the accepted view,18 scientific realism
assumes that (i) the entities and their structural properties postulated by progressively
acceptable theories actually exist, although no claim is made for the truth of every
particular description of the entities given by a theory; (ii) theories aim at true propositions
corresponding to the world; and (iii) the history of at least the mature sciences19 shows
progressive approximation to a true, in the correspondence sense, account of a domain
under investigation, progressive both in terms of “low-level” laws and also, or even more
importantly, in terms of ontology, which underlies the “low-level” laws. Point (iii) is most
relevant to the historical study in this volume.

Scientific realism requires ontological continuity across conceptual revolutions. Other-
wise the theoretical ontology in a paradigm would have no existential claim on the next
paradigm, and realism would simply be false. Antirealists reject point (iii) as far as
ontology is concerned. For them the existence of conceptual revolutions implies that,
historically, theoretical sciences have been radically discontinuous and gives a strong
argument against realism as defined above. Now that successful theories have been rejected
by theories postulating radically different ontologies, in which nothing but formerly
recognized low-level laws have survived, scientific realism of the sort defined seems not
to be a tenable position.

The situation was clearly summarized by Putnam (1978) in his famous discussion on
“meta-induction.” If conceptual revolutions entail that the history of science is absolutely
discontinuous, then “eventually the following metainduction becomes compelling: just as
no term used in the science of more than 50 years ago referred, so it will turn out that no
term used now refers” (ibid.), or that scientific realism is a false doctrine.

The interpretation of the nature of conceptual revolutions is so crucial to scientific
realism that realists have to find some arguments to block the disastrous “meta-induction.”
One argument for realism is provided by Putnam in his causal theory of reference (see
Section 12.2). Logically, the causal theory of reference with “the principle of benefit of the
doubt” makes it possible to describe scientific revolutions as involving referential
continuity for the theoretical terms. It is obvious that with such a referential continuity,
the disastrous “meta-induction” can be successfully blocked, and a unilinear view of
scientific growth, namely the uniquely convergent realism adopted by Nagel and Post,
can be more or less justified.

But this kind of rebuttal of the antirealist argument is both oversimplistic and too
abstract. It is oversimplistic because the structure of scientific progress is much richer than
a unilinear form of continuity suggests, although the concept of referential continuity can
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be used as a basis for a realistic conception of the progressiveness of conceptual revolu-
tions. It is too abstract because the logical argumentation involved explains neither the
emergence of conceptual revolutions, nor the development of theories, in particular
concerning the postulation of new unobservable entities. Thus it does not convincingly
support realism with a historical analysis of actual scientific developments.

Another argument for realism is provided by the network model of universals (Hesse,
1974). Logically, the network model of universals makes it possible to describe scientific
revolutions as involving analogical continuity for theoretical terms. It is obvious that with
such an idea of analogical continuity, together with the understanding that the reference of
a theoretical term must be derived from observables and understood intentionally, the
disastrous “meta-induction” can also be successfully blocked. On the basis of such an
argument, a weak version of realism for accommodating “instrumental” progress can be
justified (ibid.).

My position on this issue is based on the concept of ontological synthesis defined within
the framework of SHASR and purports to advance beyond both the uniquely convergent
realism and the weak realism by introducing the concept of ontological synthesis. The
concept is directly drawn from the historical analysis of 20th century field theories, and
thus cannot be accused of being purely speculative and irrelevant to actual scientific
practice. Also, it can serve to explain complex forms of progress across conceptual
revolutions. The growth and progress of science do not necessarily present themselves in
the unilinear form of continuity and accumulation. The concept of ontological synthesis
characterizing a dialectical form of continuity and accumulation of the discovered world
structures enables us to understand and explain, in a convincing way, the mechanism of
conceptual revolutions and the patterns of scientific progress. In fact, continuity, accumu-
lation, and unification in science are rarely realized in a straightforward way, but often in
the form of synthesis-via-transformations, as summarized in the last section.

In fact one can convincingly argue that ontological synthesis-via-transformations as a
possible way of achieving conceptual revolutions represents a reconciliation between
change and conservation in scientific growth. It is therefore suitable for capturing essential
continuity through discontinuous appearance in the history of science. Thus the concept
renders a strong support to a sophisticated version of scientific realism (SHASR as
I elaborated in Section 12.3), although itself has to be justified by the latter.

It should be stressed that SHASR, while transcending both structuralism and
historicism, is also categorically different from both traditional scientific realism and the
historicized or Kuhnianized version of neo-Kantianism (HNK) advocated by Michael
Friedman and others. The difference with the former centered around two issues: the
conception of unobservable entities (FE included) and the conception of objectivity.
Regarding the first issue, the intrinsic nature or the ontological content of FE in traditional
realism is frequently conceived in nonstructural terms – such as haecceity and substance,
while in SHASR it is taken to be constituted exclusively by structural properties and
relations the entity has – and constituted in a holistic way as we discussed above. When
structural terms are evoked by traditional realists in conceiving an entity, the entity is
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conceived as a member of a preexisted and fixed natural kind, while for SHASR a natural
kind is not preexisted and fixed, but rather, it is historically constructed, revisable, subject
to reconstruction time and again.

The ontological basis of objectivity, for traditional realism, is the existence of the
objective world which is independent of human activities, and thus the objectivity of
knowledge can only be defined in terms of correspondence with this objective reality. For
SHASR, however, the notion of objectivity is not detached from human involvement; the
detachment is an illusion. Rather, it is conceived in terms of nature’s resistance to any
arbitrary human construction. This kind of resistance, according to SHASR, is the only
ontological basis for objectivity. Take the case of QCD as an example (Cao, 2010). The
ingredients of hadrons were conceived in various ways. Along one line of conception, they
were first conceived through certain set of structural knowledge to be partons, then partons
were reconceived as quarks and gluons. With the importation of the structural constraints
posed by the notion of color (originated from the constituent quark model) into the “current
quark” picture, they were reconceived again to be colored quarks and gluons, which
conception was approved by nature and accepted by the high-energy physics community.
Along another line of thought, the ingredients of hadrons were conceived to be integrally
charged ones, which was not approved by nature and thus was discarded by the commu-
nity. All these were the result of human construction in terms of structural knowledge, but
the objectivity of some conceptions and constructions rather than others is warranted by
nature’s approving and disapproving responses.

The categorical difference with HNK can be best captured by focusing on their different
attitude toward the role of the noumenal world in knowledge production. As a Kuhnianized
Kantianism, HNK shares all the defects of Kuhnian historicism, namely historical relativ-
ism and antirealism, mainly because it shares the latter’s inability to see the active role of
the noumenal world in the regulation of knowledge production. According to HNK,
objective knowledge is possible if it is constructed within a constitutive CF, and thus
can make sense only within this CF. Yes, the advocates of HNK acknowledge, CF
nowadays cannot be conceived as an a priori framework anymore, rather, it has to be
historicized. But, they argue, it is still rooted in mental faculties, and cannot be otherwise,
thus is completely detached from the noumenal world. Progress and rationality of science
is realized, Friedman stresses, through the regulation of science, not by a priori reason as
the Kantans insisted but by intersubjective consensus of a Habermasian style. What is
strikingly clear here is that the noumenal world is completely irrelevant. The laudable
intention is to embrace “Enlightenment rationality and normativity” (Friedman, 2012); yet
realism, scientific or metaphysical, is gone (surely realism is not what he wants), the cause
for the change of intersubjective consensus becomes mysterious, and thus the predicaments
of Kuhnian historicism persist.

In contrast, according to SHASR, the noumenal world is the ultimate arbiter for the truth
of scientific knowledge. It functions in this regard by ways of responses and resistance
discussed above, which have provided the ontological foundation of objectivity for
science. More importantly, a CF, whose interactions with the noumenal world results in
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the appearance of a phenomenal world in which various scientific knowledge is con-
structed, has to adapt itself to the historical situation created by resistances when they
occur. That is, CF is porously but not completely closed framework: The noumenal world
has zigzag ways of getting its influence into it. This dialectics between CF and the
noumenal world is the real cause for the historical change of CF. It regulates the develop-
ment of science and renders the progress and rationality of science intelligible.

In sum, SHASR is a realism about the noumenal world, not a realism about isolated
unobservable entities, properties, and mechanisms. According to SHASR, science pro-
duces and expands our objective knowledge about the noumenal world, whose various
aspects and levels of rich and hierarchical kind structure, such as those manifested in
classical and quantum electrons discussed above, are historically, step by step, captured by
science through the interactions between CF with experience, on the one hand, and
between CF and the noumenal world, on the other. The interactions of science with its
cultural context, metaphysical scheme included, result in a world picture or worldview,
which underlies and guides human actions and is subject to change with the changing
situation created by human actions, scientific explorations included.

12.6 Conceptual Revolutions and Scientific Rationality

The notion of scientific rationality20 is closely connected with the notion of truth. Only
when science aims at truer and truer knowledge about the empirical laws and structural
properties of the world, science can be taken as a rational activity. In this sense, realism can
be regarded as a foundation, though not necessarily the only foundation, for scientific
rationality. On the other hand, scientific reasoning plays a crucial role in settling which
theory is getting at the truer description of the world. Thus it is also necessary for
evaluating theories, in terms of their truth claims, and for making a decisive choice among
competing theories.21

A threat to scientific rationality comes from a Kuhnian conception that conceives
scientific revolutions as Gestalt switches or even as religious conversions. This conception
and its more theoretical expression (the incommensurability thesis) directly denies the
notions of truth and ontological progress. In this sense, the idea of scientific revolutions
calls scientific rationality into question, and creates a crisis of scientific rationality. One
reason why this is a serious worry is that it renders rational theory evaluations and theory
choice impossible. In actuality, science continues to develop theories. This is particularly
true of fundamental physics, where significant developments have often taken the form of a
conceptual revolution, involving a change of ontology, but without obvious irrationality.
Thus a philosophy of science based on the idea of incommensurability would become
irrelevant to actual scientific activities.

But conceptually we still have to present convincing arguments to defend scientific
rationality against the threat. That is, one has to argue that conceptual revolutions are
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progressive in the sense that theories become truer and truer descriptions of the domain
under investigation. It is precisely at this juncture that I find that the concept of ontological
synthesis as a way of achieving conceptual revolutions is crucial to the argument. Here the
progressiveness is defined in terms of the extension of structural relations, which underlies
the continuity, but not unique convergence, of theoretical structures (ontologies, mechan-
isms, principles, etc.).

The rational position based on the concept of ontological synthesis entails that the future
direction of fundamental research suggested by the synthetic view of scientific progress is
different from that suggested by the incommensurability view. For some adherents of the
latter view, the direction of scientific research is decided mainly by external, such as social
or psychological, factors and has little to do with intellectual factors. For others, intellectual
considerations, though important, play an essentially unpredictable role since the evolution
of science has a catastrophic character. By contrast, the synthetic view requires that the
internal mechanisms of the earlier theory must be preserved as far as possible.

Another significant implication of this position is that scientific growth is not unilinear
but dialectical. New practice always produces new data since aspects of the world may
actually be infinite in number. From new data new ideas emerge, often with transform-
ations of existing ideas. Thus a new synthesis, and hence a new conceptual revolution, is
always needed. Scientific progress in this sense is therefore not incompatible with future
conceptional revolutions. The revolution is perpetual. Convergence to a fixed truth is
incompatible with the synthetic view of progress.

There is another difference between the synthetic view and the unilinear view.
According to the latter, the existing successful theory must be the model for
future developments. For example, Einstein’s general theory of relativity was expected
to be able to lead to an understanding of electromagnetism and matter. As is well known,
the expectation proved false. In fact, the abandonment of earlier models in the history of
science has repeatedly happened. The “mechanical philosophy” that was popular in the
17th and 18th centuries was abandoned later on; the “electromagnetic worldview” that
was popular at the end of the 19th century was also abandoned in the 20th century. In the
1920s, shortly after Dirac published his relativistic wave equations for the electron,
Born claimed that “physics, as we know it, will be over in six months.”22 All these
expectations proved false. Unfortunately, the same thing has happened again in recent
years. This time the successful theory to act as the model is the standard model of GFP.23

What will be the fate of GFP? In fact, GFP is far from being a complete theoretical
framework, if we remember the fact that the Yukawa coupling and the generation problem
and many other problems (see Section 10.5) cannot be accounted for by the gauge
principle.24

In contrast, the suggestion for future research arising from the synthetic view is totally
different in kind. Scientists are advised to keep their minds open to all kinds of possibil-
ities, since a new synthesis beyond the existing conceptual framework is always possible.
In this spirit, future developments of field theories may not exclusively come from research
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within GFP, and try to incorporate the Yukawa coupling or even supersymmetry into the
programme. It is quite possible that they may be stimulated by some use of the ideas and
techniques developed, for example, in the S-matrix theory, whose underlying ideas, such
as those of ontology and of the nature of force, are radically different from those in GFP.

Thus it is reasonable to claim that scientific rationality lies in the intention to obtain
structural knowledge of the physical world, and on the synthetic view of scientific growth,
one way of realizing this rationality is through conceptual revolutions.

But the notion of scientific rationality has a deeper layer. SHASR, by adopting the
notion of reconstitution of FE (thus CF) under the conditioning and regulation of the
noumenal world (by ways of responding), is able (i) to escape from the structuralist no-FE
trap and its unfortunate consequence of inability in offering an account of scientific
revolutions and (ii) to meet the challenges posed by Kuhnianism, rejecting successfully
its historical relativism and antirealism. Constitution and reconstitution are metaphysical
categories, although they also have epistemological implications and will appear, epistem-
ically as construction and reconstruction of FEs and CFs. In the metaphysical sense,
reconstitution can be viewed as the philosophical foundation for emergency, which
characterizes the qualitative transition of the old to the new, as the result of the internal
dynamics of the old.

Emergency is ubiquitous. In the realm of human cognition, we see the emergency of
science from commonsense; within science, we see new CF emerges from old one,
namely the radical conceptual change or scientific revolution. According to Kuhn, the
world also changes: a new world emerges from the old one, and we are living in
different worlds before and after a scientific revolution. It is true. But the world
here refers to the phenomenal world, which is intimately related or even coextensive with
CF, not the noumenal world, which for Kuhn is ineffable, indescribable, and
undiscussable.

Does the noumenal world change? What is the relevance of emergency to the noumenal
world? For all Kantians and Neo-Kantians, Kuhn and Friedman included, these are
unintelligible and illegitimate questions. From the perspective of SHASR, however, the
relevance of emergency to the noumenal world is indisputable and can be summarized as
follows.

First, the existence of the noumenal world is manifested in the phenomenal world,
which, as the result of human interactions with the former, is inseparable from the former,
and thus makes it accessible to humans.

Second, the noumenal world is infinitely rich. Its richness is manifested in incessantly
emerging new phenomenal world, and its rich kind structure is gradually revealed by
incessantly emerging new CFs in the history of science.

Third, from this perspective, scientific realism is a version of metaphysical realism
about the noumenal world, and the historical development of science is only the incessant
pursuit of this on-going realist project, a manifestation of scientific rationality in its
deepest sense.
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Notes

1 How a CF is historically constituted will be addressed below, although Kuhn himself did not
have proper conceptual resources to address it.

2 Kuhn (1962) and Feyerabend (1962).
3 See, for example, Sellars (1961, 1963, 1965), Hesse (1974, 1981, 1985), Laudan (1981).
4 Putnam (1975, 1978, 1981); see also Kripke (1972).
5 This implication is explored in details in Cao (2010).
6 For a detailed discussion of the important roles of FE in theoretical physics, see section 9.1 of
Cao (2010).

7 It goes without saying that the whole discussion above remains within the discourse of
structuralism because the notion of the electron as a kind of entity is completely formulated in
structural terms: the notions of mass and charge are (and can only be) defined in relational
and structural terms: no entity would have any mass if it exists lonely in the world in which
no other masses exist and thus no gravitational relations with other masses exist; the same can be
said to the notion of charge.

8 For further discussions of the structuralist view of ontology, see Chihara (1973), Resnik (1981,
1982), Giedymin (1982), and Demopoulos and Friedman (1985).

9 Detailed descriptions and analyses of these developments can be found in Cao (1999, 2001, 2006,
2010, 2014a, 2016).

10 Cf. Simons (1994).
11 In the sense of context-insensitive, not of existing lonely without connecting to others.
12 For the case of QCD, see Cao (2010, 2014a); for a more general discussion of the claim, see

Cao (2014b).
13 See also McMullin (1982, 1984) and Boyd (1979, 1983).
14 Here the symmetry group of a theory is to be understood as the covariance group of the standard

formulation of the theory, which is a system of differential equations for the dynamic objects of
the theory alone, see Friedman (1983).

15 This, of course, is not without controversy. There is an extensive literature dealing with this issue
from different positions on theory change. See, for example, Feyerabend (1962), Sneed (1971,
1979), Post (1971), Popper (1974), Kuhn (1976), Stegmüller (1976, 1979), Krajewski (1977),
Spector (1978), Yoshida (1977, 1981), and Moulines (1984). For recent contributions on this
issue, see the survey by Balzer, Pearce, and Schmidt (1984).

16 In the new configuration associated with the new entity (with new and different essence, thus a
different entity from the old one) constituted thereby, the retained structural features from the old
configuration retain their constitutive roles in the new context, as the extended notion of GE
mentioned above suggests, although their places (at the core or periphery) and functions
(identifying-features-placing or not) have changed.

17 In an important sense, the classical electron in Thompson’s theory and the quantum electron in
Dirac’s theory are different entities. In an even deeper sense, however, they, as manifestation of
two different aspects at two different levels of the same electron in the causal-hierarchical
structure of the noumenal world, refer to the same entity, or more precisely, refer to different
modes at different levels of the same noumenal electron. Thus realism defined in SHASR is not
the naïve realism about unobservable entities or properties or mechanism, etc., but the realism of
various manifestations of the causal-hierarchical structure of the noumenal world.

18 See Putnam (1975) and Hacking (1983).
19 A mature science contains one or more mature theories, which are characterized by a consistent

conceptual structure, by a delineated validity domain (empirical support), and by horizontal (in
terms of its relations with other theories in different branches) and vertical (in terms of its
relations with other mature theories) coherence. All the following discussion concerning scientific
realism makes sense only in terms of mature sciences. For more discussion of mature sciences,
see Rohrlich and Hardin (1983).

20 The discussion of rationality in this section is restricted to the notion of scientific rationality,
excluding other forms of it, such as practical or esthetic considerations. It should be pointed out
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that Kuhn, who is criticized in this section, has developed, in recent years (1990, 1991, 1993),
a very profound notion of practical rationality in scientific enterprise.

21 On the issue of theory choice, I assume a strongly internalist position, according to which
ultimately empirical and logical considerations play a crucial role in making choice. It is too
complicated, however, and also not very relevant, to defend this position against attacks by social
constructivists in this short philosophical discussion. See, however, Cao (1993).

22 Quoted by Stephen Hawking (1980).
23 See, for example, Hawking (1980) and Glashow (1980).
24 Further discussions on the problems with GFP can be found in Section 11.4.
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Appendices

Appendix 1

The Rise of Intrinsic, Local, and Dynamic Geometry

A1.1 Intrinsic Geometry

Until Gauss’s work on differential geometry (1827), surfaces had been studied as figures in
three-dimensional Euclidean space. But Gauss showed that the geometry of a surface could
be studied by concentrating on the surface itself. A surface S is a set of points with two
degrees of freedom, so any point r of S can be expressed in terms of two parameters u1 and
u2. We can get expressions: dr ¼ ∂r=∂u1ð Þdu1 þ ∂r=∂u2ð Þdu2 ¼ ridui (ri � ∂r=∂ui , with
the summation convention over i = 1, 2), and ds2 ¼ dr2 ¼ rirj dui du j ¼ gij du

i du j. Gauss
had made the observation that the properties of a surface – such as the elements of arc
length, the angles between two curves on a surface, and the so-called Gaussian curvature of
a surface – depended only on gij, and this had many implications. If we introduce the ul and
u2 coordinates, which come from the parametric representation x = x(ul, u2), y = y(u1, u2), z
= z(u1, u2), of the surface in three-dimensional space, and use the gij determined thereby,
then we obtain the Euclidean properties of that surface. But we could start with the surface,
introduce the two families of parametric curves ul and u2, and get the expression for ds2

in terms of gij as functions of u
1 and u2. Thus the surface has a geometry determined by

the gij.
The geometry is intrinsic to the surface and has no connection with the surrounding

space. This suggests that the surface can be considered a space in itself. What kind of
geometry does the surface possess if it is regarded as a space in itself? If we take the
“straight lines” on that surface to be the geodesics (the shortest line connecting two points
on the surface), then the geometry may be non-Euclidean. Therefore what Gauss’s work
implied is that there are non-Euclidean geometries at least on surfaces when they are
regarded as space in themselves.

Guided by Gauss’s intrinsic geometry of surfaces in Euclidean space, Riemann
developed an intrinsic geometry for a wider class of spaces (1854). He preferred to
treat n-dimensional geometry, even though the three-dimensional case was clearly the
important one. He spoke of n-dimensional space as a manifold. A point in a manifold of
n-dimensions was represented by assigning special values to n variable parameters – x1,
x2, . . ., xn – and the aggregate of all such possible points constituted the n-dimensional
manifold itself. Like Gauss’s intrinsic geometry of surfaces, Riemann’s geometrical
properties of the manifold were defined in terms of quantities determinable on the manifold
itself, and there was no need to think of the manifold as lying in some higher-dimensional
manifold.
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A1.2 Local Geometry

According to Riemann,

it is upon the exactness with which we follow phenomena into the infinitely small that our knowledge
of their causal relations essentially depends. The progress of recent centuries in the knowledge of
mechanics depends almost entirely on the exactness of the construction which has become possible
through the invention of the infinitesimal calculus.

(Riemann, 1854)

So the “question about the measure relations of space in the infinitely small” was of
paramount importance (ibid.).

In contrast with the finite geometry of Euclid, Riemann’s geometry, as essentially a
geometry of infinitely near points, conformed to the Leibnizian idea of the continuity
principle, according to which no law of interactions can be formulated by action at a
distance. So, it can be compared with Faraday’s field conception of electromagnetic
phenomena or with Riemann’s own ether field theory of electromagnetism, gravity, and
light (cf. section 2.3). Hermann Weyl had characterized this situation as follows: “The
principle of gaining knowledge of the external world from the behavior of its infinitesimal
parts is the mainspring of the theory of knowledge in infinitesimal physics as in Riemann’s
geometry” (1918a).

A1.3 Dynamical Geometry

Riemann pointed out that if bodies were dependent on position, “we cannot draw conclu-
sions from metric relations of the great to those of the infinitely small.” In this case,

it seems that the empirical notions on which the metrical determinations of space are founded, the
notions of a solid body and of a ray of light, cease to be valid for the infinitely small. We are therefore
quite at liberty to suppose that the metric relations of space in the infinitely small do not conform to
the hypotheses of (Euclidean) geometry; and we ought in fact to suppose it if we can thereby obtain a
simpler explanation of phenomena.

(Riemann, 1854)

This suggested that the geometry of physical space, as a special kind of manifold, cannot
be derived only from pure geometric notions about manifold. The properties that distin-
guished physical space from other triply extended manifolds were to be obtained only from
experience, that is, by introducing measuring instruments or by having a theory of the ether
force, etc. Riemann continued:

The question of the validity of the hypotheses of geometry in the infinitely small is bound up with the
question of the ground of the metric relations of space, . . . in a continuous manifold . . . we must seek
the ground of its metric relations outside it, in binding forces which act upon it. . . . This leads us into
the domain of another science, of physics.

(Ibid.)
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This paragraph shows clearly that Riemann rejected the notion that the metric structure
of space was fixed and inherently independent of the physical phenomena for which it
served as a background. On the contrary, he asserted that space in itself was nothing
more than a three-dimensional manifold devoid of all form: it acquired a definite form
only through the material content filling it and determining its metric relations. Here the
material content was described by his ether theory (see Section 2.3). In view of the fact
that the disposition of matter in the world changes, the metric groundform will alter in
the course of time. Riemann’s anticipation of such a dependence of the metric on
physical data later provided a justification for avoiding the notion of absolute space,
whose metric is independent of physical forces. For example, more than sixty years
later, Einstein took Riemann’s empirical conception of geometry presented here as an
important justification for his general theory of relativity (see Section 4.4).

Riemann’s idea of associating matter with space in order to determine what was true
of physical space was further developed by William Clifford. For Riemann, matter was
the efficient cause of spatial structure; for Clifford, matter and its motion were mani-
festations of the varying curvature of space. As Clifford put it: “Slight variation of the
curvature may occur from point to point, and themselves vary with time. . .. We might
even go so far as to assign to their variation of the curvature of space ‘what really
happens in that phenomenon which we term the motion of matter’ (in Newman (ed.),
1946, p. 202). In 1876, Clifford published a paper “On the space-theory of matter,” in
which he wrote,

I hold in fact (1) That small portions of space are in fact of a nature analogous to little hills on a
surface which is on the average flat; namely, that the ordinary laws of geometry are not valid in them.
(2) That this property of being curved or distorted is continually being passed on from one portion of
space to another after the manner of a wave. (3) That this variation of the curvature of space is what
really happens in that phenomenon which we call the motion of matter, whether ponderable or
ethereal. (4) That in the physical world nothing else takes place but this variation, subject (possibly)
to the laws of continuity.

(1876)

It is clear that all these ideas were strongly influenced by Riemann’s ether field theory,
though Riemann’s ether was renamed by Clifford space.

A1.4 Invariants

In his 1861 paper, Riemann formulated the general question of when a metric ds2 = gij
dxi dxj can be transformed by the equations xi = xi(y1, . . ., yn) into a given metric ds02 =
hij dy

i dyj. The understanding was that ds would equal ds0 so that the geometries of
the two spaces would be the same except for the choice of coordinates (1861b).
This theme was reconsidered and amplified by Elwin Christoffel in his two 1869
papers, in which the Christoffel symbols were introduced. Christoffel showed that
for the μ-ply differential form Gμ ¼

P
i1; . . . ; iμ
� �

∂1xi1 . . . ∂μxiμ, the relations
α1; . . . ; αμ
� � ¼ P

i1; . . . ; iμ
� �

∂xi1=∂yα1 . . . ∂xiμ=∂yαμ were necessary and sufficient for
Gμ ¼ G0

μ �
P

α1; . . . ; αμ
� �

∂1yα1 . . . ∂μyαμ, where (μ + l)-index symbols can be
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derived, by the procedure that Gregorio Ricci and Tullio Levi-Civita later called
“covariant differentiation,” from a μ-index symbol (i1, . . ., iµ), which was defined in
terms of the grs.

The above study implied that for the very same manifold different coordinate
representations could be obtained. However, the geometrical properties of the manifold
had to be independent of the particular coordinate system used to represent it. Analyt-
ically, these geometrical properties would be represented by invariants. The invariants
of interest in Riemannian geometry involve the fundamental quadratic form ds2. From
this, Christoffel derived higher-order differential forms, his G4 and Gµ, which were also
invariants. Moreover, he showed how from Gµ one could derive Gµ+1, which was also
an invariant.

The concept of invariant was extended by Felix Klein (1872). For any set S and its
transformation group G, if for every x 2 S and f 2 G, whenever x has the property Q, f
(x) has Q, we say that the group G preserves Q. We may say likewise that G preserves a
relation or a function defined on Sn. Any property, relation, etc., preserved by G is said
to be G-invariant. Klein used these ideas to define and clarify the notion of geometry.
Let S be on an n-dimensional manifold and let G be a group of transformations of S. By
adjoining G to S, Klein defined a geometry on S, which consisted in the theory of G
invariants. So a geometry was determined not by the particular nature of the elements
of the manifold on which it was defined, but by the structure of the group of
transformations that defined it.

Not all of geometry can be incorporated into Klein’s scheme. Riemann’s geometry of
the manifold will not fit into it. If S is a manifold of nonconstant curvature, it may happen
that arc length is preserved by no group of transformations of S other than the trivial one
that consists of the identity alone. But this trivial group cannot be said to characterize
anything, let alone Riemann’s geometry of the manifold S.

A1.5 Tensor Calculus

A new approach to differential invariants was initiated by Ricci. Ricci was influenced by
Luigi Bianchi whose work had followed Christoffel’s. Ricci and his pupil Levi-Civita
worked out their approach and a comprehensive notation for the subject, which they called
the absolute differential calculus (1901).

Ricci’s idea was that instead of concentrating on the invariant differential form
Gμ ¼ Σ i1; . . . ; iμ

� �
∂1xi1 . . . ∂μxiμ, it would be sufficient and more expeditious to treat

the set of nμ components (i1, . . ., iµ). He called this set a (covariant or contravariant)
tensor provided that they transformed under change of coordinates in accordance with
certain (covariant or contravariant) rules. The physical and geometrical significance
that a tensor possessed in one coordinate system was preserved by the transformation so
that it obtained again in the second coordinate system. In their 1901 paper, Ricci and
Levi-Civita showed how physical laws can be expressed in tensor form so as to render
them independent of the coordinate system. Thus tensor analysis can be used, as
Einstein did in his formulation of GTR, to express the mathematical invariance of
physical laws that held for all frames of reference represented by corresponding
coordinate systems.
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Operations on tensors include addition, multiplication, covariant differentiation, and
contraction. By contraction, Ricci obtained what is now called the Ricci tensor or the
Einstein tensor from the Riemann–Christoffel tensor. The components Rjl are

Pn
k¼1 R

k
jlk.

This tensor for n = 4 was used by Einstein to express the curvature of his spacetime
Riemannian geometry.
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Appendix 2

Homotopy Classes and Homotopy Groups

A2.1 Homotopy Classes

Let f0 and f1 be two continuous mappings from a topological space X into another one Y.
They are said to be homotopic if they are continuously deformable into each other. That is,
if and only if there exists a continuous deformation of maps F(x, t), 0 � t � 1, such that
F(x, 0) = f0(x) and F(x, 1) = f1(x). The function F(x, t) is called the homotopy. All mappings
of X into Y can be divided into homotopy classes. Two mappings are in the same class if
they are homotopic.

A2.2 Homotopy Groups

A group structure can be defined on the set of homotopy classes. The simplest case is this.
Let S1 be a unit circle parameterized by the angle θ, with θ and θ + 2π identified. Then the
group of homotopy classes of mappings from S1 into the manifold of a Lie group G is
called the first homotopy group of G, and is denoted by Π1(G). In case G is the group U(1)
represented by a set of unimodular complex numbers u = exp (iα), which is topologically
equivalent to S1, the elements of Π1 (U(1)) (or the continuous functions from S1 to S1),
α(θ) = exp [i(Nθ + a)], form a homotopy class for different values of a and a fixed integer
N. One can think of α(θ) as a mapping of a circle into another circle such that N points of
the first circle are mapped into one point of the second circle (winding A times around the
second circle). For this reason the integer N is called the winding number and each
homotopy class is characterized by its winding number, which takes the form
N ¼ �i

Ð 2π
0 dθ=2πð Þ 1=α θð Þð Þ dα=dθð Þ½ �. Thus,Q1 U 1ð Þð Þ ¼ Q

1 S1
� � ¼ Z, where Z denotes

an additive group of integers. The mappings of any winding number can be obtained by
taking powers of αð1ÞðθÞ ¼ exp ðiθÞ.

This discussion can be generalized by taking X = Sn (the n-dimensional sphere).
The classes of mappings Sn ! Sm form a group called the nth homotopy group of Sm

and designated by
Q

n(S
m). Similar to

Q
1(S

1) = Z, we have
Q

n(S
n) = Z. That is, mappings

Sn ! Sn are also classified by the number of times one n-sphere covers the other. Ordinary
space R3 with all points at infinity identified is equivalent to S3. Since any element M in
the SU(2) group can be written as Μ = a + ib·τ, where the τs are Pauli matrices and where
a and b satisfy a2 + b2 = 1, the manifold of the SU(2) group elements is also topologically
equivalent to S3. Thus

Q
3(SU(2)) =

Q
3(S

3) = Z. Since any continuous mappings of S3 into
an arbitrary group SU(N) can be continuously deformed into a mapping into the SU(2)
subgroup of SU(N), the same result holds for compact nonabelian gauge groups, including
SU(N), in general. That is,

Q
3 (compact nonabelian gauge groups) = Z.
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The winding number for gauge transformations providing the mapping S3 ! G can be
given by N ¼ 1=24π2ð Þ Ð dr2ijktr U�1 rð Þ∂iU rð ÞU�1 rð Þ∂jU rð ÞU�1 rð Þ∂kU rð Þ� �

, which is
determined by the large distance properties of the gauge potential. Only when the group
G is U(1) is every mapping of S3 into U(1) continuously deformable into the constant map,
corresponding to N = 0. In this case, the gauge transformations are called homotopically
trivial. All homotopicaly nontrivial gauge transformations that are not deformable to the
identity are called finite or large, while the trivial ones are called infinitesimal or small.
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strong, 236, 304
weak, 228, 311

form factor, 201, 205, 208–209, 233, 299
axial, 213, 298
elastic, 299
electromagnetic, 204
inelastic, 299
vertex, 219
weak, 204

Fourier expansion, 117, 134
Fourier transformation, 16, 185
four-line interactions, 159
framework, constitutive, 339–341, 350–352, 363–364,

366
framework, linguistic, 338–339
Fraunhofer diffraction, 115
free-field technique, 266–267
frequency condition
Einstein–Bohr, 117

functionalism, 10

gamma decay, 295, 298, 302–303
gauge
charge, 261
Coulomb, 254, 286
Feynman, 265
Landau, 265, 287
London, 249, 284
Lorentz, 285–286
unitary, 286–287

gauge boson, 203, 235, 240–242, 245–246, 254–255,
257, 261–262, 265, 276, 279–280, 286, 293,
304, 308

massive, 255, 262, 276–277, 279, 281, 292, 294
massless, 276

gauge covariance, 239
gauge group, 200, 239, 270–272, 309
GL(4), 321
SU(2), 201, 203, 205, 239, 241, 248, 258, 273, 315,

321, 334, 374
SU(2) � U(1), 292, 311
SU(2) � U(1) � U(1), 243

SU(2)T, 293
SU(2)T � U(1)Y, 293
SU(2)T � U(1)Y and SU(3)C, 309
SU(3), 201, 206, 212, 231, 246, 291, 295, 334
SU(3), colour, 295, 304–306

gauge invariance, 17, 91–92, 175, 217–219, 227–228,
232, 235, 237–240, 242, 244, 249–252, 255, 257,
262, 264–266, 268–270, 272, 274, 283–284,
286–287, 292, 298, 305, 314–315, 319

Abelian, 246
flavour, 297
local, 238, 241, 245

gauge mode, Glashow’s, 278
gauge principle, 235–239, 243–244, 275, 286,

290–291, 297, 304, 309–311, 314, 319, 365
gauge quanta, massive, 275
gauge structure, 95
gauge theory, xiii, 6–7, 11, 14, 18, 181, 206, 232, 238,

241, 246, 254, 319
abelian, 261
nonabelian, xi, 161, 189, 203, 227–228, 233, 235,

237, 239–244, 246, 260–261, 264, 276,
313

quark-gluon interaction, 306
of gravity, 311–312, 314
SU(2), 240

Gauss’s theory of two-dimensional surfaces, 58
Gaussian coordinate systems, 54
GC. See general covariance
Gell-Mann–Low eigenvalue condition, 223
generative entrenchment, 354
geodesics, 102
geometrization, 19, 56, 86, 319–320, 322, 357
geometrodynamics, 96
geometry, 14, 46, 50, 55, 78, 82, 86, 95, 102, 346

(chrono), 84–85
axiomatic, 83
differential, 96, 369
dynamic, 369–370
Eddington’s, 95, 320
Euclidean, 43–44, 56, 58, 78, 80, 83, 92, 104, 320, 370
external, 321
internal, 321
intrinsic, 369
Kaluza’s five-dimensional, 95
local, 369
Minkowskian, 78, 320
non-Euclidean, 43–44, 56, 58, 80, 351
projective, 95
quantum, 236, 316–317
Riemann’s, 90–93, 320, 370, 372
Weyl’s, 91–93
world, 91

GFP. See programme, gauge field
ghost field, 129, 268–269, 287

covariant, 276
Faddeev–Popov, 276, 287
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ghost particle, 265
DeWitt, 265
Faddeev-Popov, 265, 268

Glashow’s model, 277, 281
gluon, 200, 233, 258, 261, 294–295, 297, 300–301,

304, 308
gluon confinement, 308
Gödel model, 75, 77
Goldberger–Treiman relation, 207–209
Goldstone boson, 253–255, 275, 280, 285–286, 327
Goldstone theorem, 254, 286
Goldstone’s model, 274–276
Göttingen Society of Science, 31–32
gradient coupling model, 208
grand unification, 290
grand unified theory, 309, 312, 322, 329
graph
box, 221
irreducible, 177
pentagon, 221
reducible, 177
triangle, 216, 218–221, 232

gravitation, 14, 24, 31, 51, 56, 87–89, 93, 95, 101, 103,
114, 263, 267, 288, 317, 320

gravitino, 312
gravitization, 14
graviton, 288, 312, 316
gravity, 14, 24, 31, 56, 86, 90, 92, 103, 155, 236–237,

241, 244, 312, 321–322, 356
Descartes’s vortex theory of, 22
Newton’s theory of, 22
quantum, 317–318

Green’s functions, 178, 188, 192, 216, 230,
268, 328

group
Abelian U(1), 242
chiral SU(2), 242
covariance, 239, 244
Galileo, 78
homotopy, 374
isospin, 249, 293
Lie, 241, 321, 374
Lorentz, 50, 55, 78, 314, 355

SO(1,3), 244
of transformation, 48, 50
Poincaré, 46, 51, 55, 244, 311, 314

P(1,3), 244
spin, 283
SU(2) � U(1), 242
SU(8), 312
super-Poincaré, 312
symmetry, 78, 202, 239, 241, 244, 297
transformation, 372
U(1), 201, 211, 273, 326, 374
U(1)Y, 293

GTR. See relativity, general theory of, See relativity,
general theory of

Haag’s theorem, xii, 190
hadron

dynamic model of, 196
hadronization, 300
Hamiltonian, 116, 118, 133–134, 140–141, 159, 172,

176–177, 200, 203, 237
density, 121
equation, 120
operator, 191

Hartree–Fock approximation, 166, 250–251
Hawking–Penrose singularity theorems, 103
heat radiation, laws of, 109
Hegelian closure, 290
Heisenberg’s model, 158, 161, 252
Higgs boson, 257, 275–277, 281, 309–310
Higgs mechanism, 250, 269, 289
Hilbert space, 96, 154, 184, 314, 316
historicism, 351, 362
holonomies, 315
homotopy, 374
horizon, 78, 97–100, 103–104

event, 99
particle, 99

Hubble’s law, 74–75
hypercharge, 214

weak, 293

identity, dynamical, 278–279, 281
impenetrability, 99
incommensurability, 19, 318, 339, 342, 344, 349, 354,

364
inertia, 68

relativity of, 70
infinite momentum frame, 213, 298, 300–301
instanton, 274, 321
instrumentalist, xiv, 277, 307
interaction, 155, 212

electromagnetic, 11, 14, 161–162, 186, 200,
202–205, 210, 220, 237–238, 241–242, 248,
263, 292

electroweak, 278, 323
fundamental, xi, 17, 78, 86, 94, 107, 147, 161, 181,

235, 290, 292, 308, 317, 321, 354
gravitational, 85–88, 187, 241, 288, 310,

320
local, 271
strong, 14, 157, 161, 197, 199–200, 203–205, 207,

209, 211, 213–214, 221, 225, 227–228, 230,
241–243, 260, 262, 297, 299–300, 304, 306,
323

weak, 14, 157, 159, 161, 187, 200, 202–205, 207,
209–210, 212, 228, 241–242, 246, 248,
262–263, 292, 299, 308

intermediate-vector-boson theory
of the weak interaction, 203

invariance principle, 107
invariance, rotational, 283
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irrelevance of the theorem, 254
isomorphism, 97
isospin, 158, 203, 210, 214, 241–242, 248, 283

J/ψ particle, 307

Kaluza-Klein theory, xi, 18, 239–240, 245, 320–321,
356

Kantianism, 43, 45, 338
Klein–Gordon equation, 152

Lagrangian, 34, 179, 187, 192, 201, 210–212, 214,
219, 221–222, 243, 245, 252, 263, 267, 269,
283, 306

analytic dynamics, 7
density, 241, 253
effective, 271
model, 229
variational principle, 29

Lamb shift, 148
Landau ghost, 189
Landau graph, 197
Landau–Ginzburg theory, 285
Lee model, 216, 229
lepton–hadron scattering
deep inelastic, 179, 233

lepton–parton scattering, elastic, 259
Levi-Civita connection, 315
LHC, 276
Lie algebra, 206, 211
light
electromagnetic theory of, 31
quanta, 111–115, 117, 119, 126, 129, 136, 138–142,

148–150, 153, 159, 173
wave theory of, 26

light-cone, 155, 221, 259, 302
Liouville’s theorem, 194
locality, 184–185
localizability, xii
loop diagram, 264, 267
loop school, 236
Lorentz contraction, 57
Lorentz invariance, 17, 51, 152, 184–185, 193, 232,

254, 285, 355
Lorentz rotation, 314, 320–321
Lorentz’s theory of the electron, 11, 13, 20, 49
Lorentz’s theory of the electron, 163
low energy theorem, 213
LQG. See quantum gravity, loop
LSZ reduction formula, 192

Mach’s criticism, 43
Mach’s empirico-criticism, 42
Mach’s principle, 64–66, 68–69, 73–75, 81, 85, 88
magnetic moment, 187, 296
anomalous, 174

magnetic monopole, 270, 272–273

many-body problem, 15, 136, 144, 146, 157
mass, 7, 10, 17

auxiliary, 176
difference, 187
distant, 69–70, 73
electromagnetic, 168, 171–172, 174
gravitational, 52, 94
inertial, 64–65, 68
Newtonian, 60
point, 67, 80, 97, 130

mass gap, 155
mass–energy equivalence, 52
matrix mechanics, 116, 118, 135
matter, 5, 13–14, 21

subtle, 24
Maxwell field, 138, 145–146, 164
Maxwell’s equation, 35, 90, 110, 169, 237
Maxwell’s theory, 163

of the electromagnetic field, 28, 33, 36, 44, 113–114
medium

continuous, 23–28, 34
elastic, 27
immaterial, 34
luminiferous, 29
magneto-electric, 29
mechanical, 30

Meissner effect, 249, 284
meson theory, 296

of strong nuclear force, 17, 186, 240
meson-nucleon interaction, 240
metaphysics, xiii, xvii, 1, 4–6, 30, 307–308

Platonic, 3
metric

Kerr, 75
Minkowskian, 51, 53–54, 61, 63, 67, 72, 87
negative, 263

Michelson–Morley experiment, 36, 42, 45–47, 55
microcausality, 192, 194, 211
microwave background, 75, 103
microwave radiation, 102
model, mechanical, 7
moment, scalar, 278, 281
momentum quanta, 17
momentum transfer, 204, 299
monism, 88
monopole, 273, 288, 321
motion, 7

laws of, 7
principle of, 7

mysticism, mathematical, 3, 201

Nambu–Goldstone boson. See Goldstone boson
negative energy, 153

electron, 150, 152, 163, 169, 285
photon, 164
sea, 150–151, 285
state, 150, 157, 160
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neo-Kantianism, 362–363
Neoplatonism, xvi, 3, 6, 8, 21–23, 26,

332
neutrino-nucleon reaction, inelastic, 298
neutron star, 101
neutron–proton model, 157
Noether current, 210
non-commutation relations, 134, 143
non-renormalizable theory, 191, 329–330
non-renormalization theorem, 220
nuclear democracy, 196–197, 296, 299
nuclear force, 159, 161
beta theory, 160
pair theory, 160

nucleon–antinucleon pair, 207–208, 251

objectivity, 340, 341, 353
omega-meson, 204
ontology, xv, xvii, 1, 4–5, 8–11, 13, 15, 18, 24, 39, 44,

70, 107, 125–126, 128–129, 132, 141, 150,
199, 294, 339, 346, 355, 357, 364

electromagnetic, 37
field, 14–17, 39, 143, 146, 185
fundamental, 340, 344, 354
particle, 15–16, 39, 128, 130, 139, 143–144, 146,

149, 153
physical, 344
theoretical, 342–343, 356, 361
unobservable, 343
wave, 130–131

OPE. See operator product expansions
operator
annihilation, 16, 136, 141, 143, 147–148, 151, 153,

157
creation, 16, 136, 141, 147, 151, 153, 157
Hermitian, 135, 140, 143
local, 107, 302
local field, 16

operator field, 17, 147, 150, 153, 179, 184–185
operator product expansions, 215, 221, 224–225, 227,

233, 258–259, 301, 303
oscillator, 112, 136
amplitude, 145
field, 136–137, 141
harmonic, 128, 133, 136
Hertzian, 110
model, 138, 143

p meson, 195
pair annihilation, 152
pair production, 152
paradigm-shift, 339
parastatistics, 303
parity violation, 203, 242, 262, 292, 294
partial conservation of axial current, 246
partially conserved axial current. See PCAC
particle

composite, 193, 196, 198–199, 252, 276
elementary, 193, 196, 198–199, 202, 236, 241, 276,

296
massless, 264–265

particle pole, 194, 196
parton, 291, 298, 300
parton model, 259, 287, 301, 303–304, 359
path integral, xii, 20, 232, 264–265, 273, 287, 316
Pauli exclusion principle, 145, 150, 165
Pauli moment, 187
PCAC, 284, 297–298, 360
PCAChypothesis, 206–210, 213–215, 217–218, 220, 231
perturbation theory, 172, 181, 186, 188, 191, 197, 215,

221–222, 233, 269, 287, 301–303, 306
renormalizable, 192

phase factor, 271–272
phase transition, 248, 275, 309, 327
phenomenology, 360
phonon, 226
photon, 310
photon-parton scattering

quasi elastic, 300
picture

field-theoretical, xiii
Heisenberg, 158, 228
interaction, xii, 174
Newtonian, xiii

pion decay constant, 207
pion-nucleon scattering, 194–195, 207, 209, 213, 231,

282, 298, 323
Planck constant, 109, 123, 141, 360
Planck scale, 322
Planck spectrum, 113, 137
Planck’s law, 113–115, 119–120
Planck’s quantum of action, 109
plasmon, 226, 250, 252, 255, 284
plenum, 9, 21, 24–25, 30, 33, 35, 252
pluralism, 11, 331, 338
Poincare invariance, 155, 190, 355
point model, 163, 179–180, 191
point-electron theory, 163–164
Poisson’s equation, 32, 59
polarization, 166–167, 250, 265

transverse, 264
vacuum, 167, 170, 173–177
vector, 268

positivism, 337
postmodernism, xvi
potential, 5, 15

continuous, 26
electromagnetic, 90–91, 94, 238–239
electrostatic, 250
gauge, xvii, 18, 235, 238–239, 241, 270–273, 304,

314–316, 319, 321, 375
gravitational, 25, 59, 67–68, 73, 81, 86, 89, 91, 319
Poisson’s, 27
quantum, 6
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potential (cont.)
scalar, 169
scattering, 169
vector, 143

precession of Mercury’s perihelion, 61
principle of equivalence, 52, 355–356
priori constitutive principles, 338–339
probability amplitude, 96–97, 122, 139, 145, 159
probability interpretation, 126–128, 130–131,

144–146
probability, negative, 254
programme
dispersion theory, 193–194
Dyson’s renormalization, 262
Einstein’s, 89
field theory, 10, 37, 39, 56, 86, 88
gauge field, xi, xviii, 17–19, 235, 270–271, 290,

317, 356–357, 365
Gell-Mann’s current algebra, 211
geometrical, xi, xviii, 13–14, 18, 40, 78, 86, 290,

317, 354, 356
Machian, 68
mechanical, 11
Newtonian, 89
PCAC-current algebra, 201, 213–215, 219, 232, 244
quantum field, xi, xviii, 14, 16–18, 107, 184, 290,

317, 354, 357
renormalization, 107, 171–172, 174, 176–178, 181,

189, 193, 269
Riemann’s unification, 32
symmetry, 201–202, 204

propagator, 175, 177, 264–266, 288
pseudoscalar meson, 251

q numbers, 134, 140–143, 153, 228
quantization, 15–16, 19, 78, 107, 125, 131–132, 159,

211, 246, 262, 292, 305, 356–357
canonical, 191, 315, 318
of atomic motion, 111, 118
of charge, 235, 270
of energy, 141
of field, 137, 139, 141–142, 146–149
of gravity, 323
of motion, 16, 109–110
second, xi, 15, 137, 150, 153

quantization condition, 16, 109, 133, 135–136, 154,
228, 273

Bohr–Sommerfeld, 133–134
Heisenberg–Born, 138

quantum chromodynamics (QCD), 189, 228, 290, 294,
297, 306–308, 323, 329, 351, 358

quantum condition, 116, 118, 121, 138, 145, 147
quantum electrodynamics (QED), 14, 17, 156, 159,

184–188, 219, 223, 227, 233, 249, 260, 268,
355

quantum field, 16, 150, 155
global, 153–154

local, 153–154
quantum field theory (QFT), xi–xiii, 6–7, 14–15, 17,

40, 94, 107, 109, 125, 162, 186, 199–201, 215,
222, 225, 227, 229, 233, 250, 252, 282,
331–333, 359

quantum fluctuations, 96, 122, 154, 162
quantum gravity, xi, 18, 182, 236, 244, 290, 310, 313,

351, 360
loop, 313, 315–317, 322

quantum jump, 160
quantum mechanics, xv, 6, 15–16, 96, 101, 118, 121,

123, 126, 131, 135–136, 146, 150, 184, 237
quantum number, 185, 214, 293–294, 309

colour, 303, 305, 308
internal, 248

quark, xvii, 200, 233, 294–295, 300, 308, 310
charmed, 307
constituent, 297, 301, 303
current, 297, 299, 301, 303, 363

quark confinement, 257, 288, 307–308, 323
quark model, 216, 257, 291, 296–297, 358

constituent, 302, 308, 359, 363
free, 302
SU(6), 296

quark–antiquark pair, 261
quark-gluon model, 302
quark-parton model, 228
quasi-particle, 226, 250
quasi-point model, 179

radiation
black body, 41
electromagnetic, 111, 119
quanta, 115
thermal, 104

radiation cavity, 112
radiation correction, 168, 171–173, 177, 219–220, 250
Raman spectrum, 157
rationalism, 2, 30

Kantian, 43
rationality, xvii–xviii, 1, 19, 337, 338, 340, 363
rationality, scientific, 364, 366
Rayleigh–Jeans law, 113
realism, 1, 6, 363

convergent, 19
internal, xvi, 4
metaphysical, 366
phenomenal, 341
scientific, xi, 19, 337, 340, 341, 344, 350–351,

361–362, 366
structural, xi, 4, 44–45, 344–345, 347–349

reality, xv, xvii, 5, 7–9, 15, 21, 23, 278, 295, 345
logical construction of, 8
metaphysical, xvi, 4, 6
objective, xvi, 130
of gluon, 308
of quark, 307–308
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physical, 6, 8, 10, 14, 27–28, 30, 61, 80, 81–83, 85,
128, 145, 277, 294

unobservable, 359
redshift, xvi, 99
reduction formula, 209, 212
reduction, dimensional, 239–240
reductionism, 1, 307, 334
Reeh-Schlieder theorem, xii, 154
reference frame, 41, 49, 51–54, 56, 59, 61, 65
Regge pole, 193, 196–198, 227
Regge trajectory, 193, 196, 198, 210, 296, 298
regularization, 175–176, 216, 218, 220, 268–269, 292,

323–324
dimensional, 233, 267, 270
Pauli–Villars, 218–219

relativism, xvi, 1, 338–339
relativity
general theory of, xiii, xvi, 6, 11, 13, 18, 21, 43, 46,

52, 54, 56, 78, 88, 313–314, 317, 319, 351, 359
principle of, 6, 41, 46–50, 52, 54, 59, 63, 66
special theory of, 6, 13, 17, 20, 39, 46, 50, 57–58, 61
theory of, 6

relativity, general, 244
relativity, special, 360
Renaissance, 7
renormalizability, 17, 186–187, 189–190, 202, 215,

221, 223, 226–228, 235, 240–244, 246, 262–
264, 266–270, 272, 274, 282, 288, 290–294,
323, 326–327, 329

renormalization, 17, 125, 147, 153, 155, 162, 166–169,
174, 176–177, 179, 186, 188–189, 191, 197,
200–202, 207, 211–212, 215, 219–221, 227,
233, 263, 268, 270, 305, 311, 324–326,
328

charge, 170, 173, 177, 260
effect, 221–222, 225, 301, 328, 328, 331
factor, 173, 205, 207
group, 222
invariance, 223
mass, 165, 171, 173, 177
scale, 223–224

renormalization equation, 301
renormalization group, 154, 190, 222–227, 233, 257,

259, 282, 291, 298, 323, 327
equation, 202, 222, 224–226, 259–260, 309, 328,

330–332
transformation, 225

renormalization theory, 191
perturbative, 188, 190

reorganizability, 279, 281
reorganization, 279–281
representation
angular momentum, 135
coordinate, 135
energy, 135
field, 148
Fock, 146, 148, 154, 191

Mandelstam, 195
particle number, 136, 146

resonators, 113
electromagnetic, 109

Reynolds number, 247
rotation, isotopic, 205, 300
Rutherford’s model of the atom, 111

safety, asymptotic, 226–227
Sakata model, 296
saturation mechanism, 300
scalar boson, 254, 274, 276

massive, 277
massless, 277

scalar meson, 263
scalar mode, 256, 278, 281

Goldstone’s, 278
massless, 277, 280

scalar theory, five-dimensional, 226
scale invariance, 221–222, 224–226, 233, 259,

301–302, 327
scaling, 260–261, 298, 300, 302–303, 306, 308

anomalous, 259
non-canonical, 260
precocious, 260
Wilsonian, 260

scaling law, 222–225, 228, 301
scaling violation, 301
scattering amplitude, 193–196, 209, 296
scattering angle, 195, 259
scattering theory, potential, 195
scattering, deep inelastic, 228, 259–260, 291, 300
Schrödinger equation, 146, 174, 195
Schrödinger field, 145
Schrödinger wave, 140–142, 144–146, 149
Schwarzschild radius, 180
Schwarzschild solution, 67–68, 72, 97–101
Schwarzschild sphere, 99
Schwinger model, 232, 255
Schwinger terms, 215, 231
Schwinger’s pole, 256
Schwinger’s source theory, 268, 333
selection rule, 296
self-coupling, 256, 258, 261–262, 265, 278–281, 360
self-energy, 17, 148, 162–165, 167, 169–170, 173,

176–177, 187, 250, 267–268
SHASR, 351, 354, 357–359, 362–364, 366
short-distance behavior, 224, 259, 307
simplicity

principles of, 5
simultaneity, 48–49
singularity, 14, 78, 97, 101–105, 113, 128, 155, 167,

170, 194–200, 221, 226, 228, 272, 296, 302
de Sitter, 98
metric, 98
Schwarzschild, 98–100

SLAC, 259–260, 291, 299–300
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Slavnov–Taylor identities, 287
S-matrix, 176–177, 193–196, 198, 205, 228, 266–267,

296, 299, 306
S-matrix theory, 19, 180, 186, 192–193, 197–201, 227,

229–230, 296, 300, 344, 366
SMT. See S-matrix theory
soft pion, 212, 214, 231
soft-mass, 243
space, xiii, 5, 7, 9–10, 13–14, 25
absolute, 73, 75
Clifford, 371
de Sitter, 73
Euclidean, 6, 369
Fock, 107
internal, 18

spacetime, xiii–xiv, xvii, 5, 10, 13, 18, 20, 39, 56,
61–62, 78–79, 81, 82, 85, 102, 270, 278, 282,
315

absolute, 51, 79
chrono-geometrical structures of, 66
dimension, 233
Euclidean, 57
geometrical structures of, 53, 56, 66, 86–92, 94–95,

244, 317–319, 322, 355
manifold, 51, 107, 155, 290, 313, 315–316, 318,

355
micro-, 296
Minkowskian, 46, 51, 53, 59, 68, 86, 97, 236,

313–314, 360
point, 10, 57, 61–62, 154–155, 174, 191, 215,

237–238
quantum, 317
Riemann-Cartan, 314
Riemannian, 93, 102, 244
Riemannian manifold, 57
Rienmann-Cartan geometry, 244
Schwarzschild, 103
spinor structures of, 96
topological structure of, 318

spatio-temporal visualizability, 5
spin, 10
density of, 94

spin foam, 316–317
spin wave, 226
spin-connection, 315–316
spinor, 96
spinor theory, nonlinear, 252–253
SSB. See symmetry-breaking, spontaneous
standard model, 221, 236, 242, 275–276, 290–291,

309, 323, 332, 357
state, collective, 251
state, stationary, 111, 116, 133–134, 138, 140–141
statistics
Boltzmann, 119
Bose–Einstein, 119, 124, 131, 157
Fermi–Dirac, 124, 131, 142, 265
para-Fermi, 295

quantum, 15
Stefan–Boltzmann law, 115
STR. See relativity, special theory of
strangeness, 210, 248
stress-energy tensor, 60–61, 69, 85
string theory, 333
structuralism, 345–348, 350–351, 362, 366
structure, 5, 8

chronogeometrical, 51, 59, 84, 155
geometrical, 13, 18, 39, 70, 79, 236
gravitational, 59
hypothetico-deductive, 6, 8
inertial, 51, 53, 56
internal, 19, 300
lexical, 340–341
mathematical, xvii, 6, 9, 15, 18, 21, 44, 63, 240,

344, 346–348
mechanical, 35
of spacetime, 69–70
socio-economic, 12
spacetime, 57, 59, 74
theoretical, xvii, 8, 18, 20, 347, 365

structure function, 259
structures

mathematical, 125
Stueckelberg formalism, 287
SU(2)L � SU(2)R algebra, 231
SU(3) � SU(3)

chiral algebra, 211
symmetry, 211–213, 221

SU(3)L � SU(3)R algebra, 206, 231
SU(4) � SU(4) model, 309
SU(5) model, 309
substance, xvii, 5, 8–11, 15–17, 24, 31

active, 24
continuous, 26
dynamic, 28
ethereal, 23
non-mechanical, 36
physical, 32
primordial, 33

substantiality, 10
sum rule, 213, 216, 231, 258, 298–301

Adler–Weisberger, 213
Callan–Gross, 213
high energy, 213

superconductivity, 231, 248–253, 275, 284
supergravity, 18, 230, 312–313, 322
superimposability, 355
supernova, 101
superselection rule, 253–254
superstring theory, 180, 200, 230, 313, 318, 332
supersymmetry theory, 180, 200, 312, 366
Sutherland–Veltman theorem, 213
symbiont, 256, 277, 279–280

holistic, 278, 281
of spacetime, 281
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primary, 277
scalar-vector, 277–278, 281

symbolism, mathematical, 3
symmetry
BRST, xii
chiral, 203, 206, 214, 231, 242, 254, 292
chiral SU(2) � SU(2), 206
colour, 304, 306
colour gauge, 295
continuous, 327
crossing, 194
dynamical, 219, 297
external, 241, 310–312, 355
flavour, 231, 246
gauge, 211, 237, 267–268, 271, 309–310
global, 231, 235, 296, 303, 311, 355
internal, 19, 95, 210, 241, 311–312, 320, 322
isospin, 205, 211, 239
isotopic, 203
kinematic, 78
local, 235, 309, 311
partial, 292
Poincaré, 319
rotational, 283

symmetry-breaking, 94, 208, 211–212, 219–220, 222,
246, 249, 254–257, 277–279, 281, 291, 309, 329

anomalous, 213, 215, 231, 323, 327, 331
dynamical, 276
induced, 256
spontaneous, 203, 208, 231, 243, 247–249,

252–253, 269, 273–274, 283–284, 286–287,
292, 323, 326–328, 331, 332

synthesis
conceptual, xi
great, 302–303
ontological, xi, 13, 18–19, 236, 313, 322, 337, 354,

356, 358–359, 362, 365

tensor, 96, 373
anti-symmetrical, 91, 93
curvature, 63, 85, 92
energy, 64, 93
Hermitian, 93
metric, 57–60, 66, 69
polarization, 255
Ricci, 60, 76, 373
Riemann, 76, 90
Riemann–Christoffel, 373
Riemannian metric, 56
stress-energy, 69
symmetric, 93, 95

Thirring model, 215, 221, 224–225, 232
Thomas–Kuhn sum rule, 211
’t Hooft’s model, 293
time, xiii, 5, 7, 9
absolute, 6

topology, 105

torsion, 94
transform

Fourier, 147, 151, 153
transformation

Bell–Treiman, 266, 268, 287
canonical, 172–174, 176–177
contact, 324
diffeomorphism, 316
Fourier, 121
function, 122
Galilean, 49–50
gauge, 91, 238, 244, 266, 271–274, 288,

315, 375
group, 239
Lorentz, 46–50, 55, 148, 311
of coordinate, 98
phase, 238
principal axis, 123
scale, 224
space-time, 62
unitary, 135, 174

transition
amplitude, 117, 209
probability, 116–117

transmutation, 280, 294
transmutation, dimensional, 226
tree diagram, 264, 267
tree theorem, 264

UFT. See field theory, united
uncertainty principle, 128, 179, 185, 318
uncertainty relation, 17, 109, 122–123, 130, 150,

154–155
uniformity of nature, 3
unitarity, 185, 192–197, 201, 263–265, 267–270, 287,

292, 296
universality, xiv, 248, 290
universe, Machian Robertson-Walker, 75

V–A theory of the weak interaction, 266
vacuum, 7, 13, 150, 252, 273, 275, 283–284

bare, 185
electron, 170
expectation value, 192, 215, 253, 255, 257, 289
fluctuation, 148, 152, 173, 175, 177, 185, 283
polarization, 255–256, 260–261
state, 16–17, 107, 151, 153–155, 181, 184, 208,

231, 246, 249, 252–253
state, topological, 274

vacuum, degenerate, 246, 248–249, 252–253,
255–256, 273, 278, 283–285

variational principle, 90
vector boson, 203, 211, 214, 242, 252, 263, 265–266,

270, 296
charged, 266–267, 269
massive, 266–267, 277
massless, 277
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vector meson, 186, 262, 266, 286, 310
charged, 263
massive, 290
massless, 261

vector meson dominance model, 203, 243
vector mode, 278–280
massless, 277

vector theory, massless, 265
velocity of light, 100, 128
vertex
axial vector, 219–220
irreducible, 268
mass, 233

virtual quanta, 17, 185, 199, 317

W boson, 242, 276, 287, 294, 310, 329
Ward identity, 219–220, 250, 268, 270, 287, 292
wave, 128–129
de Broglie, 118, 120, 126, 129, 132, 139, 143, 165
de Broglie–Schrödinger, 126
electromagnetic, 33, 42, 107, 127, 129, 138, 141
equation, 29, 31, 120, 129, 135
field, 107, 138
function, 15–16, 118, 121, 125–126, 128–129, 131,

135, 139, 144–146, 151, 177, 238, 248
gravitational, 360
light, 29, 31, 126, 140
matter, 120
mechanics, 124, 127, 130
packet, 128, 130
probabilistic, 129–132, 142, 146
radiation, 130
Schrödinger, 139

wave mechanics, 125, 144

wavelength, 118, 134
Compton, 300, 307

wave-particle duality, 114–115, 118, 123, 129,
148–149

Weinberg angle, 242, 293, 309–310
Weinberg’s model, 277, 281
Wheeler–DeWitt equation, 318
Wien’s law, 113, 115, 119
Wightman function, xii
Wigner’s rule, 157
Wilson loops. See holonomies
winding number, 374
W-meson theory, 186, 228
world function, 89

X boson, 310

Yang-Mills theory, 203, 206, 213, 228, 230, 245, 252,
261–262, 264–265, 267, 269, 283, 287, 293,
320

Yang–Mills–Lee–Sakurai theory, 252
Yukawa coupling, 256–257, 275, 278, 280, 366
Yukawa’s theory of mesons, 157

Z boson, 287, 294, 310, 329
zero-energy theorems, 216
zero-mass, 240–241, 243–244, 246, 253, 255,

264–267

γ5 invariance, 219–222, 231–232, 251, 284, 327
θ vacuum, 274, 294
σ model, 208, 217–218, 220, 269

non-linear, 208
φ4 theory, 232, 258
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