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Introduction

What is the Economics of Electricity about? This is an interesting question that has
no easy answer. We could take the safe path and claim that it is the study of the
electricity markets. But, as economists already know, there is already a specific
economic field devoted to the study of industries, called Industrial Organization. So,
are there any specific features of the economics of electricity that justify a reference
textbook? We believe so. It is true that the economics of electricity is, after all, just
another applied study of economics; but the way the models and tools that are (or
should be) in the hands of any well-trained economist are applied in this field makes
all the difference. There are specific features of power systems, accruing from the
laws of physics and the way power systems have been created and developed
throughout history, which require a careful understanding before applying economic
analysis. Moreover, they imply that the standard approaches of economics, such as
welfare maximization and competition studies, when applied to the electricity sector,
also drive new and interesting results. For instance, economists are trained that
competition induces a selection of technologies and therefore only the most efficient
players survive in the market. In the electricity sector, however, it is natural for
technologies with different efficiencies to coexist; actually, this is even a desirable
feature. Every student knows that an equilibrium with a negative price makes no
sense. In electricity markets, this may occur. And we could continue, but we do not
want to reveal all now. Just read the book through, and you will find those interesting
results yourself.

One final word about a second question that might require a preliminary expla-
nation. To what extent is this textbook new? There are other textbooks on
electricity markets, or power systems, or electricity sector regulation, such as
Biggar and Hesamzadeh (2014), Hunt (2002), Kirschen and Strbac (2004), Perez-
Arriaga (2013), Stoft (2002). They are excellent references, and we have also
made use of them. However, we think that a comprehensive yet accessible text-
book on the economics of electricity is missing. This is the purpose of this book,
aimed at all those who have a basic training in economics, perhaps in Industrial
Organization, but who lack the specific knowledge required in applying economic
models to the electricity sector. We aim to bridge this gap, and, we assure you that
studying it will be worthwhile. It is a rewarding experience; at least, it has been
for us.
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Content of the Book

The book contains an exhaustive and up-to-date discussion of electricity economics.
It seeks to address questions such as: What are the properties of electricity as an
economic commodity? What are electricity markets, why do they exist, and how do
they work? What are the economic principles behind trade, supply, transportation and
distribution of power to consumers and firms? Are there any specific aspects of the
economic analysis applied to electricity systems? How are the different markets orga-
nized and why? How should they be optimally designed and what elements should be
taken into account to deliver electricity effectively and efficiently? How can electricity
production be decarbonized?

The style of the book is technical, yet accessible to all those who have a basic training
in economics. The main and most widely accepted tools of economic analysis are used.
An introduction to the basic elements of power system elements and engineering is also
provided, to help most economics students to become acquainted with the basics of
electricity that have to be taken into account when delivering meaningful and useful
analysis of the sector. Moreover, students in the field of engineering, political sciences,
and physics, who have already had introductory courses in economics will be able to
follow the rationale of the analyses developed and gain insights into the economics of
electricity systems.

The structure of the book is modular. It spans twenty-seven chapters, grouped in eight
parts. The sequence we have chosen reflects a logical path that helps teaching courses on
electricity economics. It can be undertaken sequentially from the first to the last chapter,
or sub-sequences could be constructed depending on instructors’ needs.

Several chapters discuss and provide concrete references to real-world cases that refer
to the concepts developed and explained in the text. Moreover, quick exercises devel-
oped as simple examples help to understand the various theoretical concepts that are
introduced. At the end of each chapter, the learning outcomes focus on key-point
messages.

Part I –Chapters 1 and 2 – presents an introduction to energy and electricity. Chapter 1
covers definitions and unit measures. It deals with the definitions of energy, electricity,
and power; energy sources and carriers; unit measures and energy conversion principles.
Chapter 2 presents a brief history of electricity and electricity markets. Examples on
energy unit measures and conversion help students unfamiliar with those concepts to
become acquainted with them. The fundamental notions of electricity production costs
are then detailed.

Part II – Chapters 3, 4 and 5 – covers the basic features of the power systems and the
design of electricity markets. Chapter 3 describes the Electricity Supply Chain (ESC),
divided into production, transmission, dispatching, distribution, metering and retailing;
it describes their features and specificities. Chapter 4 distinguishes between the physical
and economic delivery of electricity. Chapter 5 describes four different market arrange-
ments under which the ESC can be organized. The time structure of the economic
delivery of electricity, from production to real-time, is also explained. Chapter 6 is an
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overview of the main principles of regulation in the power sector, a brief yet useful
reference to understand the specific problems of regulation in electricity.

Parts III to V are linked by a progressive removal of simplifying assumptions, toward
a more accurate and realistic description of the electricity sector.

Part III – Chapters 7 to 11 – considers simplified isolated markets without network
congestion. Chapter 7 looks at main characteristics of the load (or demand) and power
generation. Chapter 8 explains demand-supply matching. It presents the basic tool for
analyzing the principle of optimal dispatching, namely, the concept of Economic
Dispatching, in centralized markets. While Chapter 8 takes the point of view of a fully
integrated monopoly, Chapter 9 describes the welfare maximization solution of a central
planner, when load is time-varying. Chapter 10 shows under which conditions a full
market solution replicates the optimal planned one. Chapter 11 is devoted to specific
markets delivering services whose aim is to ensure stability and reliability. In particular,
we study how balancing services can be exchanged effectively and efficiently. At the end
of Part III, we provide a link to a web-based platform that introduces a market game.
This simulation replicates the features of a stylized power exchange. The exercise allows
interested readers to become acquainted with the technical side of power plants (tech-
nologies, costs, efficiency, maintenance, CO2 emissions, varying load) and practice the
profit-maximization strategies and the market consequences studied in this part.

Part IV – Chapters 12 and 13 – explains why electricity markets are vulnerable to
market power. The arguments are developed both from a theoretical and an empirical
point of view. First, the main models of market power are analyzed (Chapter 12). Then
the issue of market power measurement is discussed (Chapter 13).

Part V – Chapters 14 to 18 – introduces the economic analysis of transmission
networks, both internally and for import and export of energy. Chapter 14 introduces
the basic problem of finding the optimal dispatching in a two-nodes network, by means
of nodal pricing. The notion of congestion is also introduced. The consequences of
Kirchhoff’s laws in meshed networks are considered in Chapter 15, using the simple
three-nodes case as a reference. Chapter 16 describes the concepts, characteristics and
properties of nodal and zonal pricing in practice. Chapter 17 tackles the issue of network
expansion and the incentives to invest in transmission capacity. Chapter 18 shows the
complexity of setting transmission rights, either physical or financial, and the possibility
of risk hedging with transmission rights and contracts for differences.

Part VI reviews the characteristics and specificities of electricity retailing markets.
Chapter 19 is an overview of theoretical models of competitive electricity retailing
activities, whereas Chapter 20 is devoted to practical examples and implementation
issues in different countries.

Part VII tackles the issue of investments in generation capacity. Following the same
approach as in Part III, in Chapter 21 the optimal investment problem in a planned
setting is introduced first, followed by the competitive market analysis. In real-world
situations, however, incentives to invest can be sustained by specific mechanisms to
remunerate capacity. The theoretical comparison of generation capacity investments
with and without remuneration schemes is carried through in Chapter 22. Then, various
existing capacity remuneration mechanisms are presented and discussed in Chapter 23.
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Part VIII explains the role and importance of the environmental dimension in the
electricity markets and the evolution of the electricity system, with reference to demand-
side advances and innovation at the production, transmission and distribution levels.
Long-term decarbonization scenarios are presented in Chapter 24. The role and features
of renewable electricity production are considered in Chapter 25. The issues arising
from the integration of non-programmable energy sources in electricity systems are
studied in Chapter 26. Finally, Chapter 27 focuses on the Electricity Supply Chain
evolution, with regard to smart grids and new retail services.

Possible Teaching Sequences and Sub-Sequences

The content of the teaching depends on the length of the course, its level, audience
and students’ backgrounds, as well as on the instructor’s interests. Teaching all of the
chapters would require a full-length semester course of sixty hours or more. While this
might sometimes be required, several sub-sequences can be taken out of the structure of
the content of the book.

A typical masters-level course for economics students can be served by teaching
Parts I to V, possibly also including Part VII. If the teaching material has to be shared
with other topics in energy economics, typically gas markets, Parts II and V can be left
out, and Parts I, III, IV taught. When the class focuses on competition and regulation in
electricity markets, we recommend including Part V, and perhaps skipping Part II. There
are also classes on “Energy and Environment.” In this case, the teaching material would
be Parts I, II, IV and VIII. Second-year masters students in energy economics could go
for Parts I to VI. If students are familiar with the basics of power systems, they can skip
Part I and, depending on their background, also Part II. Undergraduate students can refer
to Parts I to IVof the book.
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Part I

Introduction to Energy
and Electricity

Energy economics is the branch of economics that analyzes energy markets. Electricity,
being a form of energy, is contained in the field of energy economics. Thus, electricity
economics is that part of energy economics that refers to electricity markets, namely, the
modalities and features through which electricity is produced, sold and purchased.
We will study it following both a positive and a normative approach. The former refers
to the several ways in which electricity markets are effectively designed around the
world, as well as the possible different steps through which the electricity sector has
progressively been opened to competition. The latter answers the question about how
electricity markets should be designed, taking into account an idealized world (first-best
analysis) as well as the several constraints posed by different real features across the
world and across various electric systems (second-best analysis). However, before
undertaking such a task, we should explain what electricity is. Indeed, we believe that
the nature and physics of electricity have specific characteristics that have to be clearly
understood in order to have a clear picture of the constraints that they pose to the way
electricity can and should be traded. In Chapter 1, we explain what energy and electricity
are and the nature of their relationship. Then in Chapter 2 we specify the characteristics
of electricity as a type of energy and briefly consider the evolution of the set of
appliances, tools and technical apparels that enable it to be exploited.
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1 Basic Principles, Definitions and Unit
Measures

1.1 Introduction

In this chapter, we explain the meaning of energy and electricity. We introduce tools and
concepts that will be needed in the following chapters. Indeed, the physical laws that
govern electricity constrains the economic activity of players. In order to understand
why, we need briefly to describe the basics of energy and electricity.1

1.2 Basic Principles of Energy

Electricity is a shortcut word for electric energy. It is a form of energy. But, what is
energy? There are several possible definitions. In brief, energy is whatever enables
a body to do work.Work, in the physical sense, is a displacement against a resistance; we
thus have a possible definition of energy, as stated in Newton’s second law of motion:

definition. Energy: the capability to do work, i.e., a displacement against
a resistance:

E ¼ F � x; ð1:1Þ

where F is a force, measured in Newtons, and x is a displacement, measured in any unit
measure of distance, such as meter. Therefore, energy, E, is measured in Newton-
meters. It is also measured in joules, where one joule corresponds to one Newton-
meter:

definition. Joule: the work done, or energy transferred, by an object when a force of
one Newton displaces it for one meter.

The above definition refers to work done, or energy transferred. Where is that energy
transferred? In order to understand, it is useful to distinguish between usable work and
residual heat, where the former could also be usable heat, while the latter is the residual
heat that is always generated when some energy does work but cannot be captured in any
useful way. Let us explain this concept better. We have said that the energy that exerts

1 This chapter presents just an introduction to the topic. For a more thorough discussion, see Shepherd and
Shepherd (2014).
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a force does work. Heat is energy that does not carry out work. A force is the product of
mass (m) and acceleration (a):

F ¼ m � a: ð1:2Þ
For the case of linear motion, acceleration is the rate of change of velocity (v):

v ¼ dx
dt

; ð1:3Þ

a ¼ dv
dt

; ð1:4Þ

where the unit measure of velocity is meters per second (or any other ratio of distance
over time), and acceleration is meters per second squared (it is simply the derivative of
distance per time over the same unit measure of time). Therefore, we have:

E ¼ m � a � x;
E ¼ m � dv

dt
� x;

E ¼ m � dv
dx

dx
dt

� x;

E ¼ m � v � dv
dx

� x:

ð1:5Þ

Equation (1.5) shows that energy is the product of the linear momentum, i.e., the

(linear) velocity that holds the mass, and the term
dv
dx

� x, which represents the applied

force that gives rise to the relative change in the velocity, for a given distance.
A mass possesses two kinds of energy: potential energy and kinetic energy. The first

depends on the position of the mass, the latter on its motion. The potential energy is
given by the gravitational force, applied to a mass at a given height (h) above a given
plane:

EPe ¼ g � m � h; ð1:6Þ

where g is the gravitational constant, whose value is g ffi 9.81 m/s2 (note that it is an
acceleration). We say that a mass of one kilogram, placed at a height of one meter, that
receives a constant acceleration of one meter per second squared, has a potential energy
of one joule. The kinetic energy associated with a linear motion depends on the mass and
the velocity by means of the following equation:

EKe ¼
1

2
� m � v2: ð1:7Þ

Equation (1.7) shows that linear momentum is nothing other than the rate of change of

kinetic energy with respect to velocity:
dEKe

dv
¼ mv. From Equations (1.5) and (1.7), we

can easily see the relationship between kinetic energy and work done:
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W ¼ dEKe

dv
dv
dx

� x;

W ¼ dEKe

dx
� x:

ð1:8Þ

The work done, i.e. the energy transferred, is just the change in the kinetic energy
between any two locations (i.e. for a given displacement).

Both kinetic energy and potential energy satisfy the principle of conservation of energy
stated in the first law of thermodynamics, namely, that the internal energy of a system equals
the work done by the system, and therefore total energy remains constant. Heat goes from
hot to cold bodies, thus establishing the irreversibility of energy transfer in natural processes,
as stated in the second law of thermodynamics. An example can usefully explain how these
two laws are related to the energy concepts that we are introducing in this chapter and why
they are important. Consider the short experiment described in the Example 1.1:

Example 1.1 A Simple Experiment Let us perform a simple experiment. Please, stand up
(if you are reading this book seated in a public library or if you believe you might disturb
someone around you, please don’t do it, just imagine it!) and let the book fall to the
ground. Then, take the book again, and continue to read it.

Done? Well, what has happened? We suppose you heard some noise. Why? Where
does the sound come from? Figure 1.1 works out the experiment from the energy point of
view.

Figure 1.1 represents the energy of the book that falls at different points in
time: 1) when you were holding it in your hands standing up; 2) right after you left

m

m

m

m

Epe = mgh

Epe = mgh1

Epe = mgh2

EKe = m½v1
2

EKe = m½v2
2

EKe = 0

Epe = 0
EKe = 0

h h1

h2

X2 X3

x1

1) 2) 3) 4)

Figure 1.1 An example of energy associated to a mass m falling under gravity
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it falling to the ground; 3) a few instants before it hit the ground; 4) after it hit the
ground.

We can see that at point 1 all the energy of the book is potential energy. It is the product
of the mass of the book, the height at which you are holding it in your hands and the
gravitational constant. As soon as you release it, it starts falling, running some distance
x1, and therefore reducing the remaining height to h1. Some of the potential energy,
namely, the difference between the whole potential energym g h and the actualm g h1, is
converted into kinetic energy, measured by ½ m v2. Obviously, the speed increases with
the distance x, reaching its maximum just before the book hits the ground. At point 4, the
book, after hitting the ground, has no more energy: there is obviously no kinetic energy
(there is no velocity when the book lies on the ground), and no potential energy either,
given that the ground is the datum plane (the height is zero). But the book has done work,
i.e., there has been some energy that has displaced its mass through the distance x. Where
has it gone? All the energy, i.e., the work done, which was accumulated in the change in
the potential energy from zero (when the book was in your hand) to its maximum (right
before it hit the ground) has been transferred to the system that contains the book (the
room where you are doing your experiment) in several forms corresponding to different
lengths of electromagnetic waves, namely, sound, heat, light, etc. This is why it is
important to distinguish between work and residual heat. The energy transferred to the
system cannot be recovered; it is somehow lost.

Let us have a further look at the consequences of the laws of thermodynamics. The
second law of thermodynamics, stated differently, affirms that total entropy of an
isolated system always increases over time. As a consequence, the energy transfer in
a system is irreversible. Entropy, roughly speaking, can be defined as the amount of
energy that cannot be converted into work. It is a measure of the spontaneous molecular
disorder. It can be understood starting from the definition of change in entropy:
dS = dQ/T, where S is entropy, Q is heat and T is the temperature (in degrees kelvin).
Note that heat is not the same as temperature: the former is the amount of energy
capacity (to do work either directly as thermal warming or indirectly through conversion
in some other form of energy), while the latter is a measure of the hotness. Therefore,
entropy is just the ratio of the heat over the temperature:

S ¼
ð
 dS ¼

ð

dQ
T

¼ Q
T
: ð1:9Þ

The second law of thermodynamics simply states that:

dS ≥ 0: ð1:10Þ
A machine, or a heat-work system, is defined by the energy that is used in it when

doing work or that is added to it in order to perform the work. The consequence of the
first law of thermodynamics applied to a heat-work system is that the energy of the
machine corresponds to the difference between its initial and the final heat:

E ¼ Ql � QH ; ð1:11Þ
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Where QH is the initial heat and QL is the final one. According to the second law of
thermodynamics, heat goes from hot to cold bodies, and not vice versa. We can describe
the heat transfer in an ideal machine by means of the so-called Carnot machine,
represented in Figure 1.2.

Assume there is an original source of energy stored at temperature TH. Call it the
boiler (to ease the metaphoric interpretation of the heat-work machine as a heat pump,
for instance, a sink where water is boiling). The original energy is QH. The machine
carries out work in the engine; for instance, the steam that derives from the boiling water
is used to rotate a turbine. The amount of energy is E =QL −QH (notice that this figure is
negative because it represents the energy that is extracted from the machine, not added to
it). Then the temperature cools down, for instance the steam temperature is reduced to TL
(steam is condensed in the condenser, which could as well be the atmosphere where it is
released into). Notice that entropy is reduced when the liquid flows from the boiler into
the engine, since heat is subtracted from TH, while it is increased when the hotter liquid
(or steam) flows into the condenser, since heat is added to TL:

S ¼
ð
 dS ¼ �SH þ SL ¼ QL

TL
� QH

TH
; ð1:12Þ

Where SH is the entropy of the energy transfer from the boiler to the engine,while SL is the
entropy added to the system when energy is added to the condenser. Given that dS ≥ 0 we
have:

QL

QH
� TL
TH

≥ 0;

QL

QH
≥
TL
TH

;

1� QL

QH
≤ 1� TL

TH
;

and recalling that E ¼ QH � QL we have:

E
QH

≤ 1� TL
TH

: ð1:13Þ

The left-hand side of the equation above represents the ratio of the energy output of
the machine over the energy input. We can call this term the efficiency of the system,
usually denoted by η:

“boiler” TH
Heat

engine “condenser” TL

 QH  QL

Figure 1.2 The ideal Carnot machine
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definition. Energy Efficiency (η): the ratio of the energy output of a system over the
energy input.

The right-hand side ratio is the ratio of the final temperature over the original one,
measured in kelvin. The absolute zero kelvin is not reachable in a physical system,
therefore the right-hand side will always be less than one. Equation (1.13) then shows
that the efficiency of an energy system, albeit theoretical, will always be less than one,
i.e., it is not possible to fully convert all energy input QH into usable work. Some of it
will always be lost, i.e., transferred to the environment where the system is placed.

Notice that the efficiency stated in Equation (1.13) is a theoretical one, also called
Carnot efficiency, since it corresponds to the application of the second law of thermo-
dynamics to a theoretical machine. In reality, the efficiency of a machine will be far less
than the Carnot one, since further losses are employed in all energy transfer processes.
But in any case, Equation (1.13) shows that all energy transfer processes inevitably
imply some inefficiency, which can be reduced by improving the process, but never
eliminated.

1.3 Primary Energy Sources and Energy Carriers

There exist several forms of energy that can be classified on the basis of their properties
(energy forms), or on the basis of the substances that contain the energy (energy sources):

• Energy forms: mechanical, chemical, thermal, radiant, nuclear, electrical.

• Energy sources: coal, oil, gas, uranium, hydro, biomass, wind, solar, geothermal,
ocean energy.

Like all taxonomies, this is artificial, and the frontiers of the definitions are rather
weak. For instance, thermal energy is also referred to as heat, while radiant energy can be
referred to as light and electromagnetic radiation, even though electromagnetic radia-
tions of different length are indeed heat, light, sound, electricity, etc. Moreover, a given
energy source can be classified in one or more energy forms. For instance, uranium is the
only source of nuclear energy that we are able to convert through fission of its nucleus
into electric energy, while solar energy is indeed radiant energy but also thermal and
electrical energy.

Electrical energy is energy due to the movement of electrons induced by electro-
magnetic force, as we will explain in Chapter 2. In this chapter, it is useful to introduce
a further classification of energy that helps to analyze the specificities of the electricity
sector. We can consider different levels of energy usage, either directly or through some
transformation. In particular, it is useful to distinguish between primary energy sources
and secondary energy sources, also called energy carriers:

definition. Primary energy source: an energy source that can be directly used in
some system.
definition. Energy carrier: an energy source that derives from the transformation of
some primary energy source.
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The above definitions require some further comments. All energy sources, when used,
are converted; after all, this is what we have seen in the description of the Carnot
machine. Therefore, all sources require some system to be used. These energy sources
can be directly used, in the sense that they exist in some form and can be used in the
system. The energy carriers, on the contrary, do not exist as energy sources, but are the
product of the conversion of some primary energy source into some other form of
energy. From the point of view of economics, energy carriers are intermediate products
of some primary transformation process. They are produced in order to be further used.
Electricity is an example of an energy carrier.

Figure 1.3 helps to understand the difference between primary energy sources and
energy carriers. The figure shows that primary energy sources of different forms can be
transformed to give rise to different energy carriers. For instance, from hydrocarbons we
can obtain heat by burning coal, oil or gas, but also from biomass or geothermal energy.
Liquid fuels, such as gasoline or diesel, are derived from the refining of hydrocarbons,
but also from coal (called Synfuel), natural gas or biomass. Gaseous fuels come from the
cultivation of gas fields, but also from the refining of other hydrocarbons or even from
biomass. The economic activities that allow the usage of primary energy sources are
called upstream activities. For hydrocarbons, these are the activities of prospecting,
exploration, extraction refining and distribution. For other primary energy sources, not
all of these activities are relevant, while some other parts of the upstream activities
require significant investment to obtain the carrier, such as research and development for
ocean energy, for instance or cultivation for biomass

Electricity, as an energy carrier, is obtained from the conversion of several primary
energy sources. These primary energy sources are transformed into fuels that are then
further converted into electricity through power generation. For instance, oil or coal can
be burned to generate heat that is converted into electricity in thermal power plants, or
the potential energy of water contained in a dam is converted into electricity exploiting
the kinetic energy of water through hydropower production. Note, however, that any
energy conversion implies some loss of energy. Therefore, for the case of electricity, we
must consider losses due to the efficiency rate of power production, as well as the losses
due to the efficiency of the whole process of making electricity available to end

Primary 
energy 
sources

Energy 
carriers

sources specific upstream activities*

heat solid fuels liquid fuels gaseous fuels electricity

coal oil natural gas uranium hydro biomass wind solar geoth. ocean en.

* = depend on sector specific investments. For hydrocarbons: prospecting; exploration; extraction;
refining; distribution. .

Figure 1.3 Primary energy sources and energy carriers
Source: our adaptation from Sims et al. (2007), Figure 4.1.
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consumers, called Electricity Supply Chain (ESC) (see further below). The efficiency of
the ESC is sometimes referred to as system efficiency. The reason why it is useful to
convert primary energy sources into electricity even if this implies losses, or sometimes
even converting some other energy carriers into electricity for instance by burning gas or
gasoline in engines, will be apparent when explaining the properties and characteristics
of electricity as an energy carrier.

1.4 Energy Units and Energy Measures

Recall the following definitions of multiple of units as stated in the International System
of Units2 (SI):

We have already encountered the joule as the unit measure of energy. However, there
are other possible unit measures for energy. Some of them derive from the way the
energy concepts were discovered and defined throughout history. A first important
equivalence is between joule and watt-second (Ws):

1 Joule ¼ 1 watt-second: ð1:14Þ

What is a watt-second? In order to understand this we have to explain the relationship
between energy and power.

definition. Power: the time rate of the work done by the energy. P ¼ dE
dt

:

Power is an instantaneous (timeless) measure of the rate of conversion of energy, i.e.,
of doing work. Therefore, power and energy are linearly related to the time:

E ¼ P � t: ð1:15Þ

The unit measure of power in SI is the joule per second [J/s], called the watt [W].
Using the second as the unit measure of time in SI, we have the equivalence stated in
Equation (1.14).

There are other measures of power, such as the horsepower [HP], an old British power
unit: 1 HP ≡ 745.7 W ≡ 0.7457 kW.

Table 1.1 Multiples in SI units

Factor Name Symbol

103 kilo K
106 mega M
109 giga G
1012 tera T
1015 peta P

2 See Taylor and Thompson (2008).
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Some unit measures of energy are calories and British Thermal Units [BTU].
A calorie is defined as the amount of energy needed to raise the temperature of one
gram of water by 1 degree Celsius. It corresponds to 4.1868 joules. The BTU is defined
as the amount of energy needed to raise the temperature of one pound of water by 1
degree Fahrenheit. It corresponds to 1055.06 joules.

Using Equation (1.15) we can express power using all measures of energy. If time is
expressed in seconds, its multiples are hours, days, etc. It is common to relate power to
calories considering kilocalories per hour [kc/h], and 12,000 BTU per hours, called
tonnes of refrigeration [12,000 BTU/h].

Similarly, it is possible to convert multiples of watt-second using the
equivalences of times. For instance, we know that there are 60 seconds in
a minute, 3,600 seconds in an hour. Therefore, 3,600 watt-seconds correspond
to 1 watt-hour.

Time units are additive. Any combination of power and times that give rise to 3,600
watt-seconds correspond to one watt-hour. For instance, the power of 3,600 watts that
generates energy for one second corresponds to 1 watt-hour. But we can also have one
watt-hour if we have a power of 1,800 watts that does work for two seconds, since
1; 800 � 2 ¼ 3; 600, or any other possible combination of power and time that give the
same result.

There exist other unit measures for energy that take into account the average
energy embedded in several energy sources. The purpose of these measures is to
express the energy content of different primary energy sources using a common
unit measure. Indeed, there exist several types of substances that we call coal, oil,
gas, etc. depending on the different specific weight, sulfur content, caloric power,
and so on. These sources have been standardized with respect to the energy
content, and then all primary sources but oil converted in fractions of energy
with respect to the energy content of oil. This latter is called Tonne of Oil
Equivalent.

definition. Tonne of Oil Equivalent (TOE): the amount of energy embedded in
a standard tonne of oil.

It is also common to express the equivalence in terms of barrels of oil equivalent
[BOE] rather than tonne. Taking into account that there are 158.987 liters in a barrel,
using a standardized specific gravity of 0.88 (i.e. 1 l = 0.88 kg) we have a conversion of
1 BOE = 0.14 TOE. Obviously, for the oil itself the unit measure is rightly termed as just
Tonne of Oil or Barrel of Oil.

Learning Outcomes

• Energy is the capability to do work. In physics, it is the force that makes
a displacement against a resistance. It is measured in joules. The force depends on
the mass; a mass possesses potential energy and kinetic energy.
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• Energy follows the laws of thermodynamics. In the conversion process of potential
energy into kinetic energy, some energy is transferred to the system in which the work
is done in a form that cannot be recovered, called heat.

• The Carnot machine can be used to show that energy efficiency, namely, the ratio of
energy output of a machine over the energy input, must be less than one because of the
first and second laws of thermodynamics.

• There are several forms and sources of energy. Depending on the usage of energy, we
can distinguish primary energy sources, directly used in energy systems, and energy
carriers, derived from transformation of primary energy sources.

• There exist several unit measures of energy. One joule is equivalent to one watt-
second, namely, the power of one watt for one second. Power is the instantaneous rate
of conversion of energy. The International System has standardized the equivalences
between the several unit measures of energy and of power.

• ATonne of Oil Equivalent is a unit measure of primary energy based on the average
energy content of oil, as a reference for primary energy source.
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2 Introduction to Electricity: Brief
History of the Power Industry

2.1 Introduction

Electricity is a man-made product. Of course, this is a false statement: electricity is
a form of energy that exists in nature. But the way this energy has been developed
and adapted in order to provide useful services is indeed an invention of mankind.
The structure of the technical relationships that enabled the generation and provi-
sion of electricity to consumers, that we call the electricity system, was established
at the end of the nineteenth century and has undergone a continuous process of
evolution and adaptation ever since. There are several components of the complex
system that allow the provision of electricity in a useful way to consumers.
We describe the Electricity Supply Chain (henceforth, ESC) in Chapter 3.
However, before doing so, we detail here the specific characteristics of electricity
as a type of energy, and how the ESC has been developed from its early days.
Moreover, we briefly review the main features of the technologies that allow the
generation of electricity in the ESC.

2.2 Basic Principles of Electricity

Electricity is a form of energy.1 It is the energy that allows work to be carried out through
the ordered flow of electrons. The word ordered here plays a crucial role. Recall
Equation (1.15) and the definition of power. For the case of electricity, power is the
product of voltage and current:2

P ¼ V � I; ð2:1Þ

where P represents power, measured in watts, while V stands for voltage, measured in
volts and I for current, measured in amperes. What are current and voltage? Consider the
following definitions:

definition. Current: the instantaneous ordered movement of electrons through a
medium.
definition. Voltage: the differential in electric potential between two elements.

1 As before, for more on the basic principles of electricity see Sheperd and Sheperd (2014).
2 This is true for Direct Current, and only partially true for Alternating Current. See further below.
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A useful comparison can help understand the relationship between voltage and
current. Electric energy is the energy that derives from the movement of the
electrons through a medium, also called a conductor. This movement can be
induced by several factors, such as a magnetic field for instance or the electric
imbalances of atoms that are not in a state of electric stability. We can imagine the
flow of electrons through the conductor, for instance through a cable, as the flow of
water in a pipe. Even though this metaphor could be misleading, since the flow of
current can be reversed, as we shall see later, it helps visualize the voltage and the
current. The former is like the pressure of the water on the pipe, the latter the flow
of water through it. Voltage is sometimes called “potential difference,” “electric
potential difference,” “electric tension” or “electric pressure.” The first two terms
in particular refer to the definition of voltage as the difference in potential electric
energy between any two points per unit of electric charge (either positive or
negative). There is electricity if there is the potentiality of having electrons moving
through a mean, and this potentiality is indeed what voltage is. Two aspects are
worth emphasizing. The first is that, obviously, a potentiality is just a necessary
condition to have energy flowing, but not a sufficient one. If there is no current,
there is no energy delivered and therefore no electricity. The second aspect is that
a voltage is a timeless measure, since it refers to the potentiality of energy flow,
not the flow itself.

We have mentioned the term “ordered” movement in the definition of electri-
city. What does this mean? In order to understand it, let us imagine electricity as
a flow of electrons, generated by an impulse (whatever it is) that proceeds
through a conductor, for example a cable. When electrons “flow,” they induce
the electrons of the atoms of the cable to move from atom to atom, as if they
were “pushed” by the movement. But some electrons of the conductor would
move randomly, colliding among themselves, and thus instead of pushing the
electrons of the cable (e.g. copper) to jump from one atom to the other, they
would simply collide among them. This random movement would increase the
heat of the cable, but would not turn out into a useful work. The latter would be
the activity that can be performed thanks to the ordered movement of the
electrons at the end of the circuit. For instance, this movement of electrons
generates an electromagnetic field, and this can be transformed into mechanical
work. This is called an electric engine. Or by capturing and storing this move-
ment of electrons in a properly designed device, made of specific metals; this is
called a battery.

Thus, like any form of energy, some of the electric energy is not converted in
useful work, but simply lost as heat in the system. The amount of such a loss, or
vice versa, of the relative share of useful work that can be done, depends on the
characteristics of the medium through which the electrons flow, and in particular
on its resistance:

definition. Resistance: the measure of the difficulty that the electric current has in
passing through a conductor. It is measured in ohms.
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Resistance3 is linked to voltage and current through the following equation, called
Ohm’s law:

R ¼ V
I
: ð2:2Þ

This is not always true for all materials, but it is mostly true. Therefore, Ohm’s law can
be regarded more as an empirical regularity rather than a proper physical law.
The opposite of resistance is called conductance, and is a measure of the ease with
which current passes through the conductor. It is important to understand that resistance
depends on several aspects of the conductor, and in particular on its intrinsic ease or
difficulty in passing the electric current through it. This intrinsic property of the
materials is called resistivity and its inverse is conductivity. Resistivity (or conductiv-
ity) is an intrinsic property of the material while resistance (or conductance) depends on
the resistivity (conductivity) as well as on the length and the surface (cross-sectional
dimension) of the material. The relationship between resistivity and resistance is given
by the following equation:

ρ ¼ R
A
l
; ð2:3Þ

where R is the resistance, ρ is the resistivity of a given material, A is the cross-sectional
area of the material, l its length. A resistance of one ohm for a surface of one meter
squared and a length of one meter gives a resistivity of one ohm-meter.

Somematerials have a low resistivity and thus, for a given sample (surface and length)
a rather low resistance. They are said to be “good” conductors, such as copper and
aluminum. Some others, characterized by a complex molecular structure, have a high
resistivity, a low conductivity and therefore for a given sample they show a high
resistance: they are insulators, such as rubber and wood. By solving Equation (2.2) for
resistance it is apparent that the same level of resistance could be obtained with two
different conductors, adjusting their respective surface and length. For instance, say
there are two conductors of different resistivity, C1, with a lower ρ and C2 characterized
by a higher ρ. Assume that their length and shape is given, for instance, they are
cylindrical cable of one meter each. In order to have the same resistance, C1 can be of
a smaller surface, while C2 must increase the diameter of the cable by the square of the
radius in order to overtake the higher resistivity.

We have already mentioned in Equation (2.2) the relationship between voltage and
current, and what voltage is, using the hydraulic metaphor developed earlier in the text.
However, a further element should be taken into account when thinking about the
relationship between voltage and current, which depends on the resistance. It is not
the voltage itself that determines the flow of energy, but the voltage drop, namely, the
difference between the voltage at the beginning and at the end of a circuit. As in a pipe, it
is not the pressure itself of the liquid that determines its flow, but the difference between

3 The counterpart of resistance for AC circuits is called “Impedance.” It has both a magnitude and a phase. See
further below for definition of AC and phase.
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the pressure at the beginning of the pipe and the pressure at the end. Even if at the
beginning there was a high pressure, if there was also a concomitant high pressure at the
end of the pipe that contrasts the inflow pressure, there would be a limited flow. This
limited flow has to overtake the resistance of the medium through which it is flowing in
order to pass. For instance, if the pipe is full of sand, there is a much higher resistance
than if the pipe is empty. This is the role played by the resistance.

We have seen that the useful work performed by the electric energy is the work due to
the ordered flow of electrons through the medium (i.e. it is the current that matters):
whenever there is a need for electricity there is the need for current. The path of the
electron flow is called electricity circuit. The intermediate point of a circuit in which
electrons face a resistance (i.e. the point in which they are “used”), is called electrical
load, or simply load:

definition. Load: the portion of an electricity circuit that consumes electric energy.

Sometimes, the load takes the form of a resistance. A high resistance induces a high
amount of heat and a limited current flow. Amatter with high resistivity implies that a lot
of energy is converted into heat by that material itself. But this is exactly what might be
needed, for instance, if the load is a resistor that is designed to convert the electrical
energy into heat or light (which are just electromagnetic waves of different length), as in
an incandescent light bulb or a heater. By combining Equations (2.1) and (2.2) we can
calculate the amount of power dissipated by the load, depending on the resistance and
the current, by the following equation:

P ¼ R � I2: ð2:4Þ

The difference in the electric pressure (i.e. the voltage), determines the current flow
through Ohm’s law. This is true (for those materials for which Ohm’s law is respected)
for Direct Current (DC), while it is more complex for Alternate Current (AC). But, what
are DC and AC currents? Recall that the current is a signed quantity. The negative sign
denotes the power source, since electrons conventionally have a negative charge.
The positive sign denotes the point of the circuit in which electrons return back (i.e.
leave the circuit). The load is in between the negative and the positive poles. In DC
circuits, current always flows from the negative to the positive node. In AC circuits,
current reverses its direction and it flows first from the negative to the positive pole and
vice versa. The time of such a reversion is called a period, and the number of complete
cycles is called frequency. The unit measure of frequency is hertz (symbol Hz).
The normal frequency of electric systems is 50 Hz in Europe, 60 in the United States.

For AC systems, Equation (2.1) needs to be adjusted. It is not correct to refer to just
a single power for AC. Other concepts have been developed, that are linked among
themselves: the apparent power, the active power and the reactive power. Let us see what
they are. Assume that voltage and current have a sinusoidal shape. If the load in an AC
circuit was just resistive, the voltage and the current invert their polarity at the same time.
Therefore, their product would always give a value that is either positive or null.
Equation (2.1) would then provide an exact measure of a system power. This power is
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what we call active power. In this case, we say that the system provides only active
power. However, when the current and voltage are not at the same phase, there are values
of current and voltage whose product is negative. This is called reactive power.
A reactive power does not denote useful work that can be done for the load, but rather
subtracts the possibility of providing energy to the load from a given power generator.
The extreme case would be voltage and current out of phase with a 90° angle, since for
two half cycles the product of voltage and current would provide positive figures and for
the other two halves negative figures that exactly counterbalance the positive one. Thus,
on average, we would have a zero value for active power. But energy has been produced
and transmitted. Where has it gone? It has inverted its flux completely, going from the
power generator to the load and back, thus providing zero useful work, just wasting all
the energy heating the conductor. In this case, all the power would just be reactive power.
The degree of difference between current and voltage expresses the phase. Its symbol is
conventionally the Greek letter φ. For AC, Equation (2.1) needs to be replaced by:

P ¼ V � I � cos φ: ð2:5Þ

Equation (2.5) measures active power. When current and voltage are in phase, φ = 0,
and cos φ ¼ 1. Equation (2.5) coincides with (2.1), which holds true for DC. There
would be no difference between active power in an AC circuit and power in a DC one: all
power is just active power. However, if current and voltage are not in phase, cos < 1, and
the power supplied (which is active power) is lower than the maximum possible one, the
difference is the reactive power. This maximum possible power level is expressed by the
concept of apparent power, which is the magnitude of the vector sum of active and
reactive power. In Equation (2.5), active power is given by the product of current and
voltage, (when these are calculated as root mean square (r.m.s.)4). The ratio of active
power over apparent power is called the power factor PF, and it coincides with cos φ:

PF ¼ active power
apparent power

¼ cos φ: ð2:6Þ

Power factor is a useful summary statistic. It measures, in a circuit, for a given
voltage, the fraction of the current supplied that is doing useful work, the complement
to one being just reactive power. In a large circuit, or system, it is apparent power that
matters when designing it. Indeed, unless the load is purely resistive, every increase or
reduction of the power by adding or subtracting a power generator or a load changes the
apparent power, not just the active one, depending on how this load or generation is
phased with the rest of the system.

The typical current of a modern electric system is a three-phase AC current; namely,
there are three main conductors and a central neutral one (the positive pole), and in each
conductor there is the same voltage, but of one-third out of synchronism with each other
at each point in time. This might seem complex (since it requires synchronizing each

4 The root mean square is the square root of the mean of the values squared.
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phase to every possible increase or decrease of the load), but it is extremely flexible for
domestic or industrial usages.

The three-phase current is obtained (in its simplest format) by rotating a magnet or
electromagnet, called the rotor, surrounded by three coils of wires, called the stator.
This apparel is called a three-phase alternator. On the contrary a DC current, which is
the current that flows from twomaterials of different electric potentiality through a mean
(as it happens in a battery) can be generated, in its simplest form, in a dynamo.
The dynamo is a power generator in which a coil of wire rotates between a magnet (or
electromagnet). Why has AC current been invented, and why is it widely used in every
electric system? In order to answer these questions, we should briefly review the history
of the development of the electricity industry. All in all, an economic issue has deter-
mined the “supremacy” of AC over DC current in modern electricity systems.

2.3 Brief History of the Commercial Development of Electricity

The commercial usage of electricity began in the nineteenth century. It is still widely
used today and will probably continue into the future. The electricity era, as it has been
named, has been anticipated, supported and fostered by a vast number of scientific
discoveries and technological developments. We will not provide a full account of the
history of electricity here.5 We focus only on the economic causes and consequences of
the electrification of economic systems.

There have been three main “killer applications” that have pushed the usage of
electricity around the world: 1) electric lighting; 2) the development and usage of
electric engines; 3) the “portability” of electricity through the development and usages
of batteries and the usage of electricity for transportation services.

1) Electric lighting: The need for lighting, when there is no sunlight (as occurs at
nighttime or in closed rooms) has always been a human need, generally tackled by
means of burning some natural or mineral oil. However, this had its drawbacks in
terms of large externalities (smoke, danger) and above all high cost, due to the limited
efficiency of lighting by means of burning. In the nineteenth century, public lighting
started to be developed by means of coal and gas lighting, followed by carbon arc
lamps,6 which would use electricity to provide lighting. Again, this was rather
expensive, and its management and operation was extremely labor intensive.
The crucial development proved to be the introduction, by Thomas Edison,7 of the

5 There are several interesting books on this. We suggest, for instance, the vivid account written in the chapter
on electricity by Everett et al. (2011).

6 A carbon arc lamp is a lamp that produces light by an electric arc between carbon electrodes in the air. It was
invented by Humphry Davy (see https://en.wikipedia.org/wiki/Humphry_Davy) at the beginning of the
1800s, and commercialized around 1870. It is the basis of modern fluorescent lamps.

7 Thomas Alva Edison was an American business and inventor. He invented and/or developed, among other
things, the phonograph, the motion picture camera and the light bulb. He is regarded as one of the greatest
American inventors, as well as a successful businessman. He also founded the General Electric Company,
which is still one of the largest companies in the world (see https://en.wikipedia.org/wiki/Thomas_Edison).
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incandescent light bulb, which was far more reliable, lasted longer and was much
more flexible than carbon arc lamps. They started as a status symbol for rich people,
but technological developments enabled huge cost reductions: after its introduction
into the market, in just three years the cost of lamps dropped bymore than 90 percent.
The spread of electric lighting had a dramatic consequence: it allowed many people
among the working classes and even poor people to get rid of the day-night constraint
and it reduced risks and health dangers. In economic terms, it pushed labor produc-
tivity and increased welfare. It had another consequence, which is extremely relevant
for the evolution of electricity systems. Adding new customers created large econo-
mies of scale, since it was far cheaper to serve new additions of lamps by extending
existing electricity circuits served by some power plants. The basics of the electricity
system supply chain were established. To begin with, it seemed natural to serve
lighting through Direct Current. After all, lamp light is the simplest example of
a resistance in a DC circuit. Edison was in favor of DC, but it was soon replaced by
AC systems, invented by Nikolas Tesla8 and developed by theWestinghouse Electric
Corporation together with the spread of the electric engine, which is the second
“killer application” we review here.

2) Electric engine. The electric engine inverts the scheme used in power generators to
produce electricity: the latter converts rotating energy into electricity; the former
turns electricity into rotating force. It is possible to power an engine with DC and AC.
Tesla showed how to use an AC current in the electric engine, and laid down the
foundation to use the three-phase AC in electric motors, which is the standard that
continues to be used today. The crucial element was the high efficiency of the energy
conversion, that in AC three-phase engines can reach up to 90 percent. This led to
their widespread usage in factories. A cheap and flexible source of energy was
available for use in the textile industry, mechanics, manufacturing, and similar
industries. Moreover, the AC current could be used by picking up any of the three
phases in small electric engines, which, albeit being less efficient than the three-
phase ones, would still provide cheap available energy to engineer and mechanize
some tasks which hitherto had been provided by human labor: it was the beginning
of what eventually became the widespread diffusion of domestic usages of electric
engines for cooling (refrigerators), washing, and similar applications. The develop-
ment of the electric engine came hand in hand with the spread of AC systems. Both
DC and AC systems had several advantages: the former was flexible enough to be
used with lamp lights and could be backed up by batteries. The latter was sufficiently
powerful to provide energy for engines, and could still be used for lamplights. Albeit
more complex, however, AC had a crucial advantage over DC which eventually
determined its widespread adoption. The voltage of an AC current can be very

8 Nikola Tesla (see https://en.wikipedia.org/wiki/Nikola_Tesla) was a Serbian inventor, mechanical and
electrical engineer who emigrated to the United States, where he would eventually become a naturalized
citizen. He carried out several fundamental studies on electricity and electromagnetism, and developed
patents. In particular, he pioneered the research and development of the AC motors and polyphase AC
systems that he eventually licensed to the Westinghouse Electric Corporation.
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efficiently increased and decreased in a transformer.9 The loss of energy in modern
transformers can amount to a very few percentage points. As we have seen in
paragraph 2.2, in order to be transmitted electricity has to overcome resistance
of the line though which it is transported, and this, for a given resistivity of the
conductor and a given length of the cable, depends on the voltage. Recall Equation
(2.1): a given amount of power implies a small amount of current, at a high voltage,
while at a low voltage it entails a much higher amount of current. When the voltage is
low, for a given resistivity of the conductor and a given length, it is necessary to
increase the size of the cable to the square of its radius to overtake the resistivity and
transmit the current (or, to put it differently, too small a cable would simply get
burned without being able to transmit the electricity). On the contrary, by increasing
the voltage a cable with a much smaller diameter can be used to transmit power. This
advantage has determined the “supremacy” of AC over DC. Current is what is
needed by end users. By using transformers, AC current can easily and efficiently
be increased in voltage, which allows power stations to be sited at a distance from the
end users. This flexibility, in turn, pushed the use and deployment of hydropower to
produce electricity, which was typically located far away from end users. Moreover,
it allowed disentangling the locational choices of industries from the places where
the primary sources were available. The length of transmission cables increased, as
well as the size of power stations. Then, by reducing the voltage at stations close to
the end users, the current needed by devices could be forwarded to customers with
a (relatively) low loss of energy. The structure of modern electricity systems was thus
laid down.

3) Transportation services and services made available through stored electricity.
Another fundamental impetus to the usage of electricity came from the development
of batteries and electricity used for transportation services, which would benefit from
the development of batteries (as well as from the spread of electricity systems).
Indeed, batteries could provide electric energy that could be transported and used
where needed. This proved to be extremely useful for the communication industry
(i.e. the telegraph), which had been established following the exploitation of dis-
coveries and innovations relating to electromagnetism and its usages. Moreover, it
became apparent that batteries could be used not just to deliver electric energy (DC),
but also to store electricity when produced, by transforming electric energy back into
chemical energy. This fostered the development of vehicles that could use electricity
as a source of energy for transportation. At the end of the nineteenth century, most
vehicles that did not harness the power of animals were powered by batteries. Even
though automobiles were later replaced in large part by vehicles powered by internal
combustion engines (not to be confused with external combustion engines, such as
steam boilers), this did not happen for some large transportation vehicles, such as
trolley cars and trains, that also began to be employed around the end of the nine-
teenth century for public transportation. The reason was that for small vehicles, such

9 A transformer is an electrical device that transfers electrical energy between two or more circuits.
Transformers are used to increase or decrease the voltages in AC circuits.
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as private cars, the tanks of fuels used in internal combustion engines allowed storing
a much larger amount of energy per unit of weight (using gasoline or diesel) as
compared to the joules stored in a battery. Together with the growth of a network of
refueling stations, this made internal combustion engines more convenient than
electric engines for private transportation needs. However, for those vehicles for
which the storage space was not an issue or for which it was economically convenient
to lay down a fixed electric circuit (i.e. for those vehicles designed to run along
a fixed track), it was convenient to use the electric engine, even backed by a pile of
batteries. Thus, public transportation means were being developed, such as city
trolley cars and trains, which had fewer externalities (less smoke, less dirt), were
more flexible (less time to be heated up and used), implied lower maintenance costs
and were safer than those run by animals or by external combustion engines. They
could also be used in long underground tunnels, thus fostering the use and develop-
ment of the first underground systems. They continued to be conveniently used even
when internal combustion engines started to replace electrical vehicles, even in the
form of hybrid vehicles. Indeed, hybrid vehicles, which we tend to think are an
outstanding example of modern transportation systems, were quite widely used from
the early days of public transportation and still are. For instance, diesel trains use
internal combustion engines to charge batteries that provide energy to an electric
engine. They were also used for those applications that depended crucially on the
absence or the possibility of controlling emissions, as for submarines, for instance.

2.4 Introduction to Power Generation Technologies and Costs

In Chapter 1, we explained the differences between primary and secondary energy
sources. Electricity is a secondary energy source, since it is derived from the transfor-
mation of some other primary energy source. Notice, however, that in several statistics,
such as in the primary energy source statistics of IEA (IEA, 2017a), the electricity
produced from hydropower or nuclear power is accounted for as a primary energy
source. The idea expressed by such a classification is that the energy potential of
water or of nuclear power is not captured in any other way than by transforming it
into electricity, and thus it is accounted for as primary energy. Even though such
a classification is in our opinion somewhat confusing, it makes clear that electrical
energy is obtained by means of some technical device that allows one of the various
types of energy, such as chemical, mechanical, thermal, kinetic, and so on, to be
transformed into electricity. These technologies have been developing throughout the
history of electricity systems, as we have briefly described in the previous section, and
they are continuously evolving. In this section, we do not aim to provide a full descrip-
tion of the technical aspects of these technologies, but just to identify some of their
features that have relevant consequences for the electricity industry.

Electricity is produced in power stations, also called power plants, or simply plants.
These can be industrial farms where some fuel is converted into electricity by first
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converting the chemical energy incorporated into the fuel into thermal energy (“burn-
ing the fuel”) and then converting the thermal energy into electrical energy. The latter
is obtained by means of a turbine, that converts the thermal energy into a rotating force
applied to a generator (a dynamo or an alternator). For this reason, power plants are
sometimes also referred to as power generators, or simply generators, although this is
not precise since a generator is just a component of the whole power plant. This is the
simplest scheme of a thermal power plant. There are obviously large and small power
plants, ranging from several hundred Megawatts (or even some Gigawatts) to very
small portable generators of a few watts. The basic working principles are the same.
Plants are often fueled by hydrocarbons, such as coal, natural gas or oil, but they can
also work by burning some other energy source such as biomass, peat, lignite, and so
on. One possible way of classifying plants might thus refer to the nature of the primary
energy sources that fuels them. It is possible that the fuel used is not renewable, or it
can be a Renewable Energy Source (RES), depending on its relative rate of
(re)production:

definition. Renewable Energy Source (RES): An energy source whose rate of
reproduction is either instantaneous or takes place at a time scale comparable with its
rate of depletion.

The energy embedded in the solar radiation that reaches the Earth can obviously be
considered renewable, since it is continuously produced by the sun, at least for a span of
years that is long enough not to be of concern to the human species. The energy released
by burning some biomass can also be regarded as renewable, depending on the rate of
reproduction of the biomass compared to its rate of depletion. For example, burning
wood logged from so-called short-rotation forests (i.e. trees cultivated to be logged
every few years), can be considered a renewable form of energy production, while
logging spontaneous, secular forests clearly is not. Like any classification, the definition
of reproducibility can also be criticized and has some overlapping grey areas, which are
mirrored in the several possible legal classifications of what can be regarded as
a renewable primary source. A typical example is the case of urban waste. If we consider
that human life on earth (in particular in urban areas) somehow naturally implies the
production of some waste, this can be regarded as a renewable production. If we do not
agree with this point of view, we might not include urban waste in RES. Power plants
that do not use RES are classified as conventional thermal power plants. A specific
category of thermal power plants uses uranium as a primary energy source in purpose-
built reactors, converting the thermal energy released by the fission of the atoms of
uranium isotopes into electrical energy. The reactor and the control devices are much
more complex than conventional thermal power plants, but the working principle is very
similar. These plants are called nuclear power plants.

There are also other ways of capturing and converting energy into electrical energy,
such as the kinetic energy of wind or water or the radiant energy of the sun. These RES
fuel wind power plants, photovoltaic or solar thermal power plants and hydropower
plants.
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Plant characteristics can be described from an economic point of view by calculating
the different components of their costs and grouping them into costs that vary according
to the different amount of energy produced and those that do not, dependent on the energy
produced. The former are variable costs, while the latter are fixed costs. It is possible to
summarize plant characteristics by means of a cost function CiðQiÞ that represents the
power plant’s i costs in a given period, for instance in a year, as a function of the quantity
of energy Qi that it produces in that period, measured in some unit measure of energy
(e.g. MWh). The cost function can assume several possible specifications, depending on
the technology of the power plant, the type of fuel used, size, age, andwhether it produces
several energy outputs, such as electricity and heat, for instance, or a single one,
electricity. A simple functional form for the cost function is the linear one:

CiðQiÞ ¼ FCi þ Flf � af ;i � Qi; ð2:7Þ
with: Qi ≤Qi ≤Qi

where:

• FCi are the fixed costs of the plants, i.e. the overall cost of planning, financing,
building and maintaining the plant, regardless of its energy production. These costs
are calculated over the entire useful predicted life span of the plant and attributed to
each period (i.e. each year, by a proper amortization). The costs encompass economic
risk, as well as a proper remuneration of all activities involved in the business of
setting up andmanaging the plant. In real-life applications, this is typically included in
the financial cost components. The annual amortized quota of the fixed costs is also
referred to as the Capital Rental Cost (CRC), to highlight the fact that in a perfectly
competitive financial market an investor who would like to enter into that business by,
say, renting a plant would face that amount of financial cost every year to do so.

• Flf is the price of the fuel f which is used by the ith plant. It is measured in terms of
money per unit of energy of the fuel, for instance, $/GJ. In such a simple specification,
it is assumed that there exists just one type of fuel that can be used to generate
electricity. In this case, the plant is called mono-fuel. In several thermal power plants,
however, it is possible to use different types of fuel to generate the thermal energy that
is converted into electricity. These are called multi-fuel plants. In these cases, the cost
function has to be extended to describe this technical characteristic. For instance, in
the case of a dual-fuel plant, Equation (2.7) should be replaced by the following
specification: CiðQiÞ ¼ FCi þ Flf � af ;i � Qj;i þ Flk � ak;i � Qk;i, where clearly f and
k are two different fuels and Qf ;i and Qk;i denote the amount of electricity produced
by plant i using fuel f and k, respectively.

• The coefficient af ;i is the parameter that represent the effective energy efficiency of the
plant. It is the effective ratio of energy input over the energy output of the plant. It depends
on the plant maximum or theoretical efficiency, as described in Chapter 1. However, note
that the latter is purely a technical parameter, while the former depends on the way the
plant is built, managed and operated, and is lower than the maximum technical efficiency.
Its unit measure depends on the way the energy content of the fuel and the electric energy
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output are measured. For instance, if the energy of the fuel is measured in GJ and
electricity is in KWh (or a multiple), its unit measure would be GJ/KWh.

• Qi and Qi are the lower and upper limit of production possibilities, given by the
technical constraint of the plant. In this simple specification, it is assumed that there
exists a maximum possible level of production, typically given by the generator
capacity, and a minimum one. In some technologies, this minimum could be zero
(or close to), such as for the case of photovoltaic production, for instance; in other
technologies, this minimum is close or almost equal to the maximum one, as happens
for units of coal or nuclear power plants, that, once they start their production, occurs
at a given positive (and often large) level. See that the cost description of Equation
(2.7) implies that it is not technically feasible for the plant to produce at a level lower
thanQi or higher thanQi . This is expressed by assuming that the cost is infinite beyond
those levels: CiðQiÞ ¼ ∞ for Qi < Qi or Qi > Qi :

The marginal cost of the plant described in the Equation (2.1) is:

∂CiðQiÞ
∂Qi

¼ Flf � af ;i; for Qi ≤Qi ≤Qi ð2:8Þ

This makes apparent that the plant described in Equation (2.7) has the characteristics
that the cost of providing an additional watt-hour is constant throughout its operational
range and depends just on the cost of the fuel and the plant efficiency rate. This is an
assumption that is often made, for instance when describing plants’ bids in liberalized
electricity markets. However, it is in general too simple a description of the character-
istics of the plants. Indeed, the whole functional form described in Equation (2.7), can
hardly capture all the features of the various possible technologies of power plants. For
instance, it is quite possible that a plant has more than just a lower limit or an upper
production limit, but rather several possible production ranges, within which there are
different efficiencies, captured by distinct parameters af ;i. This is the case of a piecewise
cost function, which can be described, in its simplest case of a two-step piecewise
function, as:

CiðQiÞ ¼
FCi þ Flf � caf ;i � Qi

FCi þ Flf � faf ;i � Qi
for

Qi ≤Qi ≤ bQi

(
bQi ≤Qi ≤Qi ð2:9Þ

with caf ;i < faf ;i and Qi < bQi < Qi :

The two-step piecewise cost function describes the existence of two possible ranges of

operation, and that producing above the threshold bQi implies that there is an increase in
the variable costs (e.g. because of a rise in the maintenance cost or in the risk of damage
that implies some extra safeguarding measures, or an increase in the need for cooling of
transformers, and so on).

The example described in Equation (2.9) is that of a two-step linear cost curve. There
could be several more steps in the piecewise cost function. Indeed, a more general
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functional form that represents a continuous and smooth version of a multiple-step
piecewise linear cost function is the quadratic one:

CiðQiÞ ¼ FCi þ Flf � af ;i � Q2
i ;with Qi ≤Qi ≤Qi : ð2:10Þ

The marginal cost function of the plant described in Equation (2.10) is:

∂CiðQiÞ
∂Qi

¼ 2Flf � af ;i � Qi ; for Qi ≤Qi ≤Qi : ð2:11Þ

This marginal cost function shows that the marginal cost is not constant, as was for the
case of the linear cost function, but rises within the plant’s operational range.

A common aspect of the plant’s cost description represented by the plant’s cost
function, whether linear or quadratic, is that it is (implicitly) assumed that those costs
are to be conceived as constant throughout the period to which the total cost function
refers. For instance, if the cost function refers to a year, the total cost function specifica-
tion implies that its parameters are constant for all possible fractions in which the year
can be divided, such as months, days, hours, minutes, and so on. In other words, the
description of a power plant through its own total cost function is a static description.
This is a clear limitation. There are some costs that the plant incurs, depending on its
status, that do not depend on whether the plant is producing electricity or not. These are
called quasi-fixed costs. Examples of quasi-fixed costs are those costs that a plant has to
face to be able to produce electricity, even if it is not doing so. For instance, a plant could
be burning fuel just to remain warm, and by doing so staying connected to the system,
even if it is not producing electricity (i.e. it is not adding electricity to the system). Or it
might be that a plant is burning some fuel to generate a current in a dynamo that is used to
excite the electromagnet in the alternator. Even if the turbine connected to the alternator
is not working and thus is not producing electricity, such a plant would be burning fuel
just to be ready to produce electricity when needed. These are called no-load costs.

The cost function of Equation (2.4) can be augmented to describe the no-load costs.
However, in order to do so, we need to pay attention to what Qi means. We have
described it as the quantity of electricity that a plant produces. There is, however,
a difference between the amount that is produced in a given period and the amount
that can be produced in that period when considering it before producing. The former is
a calculation done ex-post, the latter is an evaluation ex-ante. If a plant could be started
on and off with no time lag or specific cost, there would not be any difference between
what was produced in a given year in the past and what could have been produced in
that year (note that we do not mean the maximum that could have been produced in
that year). However, if we were to distinguish the cases in which a plant was not able to
produce from situations in which it was able to produce but has not, we would need
a more structured representation that described cases in which the plant is off from cases
in which it is on but not injecting electricity into the grid. That is to say, there is
a difference between a situation of zero production and a situation in which it is on,
but not injecting electricity into the grid, for some technical reason. We therefore couple
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the term Qi, that denotes as before the quantity that is produced by a given power plant,

with the variable Q°
i , that denotes the amount of electricity that can be produced.Q°

i ¼ 0

means that the quantity that can be produced is zero because the plant is off; Q°
i > 0

denotes that the quantity that can be produced is greater than zero because the plant is on,
but not necessarily injecting power into the grid. The cost function of Equation (2.10)
becomes:

CiðQiÞ ¼
FCi

FCi þ Flf � bf ;i
FCi þ Flf � ðaf ;i � Q2

i þ bf ;iÞ

Q°
i ¼ 0 Qi ¼ 0

with Q°
i > 0 and 0 ≤Qi < Qi :

8<:
Q°

i > 0 Qi ≤Qi ≤Qi ð2:12Þ

The description in Equation (2.12) makes it apparent that the term Flf � bf ;i denotes the
no-load cost. See that, consistently with the notation on Qi being the lowest feasible

level of production, in Equation (2.12) it is assumed that the plant cannot generate power
below it.

Another case of quasi-fixed costs are start-up costs. Several thermal power plants
have the characteristics that they need some time to be heated up before they can
produce, and this time can range from a few minutes (in the case of small hydropower
plants) to several hours (as for large thermal power plants or nuclear power plants).
In order to describe them in a cost function, we need a dynamic representation of the
costs. Suppose, for instance, that time is divided into equal periods, say hours, and that
the plant is heated at hour tl, but it requires zmore hours before it becomes operative (i.e.
before it can inject electricity into the grid). In these hours, it burns fuel just to warm up.
The cost function representation would be:

CiðQiÞ ¼
FCi

FCi þ Flf � ef ;i
FCi þ Flf � af ;i � Q2

i

with
t < tl

tl ≤ t < tlþz

t > tlþz

8<: ð2:13Þ

Where we have not specified the production limits for simplicity of notation and it is
obviously assumed that the plant can produce only once its heating-up period of l+z
hours has passed.

Learning Outcomes

• Electricity is the energy that makes a work through the ordered flow of electrons.
It is the product of Current, Voltage and time. The amount of useful work that is
done, and conversely of energy that is lost as heat, depends on the resistance of
the medium through which electrons flow. Ohm’s law relates resistance to Voltage
and Current.

• The Electricity Circuit is the representation of the flow of electrons through a medium.
The intermediate point of the circuit where electrons meet a resistance is called load.
Current flows from a negative to a positive pole of the circuit. It is called Direct
Current (DC). It can also revert the flow from the two poles. It is the Alternate Current
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(AC). Frequency measures the number of times current reverts its flow in a circuit. It is
measured in Hertz. AC circuits have active and reactive power.

• The commercial usage of electricity was developed over the course of the nineteenth
and twentieth centuries. Three main services were (and are still) provided: electric
lighting, workforce given by electric engines and transportation and telecommunica-
tion services. The AC system has been adopted worldwide as the standard for power
transmission.

• Electricity is produced in power plants. They are industrial sites where primary energy
sources are transformed into electricity, which is an energy carrier. The cost of this
transformation is represented by means of cost functions.

• Costs can be fixed or variable. There are several possible cost functions, depending on
the level of technical complexity of power production. Simple cost functions are linear
and can have fixed capacity ranges. More complex cost functions can be quadratic,
piecewise, and can have quasi-fixed costs such as no-load and start-up costs.
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Part II

The Basic Design of Electricity
Systems and Markets

In this part we describe the basic structure of delivering electricity to end consumers,
from the standpoint of the physical properties of electricity and the economic relation-
ships between the different bodies that are active in the delivery of electricity. First, in
Chapter 3, the structure of the electricity system, namely the grid, is described. The way
electricity is conveyed from the production phase to end consumers alongside the
different elements of the electricity system, called the Electricity Supply Chain, is
introduced and explained. Then, Chapter 4 focuses on the possible economic arrange-
ments through which energy is exchanged in the electricity system. The physical
delivery of electricity through the grid is coupled with economic delivery, in which
there are players who acquire the right to be served by electricity in exchange for
a payment, and producers who have the right to generate electricity in exchange for
payment. This is what a market does. In Chapter 5 four possible market arrangements are
described and analyzed, based on different degrees of vertical separation alongside the
Electricity Supply Chain.Moreover, the time structure of electricity markets and the way
the different transactions are matched to real-time power delivery are presented. Finally,
Chapter 6 presents an introduction to regulation in the power sector. Indeed, even if
several parts of the Electricity Supply Chain can and have been liberalized, this has not
occurred everywhere in the world. Moreover, several parts of the Electricity Supply
Chain still need to be regulated because of their monopolistic features.
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3 Electricity Systems and the Electricity
Supply Chain

3.1 Introduction to Electricity Systems

In order to describe the electricity system, we need to define its basic elements, starting
from the most elementary feature, the node:

definition. Node: a point of a circuit where two or more elements of the circuit
meet.

Nodes are also referred to as buses. They are points in which different elements of
the electricity systems are connected among themselves. A node can be the junction
point of a plant and a line, or the point where a load is connected to a line, or the point
where one line is linked to another line, and so on. The positive current sign denotes the
node toward which current flows, while the negative sign the node from which it
flows. This characteristic allows us to distinguish the node in which electricity is
created and introduced into the system from the node that uses the electricity, namely,
in which there is a resistance that uses the current for some final use (lighting, electric
engines and so on). The former are the generation nodes, the latter the loads.
The generation nodes are where there is a plant connected to the system. Even though
there is a difference between a generation node, that refers to the connection point
between a power plant and the electricity system and the plant itself, which might be
made of several generators, for simplicity we will not distinguish between a generation
node and a power plant and treat the injection point as a single point in which
electricity is produced. Similarly, we will consider the load as a withdrawal point1

without paying attention to the final use of the electricity (i.e. the purpose for which
electricity is required).

With the definition of the node just provided, we can now provide a definition for the
electricity system:

definition. Electricity system: the set of all the components that are interconnected in
an electric circuit.

1 Note to the reader: it should be clear by now that the term “withdrawal” is to be understood in the economic
sense, namely, acquiring it for some end-use, not in physical terms, since electricity continuously flows into
the systems and is continuously re-injected to maintain its balance. If this point is not clear, you should
re-read Chapter 2.
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The electric circuit of an electricity system is typically large, in the sense that it serves
several loads, possibly located in different geographical places, and in which there are
typically different plants, also possibly located in distinct geographical places. In this
case, it is also commonly referred to as the electricity grid, or just grid, to highlight the
network nature of the electricity system.

The electricity system is composed of the following elements: power plants; load; and
transmission and distribution networks. We describe them here.

3.1.1 Power Plants

As mentioned, power plants are also called generators or power generators. We have
already reviewed the different plants’ characteristics in Chapter 2. There are several
possible technologies, sizes and capabilities of power plants. Some of them require and
withdraw electricity from the electricity system as well as injecting it, while others do
not. The former are classified as power plants, as long as they are net providers of
electricity to the system. In some cases, power plants are built and operated to produce
electricity for internal usage, for instance, because they are connected to a factory that
requires it, and only residually release the extra energy that is not needed for the
electricity system. In this case, they are classified as self-producers. There is no clear-cut
distinction between producers and self-producers, because there is no single specification
of what a residual production is. In different electricity systems, there are different
definitions of what self-producers are and how they are to be distinguished from other
power plants. Self-producers are not to be confused with those plants that generate two
energy carriers at the same time, such as heat and electricity. These are calledCombined
Heat and Power (CHP) plants. From an economic perspective, a CHP plant is a plant
that produces multiple outputs. The treatment of multiple-output production functions is
quite complex and typically requires the application of some operational research
algorithm to find the optimum between the multiple inputs and outputs. A shortcut is
to evaluate which one is the primary output (e.g. electricity is the plant’s main production
and heat is a by-product), and optimize the production decision with respect to the
primary output, treating the other one as a parameter. This is the case, for example, for
those plants that release heat for the heating needs of some consumers, as it is for district
heating. In this text, we will treat power plants as single output plants.

An important feature to keep in mind is that every power plant that is connected to an
electricity system is made of two main components, no matter how big or small it is: the
generator, that converts the energy potential of some primary energy source into
electricity, and the transformer (or inverter2 in the case of DC plants such as photovoltaic
panels or batteries). The latter is the physical interface with the grid. A crucial char-
acteristic of the interconnection between a power plant and an electricity system is that
the electricity generated by the generator has to be in phase with the electricity of the
system. As discussed in Chapter 2, the transmission system operates (almost always and
almost everywhere) in AC. Consider what happens when the power plant starts up.

2 An inverter is an electronic device that converts DC into AC.
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Suppose, for instance, it is a hydropower plant or a gas-fired plant. It starts rotating the
turbine using its fuel, whether this be water or natural gas (or whatever). This activates
the alternator. It is possible that the alternator is already using the current that it receives
from the grids to excite the electromagnets, or perhaps the plant might be using some
fuel to do so with a dynamo. Once it is running, it starts generating electricity.
The voltage of electricity is increased in the transformers. However, before connecting
the plant to the grid, there is the phase of synchronization, in which both the voltage and
the frequency are to be aligned to the grid. Once it is in phase, it can start releasing
electric energy into the grid. At this point it is effectively producing. When it is
producing, it is continuously facing changes of voltage and frequencies coming both
from the grid and from itself because of its own operation (e.g. because of changes of
some physical parameters such as the temperature, the heat, the type and availability of
fuels and so on). Therefore, it has to be continuously managed, in order to maintain its
alignment with the grid. The alignment was once made manually, and it is now mostly
performed by electronic devices. However, even if the speed of the synchronization is
changed, the basic principles of operation remain the same as those of the early days.

From an economic perspective, a power plant connected to the grid generates two
elements: a product and some externalities to the grid. The former is the power that is
needed for the load, namely, the active power. The latter can be positive externalities,
whenever new current added allows some new load to be served, or negative ones,
whenever a change in the generation implies changes in the voltage or in the frequency.
Moreover, new generation can also provide reactive power, and this can be a positive or
negative externality depending on whether such a reactive power is needed to avoid
a voltage drop, or conversely needs to be offset by a load able to balance it.

3.1.2 Load

As previously noted, the load is the point of the electricity system in which the current is
used to perform a function. However, it is also common to refer to the load as the amount
of electricity that is needed for that work.

It is possible to classify the load according to several possible parameters. A first
classification refers to the nature of the final use of the electricity that it uses, namely, if it
has to be used as an input in production activities or as a final product to be consumed.
In the first case, we refer to it as an industrial load, while the rest is a residential load.
Another classification groups load according to classes of average consumption over
a certain period, such as a year. In this case, there are several possible classes that one can
refer to. For instance, in Europe, the following classification is used to define annual
consumption bands of households:

(i) very small: annual consumption below 1,000 kWh;
(ii) small: annual consumption between 1,000 and 2,500 kWh;
(iii) medium: annual consumption between 2,500 and 5,000 kWh;
(iv) large: annual consumption between 5,000 and 15,000 kWh;
(v) very large: annual consumption above 15,000 kWh.
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While for industry there are five bands ranging from annual consumption below 20
MWh to annual consumption above 150,000 MWh.

Another classification refers to the level of voltage at which it is connected to the
electric system. Generally, large consumers, and industrial consumers, are connected
directly to the high voltage or extra high voltage lines, while several small and residen-
tial consumers are connected to the grid at relatively low voltages (i.e. a few kV). There
are several possible classifications for voltage levels. IEEE3 defines low voltage as less
than 1kV; medium voltage from 1kV to 72.5 kV; high voltage up to 230 kV, and extra-
high voltage above this figure. In the United States, ANSI4 refers to voltages up to 600
Vas low voltage; from 600 V to 69 kVas medium voltage; from 69 kV to 230 kVas high
voltage and above this figure as extra-high voltage.

Another feature of the load has more to do with its physical characteristics than to the
voltage of interconnection or the consumption levels. In AC systems, the load might be
resistive or inductive. A resistive load is a load that has just a resistance, such as a lamp
light, for instance. It opposes the flow of electrons and has no effect on the phase of
electricity. An inductive load, on the contrary, is a load that generates a magnetic field
(and stores electricity in it) and by doing so changes the current and voltage out of phase.
Electric engines are inductive because of their construction. Indeed, in reality almost all
loads have some resistive and inductive properties, which implies that the load can
generate reactive power and influence the power factor of an electricity system, as much
as a plant (which is rather obvious, being part of the same physical system). Thus, we
reiterate that in the economic analysis the load has to be treated in much the same way as
a power plant, since both can impact the electricity system, generating consequences
(i.e. externalities), for the whole system For instance, an increase in load generates
a negative externality, since it induces a change in voltage and frequency that needs to be
counterbalanced.

The load shares another common feature with plants: their contribution to the grid,
whether negative (i.e. the absorption of electricity from the grid), or positive (i.e.
provision of electricity to the grid), needs to be measured. This is done by using
electricity meters. Electricity meters, or just meters, are devices built in order to
measure the amount of electric energy consumed by a load. Recall that electric energy
is measured in watt-hours (or multiples): energy is a dynamic concept. The meter can
measure and report the amount of energy consumed in a given period of time.
Traditionally, this period was conceived to be long enough to allow it to be read by
users or providers of the energy. These are the traditional meters that just provide
a progressive numerical measure of the watt-hours consumed. Every time the meter is
read it shows how much energy has been consumed since the last time it was read. But,
clearly, this leaves open the question as to when that amount of energy was consumed,
given that the same amount of watt-hours can imply a large amount of power for a short
period or a small amount of power for a prolonged period. More modern meters can
calculate the energy consumed in short time periods and take stock of them. They are

3 Institute of Electrical and Electronics Engineers. IEEE (1996).
4 American National Standards Institute. NEMA (1995).
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called smart meters. For instance, they can calculate the energy consumed in each hour
and group this information according to several possible classifications of the hours,
such as day-night hours, day of the week-weekend hours, and so on. Indeed, very
modern meters can even calculate the amount of energy consumed almost instanta-
neously; namely, for very short time intervals (seconds or even less) and immediately
provide this information for the user. These are called real-time meters. In any event,
regardless of how smart meters are, they are an essential feature of every electricity
system.

Even though load and generation share some common features, it is in principle easy
to distinguish between them, looking at whether they are net absorbers of energy or net
providers of energy to the grid. The former refers to a load that is connected to the grid
but that has also some power production facilities installed. For instance, this might be
a residential home with photovoltaic panels installed, which on average consumes
energy, but where during some hours the production of energy is higher than the
consumption and thus it turns into a net provider of energy to the electricity system.
It is important to know whether the meter allows calculation of the amount of energy
consumed separately from the amount of energy produced, or if it just measures the net
withdrawal from (or contribution to) the grid. In this latter case, we talk of net-metering.
This is an aspect that can be relevant, for instance, if the production of energy is
remunerated at a different price from the consumption of energy, which happens when
there are subsidies to production or consumption.

3.1.3 Transmission and Distribution Networks

Electricity is conveyed from the plants to the load trough a medium, which eases (by
opposing a limited resistance) the ordered movement of electrons from generation to
resistance (and back). This is called a transmission line. Several transmission lines form
a transmission network. It is common to distinguish the network on the basis of the
voltage level at which it operates. Strictly speaking, the transmission network, is high-
voltage, while the network of cables that conveys electricity from the high voltage one to
domestic usages is called the distribution network. The transmission network can
transmit AC or DC. In modern electricity systems, the current generated and consumed
is AC. The transmission network takes the form of overhead transmission cables or lines.
They consist of cables made of material with a low resistivity, such as copper or
aluminum, not covered by insulation. In modern transmission networks, they are almost
always made of aluminum. Underground transmission lines are also sometimes used,
whenever it is not feasible or too costly to rely on overhead lines. Due to the costs of
insulation and excavation, underground transmission lines are costlier than overhead
lines. Another difference between underground AC and DC lines is that long AC
underground cables have high capacitance, which reduces their ability to transmit
power. Therefore, for long underground transmission needs, High-Voltage DC
(HVDC) transmission lines are preferred, since they have no capacitance. In general,
decisions on whether to use AC or DC for new transmission lines depend on their
respective costs: if the DC line is planned to connect two AC systems, it requires specific
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terminals at both ends of the line which are more expensive that AC ones. Thus, HVDC
lines have higher economies of scale with respect to length, compared to AC lines, and
this determines the break-even distance between one technology and another.

The transmission network is composed of transmission lines, power plants and
substations,5 where voltages are increased or decreased. It also encompasses several
devices that allow the transmission of electricity and the control of power. The main
ones are

• capacitors and inductors: (small or big) devices that store electricity in an electric
and magnetic field, respectively, and allow shifting the phase of current and control-
ling the power factor;

• circuit breakers: automatically operated electrical switches designed to protect an
electrical circuit from damage caused by excess current;

• SCADA systems: Supervisory Control and Data Acquisition (SCADA); these are
systems used to control plants, allowing them to switch on and off system elements in
or out of the system.

A system made of several AC lines, namely, a transmission network, must be kept
synchronized. An area made of several AC lines where there is the same voltage and
where electricity is synchronized is called a synchronous grid or area. In North
America, it is termed Interconnection. There are several synchronous grids in the
world. In the United States and Canada, the main synchronous grids are the Eastern
Interconnection, serving the eastern United States and Canada; the Western
Interconnection, covering the western United States, Canada, and northwestern
Mexico; the Texas Interconnection; and the Quebec Interconnection. In Europe, there
are five synchronous areas: Continental Europe, Nordic, Baltic, Great Britain, and
Ireland-Northern Ireland. Other large synchronous grids are the IPS/UPS, that covers
Eurasia, grouping the network of twelve former Soviet Union Countries including
Russia plus Mongolia; the Australian National Energy Market (NEM), that groups the
networks of eastern and southern Australia’s States (Victoria, Queensland, New South
Wales, South Australia, Tasmania); and the Indian National Grid. Thus, there are
countries that are grouped in large super-national synchronous grids, while other
countries are split into more than one synchronous grid. In China, there are three main
synchronous areas; in Japan there are two synchronous areas, with different frequencies,
for historical reasons.

Synchronous grids are managed, regulated and overviewed. The managing activity is
performed by the System Operator (SO). The role of the SO will be discussed in the
Paragraph 3.2.2. The overview and regulatory activity can be performed by several
entities that may or may not coincide with SOs. For instance, in the United States there
are eight regional Reliability Councils (RCs), overseen by the North American Electric
Reliability Corporation (NERC) that have oversight of SOs; in Europe SOs are grouped

5 The term “substation” derives from the need to distinguish it frompower plants,which are sometimes referred to
as power stations. Throughout this bookwe prefer to refer to the latter as power plants, and refer to substations as
transformers, even though strictly speaking, substations denote the places where transformers are.
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in the European Network of Transmission System Operators for Electricity (ENTSO-E)
that operates in each synchronous area through the Regional Groups (RGs). Figure 3.1
below shows the synchronous areas and the RGs in Europe and the interconnections and
the RCs in North America.

A caveat must be placed here on the use of the term “interconnection.” In the United
States, it is common to refer to synchronous grids as interconnections. However, in
Europe, it is more common to distinguish transmission lines that are inside a transmis-
sion network from those transmission lines that link one transmission network to another
and use the term cross-border interconnections, or simply, interconnections, to refer
just to the latter. Thus, in Europe interconnections are simply taken as synonymous with
cross-border interconnections. However, there is a slight indeterminacy at to what
“border”means in this terminology. Clearly, there is a border wherever two synchronous
grids are linked by an interconnection. However, the border might as well be an
administrative border, such as a State border, or the term interconnection might also

Figure 3.1 European and North American synchronous grid
Source: ENTSO-E, year 2010 (Europe); NERC (North America). Note: this information from the
North American Electric Reliability Corporation’s website is the property of the North American
Electric Reliability Corporation and is available at www.nerc.com/AboutNERC/keyplayers/Publ
ishingImages/Interconnections%2024JUL18.jpg. This content may not be reproduced in whole or
any part without the prior express written permission of the North American Electric Reliability
Corporation.
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indicate the physical link between two parts of the same synchronous grid, i.e. two
networks, that are connected by a limited transmission capacity. In this book, we shall
treat interconnection capacity or transmission capacity as being synonymous.
The existence of limited interconnection capacity even within a single synchronous
grid is relevant for the definition of market zones, a concept that we will describe further
in Chapter 16. The economic analysis of interconnections and their expansion and
planning will be discussed in Chapter 17.

The distribution network is the network of transformers and lines that delivers
electricity to final consumers. It is linked to the transmission network at substations,
where voltage is reduced from high-voltage to medium voltage; it is then further reduced
at local substations close to end users’ premises and delivered to them at low voltage.
The low voltage lines connecting end users can be overhead lines or underground.
The medium-voltage distribution level is called primary distribution; the low-voltage
level is secondary distribution. Secondary voltage differs across distribution networks
worldwide. In Europe, it ranges from 220 to 240V while in the United States it ranges
from 100V to 127V, as in Japan.

Although similar to the transmission network, the distribution network has two
distinctive features that influence its economic analysis. The first is that the topology of
distribution networks depends on the geographic dispersion of the users that are (or
need to be) connected. Users should be grouped as much as possible in substations in
order to exploit economies of scale, because substations are quite costly. However, at
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Figure 3.1 (cont.)

42 The Basic Design of Electricity Systems and Markets

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781316884614.004
Downloaded from https://www.cambridge.org/core. University of Birmingham, on 12 Jun 2019 at 05:41:21, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316884614.004
https://www.cambridge.org/core


the distribution level, substations, particularly at the secondary level, must be close to
the end users in order not to avoid losing too much energy in transmitting it at low
voltage. Thus, it is natural to observe the emergence of several distribution networks
that are geographically unconnected. The second distinctive feature is that end con-
sumers, particularly residential consumers, typically need just a single-phase AC
connection. This allows greater flexibility for distribution connections, but also pro-
duces more instability, since the power flowing on each of three lines is different and
this might create imbalances. Interruptions and accidents that occur at the distribution
level can therefore be more frequent than those at transmission level, but are less
disruptive, in the sense that they occur at a lower scale and affect a smaller number of
users.

The architecture of the distribution system that we have described here is the
traditional one, whose design derives from the early days of electricity systems.
However, the emergence of new features enabled by technological progress, and in
particular the possibility for the load to be simultaneously a load and a generation,
creates additional problems for distribution lines. Indeed, these were designed to
deliver electricity from the transmission network to the end users, while the new
challenges imply that they are frequently asked to invert their role and act as
a generation point vis-à-vis the transmission system. We shall discuss this in
Chapter 27.

A common characteristic of all electricity systems is that all energy transmission
implies some loss of energy. We have already seen that this is due to the resistivity of the
transmission line. The loss depends on the “disordered movement” of the electrons.
Transmission and distribution lines are designed to minimize the transmission and
distribution losses.

The flow of energy in a system, which includes the losses, respects the physical
principles of current and voltages summarized in Kirchhoff’s laws:

definition. Kirchhoff’s first law: At any node in a circuit, the sum of currents flowing
into that node is equal to the sum of currents flowing out of that node.
definition. Kirchhoff’s second law: The sum of all the voltages in the network is zero.

Kirchhoff’s laws imply that at any time the system has to be balanced. This
means that the effective power at the injection points, plus the losses, must always
be equal to the resistance of the loads. Therefore, whenever there is a change in
the load somewhere along the system, this has to be compensated by a change of
the opposite sign somewhere else on the circuit. In particular, if more power is
required by some load, this must be instantaneously injected by some generation
connected to the same system (taking into account the losses), and the same for
reduction of loads or generation. Any failure in respect of this principle generates
an imbalance, that would alter the frequency of the system, damaging the appli-
ances of the systems.

This is a major difference between electricity and any other good or service,
which has crucial consequences for the design of electricity systems and electricity
markets.
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3.2 The Electricity Supply Chain

The components of the electricity system are grouped together in the Electricity Supply
Chain (ESC), which describes the functions that all agents undertake in the electricity
system. The description of the ESC thus focuses on the who-does-what of the system,
rather than on its technical characteristics. The ESC can be disentangled in the following
five functions: production, transmission, distribution, metering and retailing and
dispatching.

3.2.1 Production

Production is the generation phase. As we have seen, typically, plants of different
technologies contribute to it. Some have large fixed costs, and rather low variable
costs. This is the case with large thermal power plants, such as coal-fired power plants
or nuclear plants. Other plants, such as oil-fired plants, have quite low fixed costs.
However, due to fuel costs and their efficiency rate, their variable costs are rather high.
For RES plants, variable costs are typically small or null, whether these are the
opportunity cost of using water in hydropower plants in a given hour or the just the
variable cost of maintenance for wind power plants or photovoltaic plants. For the latter,
in particular, maintenance costs are fixed, thus there are no variable costs. However, not
all RES plants have low or null variable costs. Plants that use biomass as fuel can have
high variable costs. As for the fixed costs, large hydropower plants (i.e. hydropower
plants that rely on large dammed reservoirs), have huge fixed costs, while other RES
power plants have smaller fixed costs, depending on the technology and the site where
they are located. It is interesting to point out that hydropower provides a storage of
energy, albeit just potential energy. This is the role of the reservoir created by the dam.
This capacity can be augmented by pumped storage: when the electricity value is low,
pumped storage plants can invert the production cycle and instead of having the water
running from the reservoir to the turbine, it can pump the water up into the reservoir.
Even though from an energetic point of view pumping water has a negative energetic
balance (remember the Carnot machine in Chapter 1: every energy conversion implies
some energy waste), it is an operation that is implemented to obtain an economic
positive balance: electricity is acquired to pump water when it has a low value and is
produced when it has a higher value. Apart from storing electricity in batteries, pumped
storage is the only large means of storage of electricity (or better, electric energy
potential) that can be used in electricity systems.

3.2.2 Transmission

Electricity transmission or electricity bulk transmission is the activity of moving elec-
tricity from generating sites to substations. It is the activity of managing the electricity
transmission system, or grid, in order to let the power be transmitted. It is performed by
entities called System Operators (SO). There can be different possible configurations for
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SO, which in particular refer to the ownership of the grid and planning and executing the
grid extensions and updates (which might also include removal or changing of some
existing line or device). It is possible that the ownership of the transmission grid is
separated from its usage and control. In this case, the SO is called the Independent
System Operator (ISO). Under the ISO scheme, generally grid expansion and planning
are undertaken by the grid owner, typically under the supervision of some entity, which
might also be the ISO itself. It is also possible that the grid is owned and managed by the
SO, which is then called Transmission Service Operator (TSO). In this case, the grid
expansion is typically planned and/or supervised by a third entity, such as a Regulatory
Authority. A further distinction is whether or not the TSO is owned by the plants’
owners. If it is not, the TSO is underOwnership Unbundling. This is however a rough
taxonomy, and there may be other mixed models with responsibilities and roles for
planning, executing and operating the grid differently attributed from the scheme
described here.

The SO operates the grid in order to allow the power to flow in a secure way. This
means issuing orders, which are real-time commands to the transmission system
devices, loads and power plants to maintain the grid in the prescribed range of frequency
and voltage and transmitting the required amount of power. If the load is not instanta-
neously met by the power generated, an imbalance occurs. Imbalances must be com-
pensated, since power injected and withdrawn from the grid must coincide. Whenever it
is not possible to match injections with withdrawals, the latter must be cut. This is called
load shedding, which occurs whenever it is not possible to keep the grid balanced by
using all possible existing instruments and asking plants to adjust their production. It is
thus a programmed, or at least managed, event undertaken by the SO. Load shedding is
also termed controlled load curtailment or rolling blackout. The latter term should not be
confused with whole-system blackout. A blackout, also called power outage or power
blackout occurs whenever there is a loss of power in some area due to an unforeseen or
unmanageable event that makes the electricity system so unstable that it breaks up. In the
electric system, even if the load is shed somewhere, there is always current flowing in it;
the load is not served exactly because of the need to maintain the system operational.
On the contrary, in a blackout the current is no longer flowing through some part of the
system. Thus, a blackout is a pathological status of the electricity system, which in
principle should hardly occur, while we shall see that load shedding, albeit rare, is
a physiological and to some extent even desirable event. Blackouts can be very long,
disruptive and affect a large network area. Moreover, it can take a lot of time for the
electricity system to recover from it, once it has occurred. For this reason, the manage-
ment of the grid is done in such a way to minimize the risk of blackouts occurring.

3.2.3 Distribution

Electricity distribution is the activity of moving electricity from substations to end
consumers. It is performed at medium and low voltage, by entities called Distribution
System Operators (DSOs). DSOs are similar to SOs, with the crucial difference that
they typically do not control (or share control with) power plants, except for those
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connected at low and medium voltage, if any, which are however typically smaller than
power plants connected to transmission grids and thus have less chance of being
controlled remotely from DSOs. A crucial responsibility of DSOs, performed on the
distribution network, as well as for the SO on its own gird, is controlling quality of
supply. In the electricity sector, quality of supply, or power quality, refers to controlling
the voltage, frequency and shape of the waves (voltage and current), in order to maintain
them in the predefined ranges. Even though the terminology refers to quality of supply
of electricity, it is effectively the quality of the voltage that is controlled. This makes
clear the difference between controlling quality of supply and controlling power (i.e.
making sure that the power in the grid is always balanced). When there is a large and
sudden drop in voltage, a brownout occurs. Brownouts (the term deriving from the
dimming of light bulbs when voltage drops) can also be very damaging for end users’
apparels.

3.2.4 Metering and Retailing

Retailing is the activity of selling electricity to final users. In order to do so,
a prerequisite is that the electricity used is somehow measured. In the early days of
the electricity system, Edison would not measure the electricity consumed as such but
would proxy it by counting the numbers of apparels that used it. He would charge
consumers on the basis of the light bulbs that they would buy (and replace given their
short life duration), but this soon proved to be extremely inefficient, since it limited the
usage of electricity, and resulted in an inefficient way of measuring electricity consump-
tion (light bulbs could break for several reasons). Thus, it soon became clear, and
remains the case, that what matters for calculating the electricity sold is the amount
used, not the purpose for which it is used, and that this could be done by metering it.
Traditionally the activity of metering referred not just to installing traditional meters, but
reading them from time to time, which implied employing personnel to do so.
As explained above, this is less common nowadays, at least for those systems where
smart meters are installed.

Retailing is an activity that can be performed by several possible entities, separated or
not from those that perform the other tasks of the ESC. It can be (and often is) undertaken
by the DSO, since often the meters that are installed are owned by the DSO itself.
In those systems where retailing is separated from distribution, it is a DSO responsibility
to release the data on electricity consumption to the retailers.

Retailing activity involves more than just metering. One further service is invoicing,
which is, of course, the counterpart of metering. However, if retailing occurs in
a competitive way, there is typically more than just metering and invoicing, since
loads become customers, and are treated as such, using all possible marketing tools,
such as the price (making tailored offers), customer relations, products (meaning selling
more products than just the ordered movement of electrons (i.e. electricity), but also
energy efficiency services, advice, other energy carriers, other products) and so on.

When there are several possible retailers, competing for the same customers, namely,
when there are retail electricity markets, it is common to refer to retailers as suppliers.
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In this case, the term “retailers” can be used in a strict sense to denote those suppliers that
need to buy electricity from some sellers in order to resell it to the end consumers. This
distinguishes retailers from other suppliers that own some generation or that can anyhow
provide electricity directly to end customers. Note, however, that this distinction is not
strict, and sometimes the terms “retailers” or “suppliers” are used interchangeably. In this
case, they can also be denoted as retail suppliers. A general term denoting the activity of
all those who sell electricity to final customers is Load Serving Entities (LSEs).

It is important to note that the term “suppliers” in electricitymarket economics is used in
a different sense from the standard economic usage: in the latter suppliers are those who
participate in the supply side of the market (i.e. those who produce a good). In electricity
economics, suppliers are LSEs (i.e. those who buy the good “electricity” to provide it to
customers). This point will be explained in Chapter 4. The analysis of the markets where
such an exchange takes place is at the core of the analysis of Part VI of this book.

3.2.5 Dispatching

Dispatching is the optimal selection of power plants and loads, under transmission and
operational constraints. It is important not to confuse transmission with dispatching.
Transmission refers to allowing the power to flow under predefined parameters, while
dispatching means taking decisions according to some optimality criterion that will
allow the energy to flow. Optimality means selecting ex-ante an ordering criterion (i.e.
cost minimization or profit maximization). This will be discussed in Part III. System
operations work through orders, while dispatching works through schedules which are
rankings of power plants and loads following a predetermined criterion. Thus, schedules
select which power plants have to produce and which load has to be served.

The activity of dispatching is performed by the dispatcher. In order to perform the
dispatching activity, the dispatcher must take into account several parameters, such as
power plant characteristics and availability, grid topology and status (namely, howmany
lines are there, their status, how many losses there can be and so on) and the forecasted
loads (both quantity and location on the grid). The dispatcher can coincide with the
SO or not. If they are distinct entities, the dispatcher issues schedules and the
SO executes them. If they coincide, they are obviously performed by the same entity.

3.3 Representing the ESC

Figure 3.2 describes the ESC. The transmission line at high voltage is drawn as a thick
bold vertical line. Nodes are represented by dots. Distribution lines at medium or low
voltage are drawn as thin lines. In the figure, as an example, we have drawn two
distribution networks, serving typically residential and small industrial customers at
low voltage; each distribution network foresees a specific metering and retailing activity.
There is also a load that is directly connected at high voltage (i.e. it has its own
transformer), which is the typical case for large industrial consumers. There are two
power plants connected, at two distinct nodes, to the transmission grid, while there is just
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one node connecting two power plants. Given that there is just one node, these two are
effectively two units of the same power plant. There is one power plant that is connected
at medium voltage to the distribution network on the left of the picture. The fact that
there is no node drawn denotes that this plant is not dispatched by the SO, but is rather
controlled by the DSO on the left. Finally, note the continuous line denoting the area of
dispatching. The dispatcher does not control the final residential customers (or the power
plant connected at low voltage), but just the plants connected to the transmission
network and the distribution network (at the relevant substations).

Note that this scheme is a general overview of the possible ESC that exist worldwide.
Even though, for didactical purposes, it is useful to distinguish the four aforementioned
functions, this does not mean that in real-life examples they are always separated and
performed by different entities. It is quite possible that a single body undertakes all four
ESC functions, or that transmission and dispatching are performed together, or that only
generation is separated, and so on. The next chapter describes four possible taxonomies
of electricity systems based exactly on possible ways in which the four functions are
separated or grouped together.

One final consideration about the ESC refers to the scheme described in Figure 3.2.
As noted, the scheme of the ESC has remained substantially the same from the start of
the electricity era until now. However, technological progress has allowed the emer-
gence of new entities and agents performing different roles at the same time, such as
producers and load or SO and plants, and so on. This is questioning the very structure of
the classification proposed here for the ESC.We still believe that it has its merit, if for no
other reason than that technological changes do not take place worldwide at the same
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Figure 3.2 A schematic representation of the ESC
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rate and this scheme will remain useful to describe the ESC of several countries for
a long time. However, it is also possible that it will become outdated at some time in the
future, perhaps quite quickly. Possible future configurations are discussed in Chapter 27.

Learning Outcomes

• The electricity system, or grid, comprises all the components that are interconnected in
the electricity circuit, such as power plants, load and transmission and distribution
networks.

• Electricity flowing into the grid has to respect the physical principles of current and
voltages summarized in the Kirchhoff’s laws. This implies that the electricity system
must always be balanced, namely, that the effective power at the injection points, and
losses, must always be equal to the resistance of the loads.

• The Electricity Supply Chain (ESC) specifies the role of each agent in the electricity
system. The ESC consists of the following five functions: production, transmission,
distribution, metering and retailing, dispatching.

• Production: the phase of electricity generation.

• Transmission: the activity of moving electricity from plants to the distribution
network.

• Distribution: the activity of moving electricity from transmission lines to end
consumers.

• Metering and retailing: metering is the activity of measuring the consumption of
electricity; retailing refers to selling it to final users.

• Dispatching: the activity of selecting power plant and loads, under transmission and
operational constraints.
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4 The Four Market Designs
of the Electricity System

4.1 Introduction

This chapter describes the possible market structures of the electricity system, that is to say,
the different ways in which participants in the electricity system can interact. The different
entities that act in the ESC have specific roles. In different market settings, their activities
may be attributed to different entities, or belong to a single bodywhowould perform some or
all of the functions along the ESC. Following a taxonomy originally proposed by Hunt and
Shuttleworth (1996), it is possible to group the different market structures that represent the
way electricity is exchanged in the ESC, on the basis of the degree of vertical integration of
the entities that operates along the ESC, in four models, described below. Each of them is
described by a figure, in which in addition to the stylized electricity system, described in
Chapter 3, the market arrangements are reported. They are represented by dashed circles,
that represent the agents that operate in the market, and dashed arrows, that describe market
monetary fluxes, namely, payments across market agents.

4.2 The Vertical Integrated Industry

Figure 4.1 represents the electricity system as a vertically integrated industry.
The electricity system is encompassed in a single circle representing the vertical
integrated industry. Consumers (i.e. loads), can obtain electricity from just one agent.
This entity would perform all the activities of the ESC: it would have power plants
generating electricity, would manage the grid acting as an SO and as a DSO would
dispatch its own plants. Note that the electricity system described in the picture is an
isolated one, meaning that there are no interconnection lines with other electricity
systems. If these existed, they would be managed by the vertically integrated company,
possibly together with the SO of the other system, since there is no one but the vertical
integrated industry that is allowed to import or export electricity.

The vertical integrated industry need not be characterized by the existence of a single
company. There can be several companies, for instance owning different plants,
a separated SO, and so on. However, it is crucial for a vertical integrated industry to
hold some agreements among these bodies to act as a single entity. Clearly these
agreements could be legal or contractual, for instance there could be a single holding
company owning all the companies that are active on the ESC, or there could be other
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forms of agreements. These companies therefore behave as a single monopolist in the
electricity market. As with any monopoly, the monopolist faces a demand curve for
electricity. The demand curve for the case of the load has specific features that we will
discuss in Chapter 7. It is enough to note that is quite rigid, thus exposing customers to
a high degree of exploitation from the monopolist. To avoid this shortcoming and to
guarantee efficiency, it is common to regulate the price that the load pays for the
provision of power by means of tariffs. Electricity tariffs will be discussed in
Chapter 6. Note that the payment from the load to the monopolist is not described in
the picture because it is not a market transaction, but rather a payment for the provision
of a regulated service.

The vertical integrated industry represents the current status of all those electricity
industries worldwide that have not undergone liberalization or been opened up to the
market. Clearly, the reality is more complex than how it is stylized in the model
represented here, but the basic elements coincide: a single body, possibly regulated,
does everything from generation to the delivery of electricity.

4.3 The Single Buyer Model

Figure 4.2 represents the single buyer model. In this model, some or all plants can
be independently owned and managed by several entities, which are called
Independent Power Producers (IPPs). There is a single company that performs
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all other activities of the ESC. It would be the SO, the DSO, and the dispatcher of the
system (plus producing if it owns some power plants). This company is thus called
a single buyer, to emphasize that it is acting as a monopsonist vis-à-vis the IPPs. It is
theoretically possible that, instead of having several IPPs, there exists just one owner of
all the power plants, distinct from the single buyer. In this case, the situation depicted
would be a bilateral monopoly, rather than a monopsony. However, this is a rare
situation. Indeed, the single buyer model is often adopted as a first step toward the
market opening for vertical integrated industries. If the vertically integrated industry is
split to form a single buyer who still owns some power plants, while some other plants
are divested to the market, this entity is termed as the former incumbent. There are
three main ways in which generation capacity can be divested to the market: i) own-
ership unbundling; ii) tolling agreements; iii) Virtual Power Plants.

i) Ownership unbundling. In this case, some plants are physically divested from the
incumbent plant and sold to new entrants in the market. There are several possible
ways in which this divestiture can take place, ranging from private agreement
among the parties to open competitive auctions. The crucial element, however, is
that after the divestiture these power plants must compete among themselves and
with the single buyer.

ii) Tolling agreements: a type of rental contract, in which the owner of some primary
fuels, called the toller, writes a contract with the power plant owner so that the latter
agrees to convert the fuel into electricity for a predetermined fee. These contracts are
mutually beneficial whenever the toller can acquire the primary fuel at a better rate
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Figure 4.2 The single buyer model
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than the power plant owner, but does not have or want a power plant to convert it into
electricity.

iii) Virtual power plants. These are contracts in which the owner of the power plant
maintains its ownership, but sells to the buyer the right to use them to produce
electricity. VPP contracts must specify twomain components: the price at which this
right is sold, called VPP premium, and the price at which the energy that the plant
will produce will be remunerated. The premium is expressed in terms of money per
kW (or multiple), since what is effectively sold is the capacity to produce energy,
which is measured in terms of power. The energy price is expressed in terms of euros
per kWh, or multiples. Moreover, VPP contracts must specify the respective parties’
obligations, and the applicable penalties in the event of non-compliance, namely,
missed energy payments or unavailability of the plant, since in the VPP scheme, the
management and operation of plants remain the plant owner’s responsibility.

When a single buyer model is adopted, a market is created for power exchange
between the single buyer and the power plants. Therefore, there are monetary exchanges
that go in the opposite direction from the power flow: power goes from producers to
load; load pays a tariff to the single buyer that remunerates all its activities, namely,
purchasing power from IPPs and transmitting/distributing it. The single buyer has to
remunerate the IPPs for their commitment to generate electricity whenever requested
by the dispatcher (the single buyer itself). This monetary exchange is represented in
Figure 4.2 by the dashed arrow going from the single buyer to the IPPs. The contractual
arrangements established between them are called Power Purchase Agreements (PPAs).
These PPAs can take the form of any contractual arrangement between the parties,
specifying the terms at which the single buyer will call the IPPs to produce electricity
and the payment for this.

4.4 The Wholesale Market

Figure 4.3 represents a common market arrangement for several electricity markets, in
which the single buyer is split into distinct bodies: an entity that operates the grid and
dispatches electricity (i.e. the SO); distinct entities, one or more, called Distribution
companies (DisCos), which bundle the activities of electricity distribution and monitor-
ing and retailing together. There can be several DisCos, one per each distribution
network, or just one.

Figure 4.3 describes the payments that each agent makes in this scheme. These
payments refer to just the power that is produced by IPPs and used by the loads. In the
previous chapters, we have seen that in order for the power to flow, several other
activities must take place, undertaken by the SO and the DSOs. These activities, namely,
the dispatching service, transmission and system services, and the distribution services
(which include metering and retailing, in the wholesale market model) are remunerated
by the load, but are kept distinct from the payment of the power itself. The power flowing
from plants to load is remunerated in the place where the needs, expressed by the loads,
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meet the production possibilities, brought by the plants. This place is called the
Wholesale Power Market, or simply wholesale market. This market is termed whole-
sale to distinguish it from the retail market, which will be introduced in the next section.

There are two main models that can be adopted to organize exchanges in the whole-
sale market: the pool and the power exchange, defined as follows:

definition. Pool: a wholesale power market where all those who exchange power are
asked to participate. Thus, the pool involves the compulsory participation of IPPs and
the load.
definition. Power Exchange: a wholesale power market where plants and the load can
exchange power before its effective delivery. Thus, a power exchange is voluntary in nature.

Both pools and power exchanges are centralized marketplaces, in the sense that there
is a body that organizes it, setting the rules of power exchanges, the characteristics that
agents have to respect to be able to participate, and how the economic settlement takes
place. This body is called the EnergyMarket Operator (EMO). The EMOmay also be
the SO, but in most cases, it is a distinct operator. For the wholesale market model, when
a power exchange is set up, plants can also enter into Over-The-Counter transactions
with the buyers, autonomously choosing the terms of trade. These are called Bilateral
Contracts. These bilateral contracts, together with the schedules that arise from
exchanges in the power exchange, or if there is just a pool, the schedules that occur in
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it, have to be communicated to the dispatcher. This means that the dispatcher, namely the
agent who decides who to call to produce energy, has to be informed and takes into
account the proposed dispatch that arise from the economic arrangements among the
agents. Given that when power flows it does so at a speed close to the speed of light,
following Kirchhoff’s laws, it would not be possible to decide the economic arrange-
ments of the exchanges simultaneously with the physical exchanges that take place. For
this reason, the economic exchanges typically take place before the real-time delivery.
For the same reason, there must also be rules that specify the roles and responsibilities of
the parties involved whenever the planned economic exchange cannot be respected by
the physical flow of power. This is done in the ex-post balancing and in the settlement
phase. The different timing of electricity markets will be analyzed in the next chapter.

Another important distinction between pools and power markets, that relates to their
different compulsory nature, relates to the economic counterpart of each agents’ parti-
cipation. In a power exchange, agents, being the IPPs or loads, participate voluntarily.
This means that they express their market participation by communicating their will-
ingness to pay, or be paid, to use or generate electricity, for load or IPPs, respectively.
This willingness to pay or receive is grouped in the loads’ or plants’market bids: offers
to pay in exchange for power, or power in exchange for a payment, for loads and plants,
respectively. In a pool, where participation is compulsory, it is harder to set the proper
terms of exchange between power and the monetary payment, for both the plants and the
load. In a theoretical setting, IPPs should receive remuneration for their ability to
produce power. Thus, remuneration for plants depends on their cost function.
The same principle should also apply to load. In this case, the load cost refers to the
opportunity cost of not being served by the power. This is called Value of Lost Load
(VOLL). This concept will be analyzed in Chapter 9.

However, there is a crucial problem in a pool as to the EMO’s knowledge of the costs
of the IPPs or load, due to the asymmetry of information between plants, load and the
SO. For this reason, when a pool is adopted, the role of EMO is often attributed to the
SO of the system, since it is supposed to have lower asymmetry of information on
generation costs than any other agents. For instance, pools are often created whenever
there is a change from model 1 to model 3 (perhaps with some plants that are still
owned or managed by the SO). In this case, there must be a regulation that specifies
how to communicate and control ex post the costs of the IPPs. For the same reason, in
a pool the load is often not allowed to participate: it is calculated as a fixed quantity by
the SO, grouping all the loads together. Another approach that can be applied in order
to ease problems of asymmetries of information, is coupling the compulsory participa-
tion with the possibility of expressing market bids, rather than just costs. This some-
how erases the distinction between the pool and the power exchange model. In Part III
we will review the optimality criterion of dispatching, based on costs, as in a pool, in
Chapter 8, allowing load to change overtime in Chapter 9, and based on bids in
Chapter 10. This latter is the reference model of electricity market that we consider
in this book.

Note that in Figure 4.3, DisCos participate in the wholesale market. This is a distinct
feature of the wholesale market model: no consumer can participate directly in the power
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market; only distribution companies can buy electricity on behalf of their customers
(and distribute the power to them). However, such a strict model is often relaxed in
reality by allowing some load to participate. In this case, we can still refer to it as
a wholesale market only model, provided that the load that is allowed to participate
directly is not served by a distributor. We have considered this case in the picture
drawing the dashed arrow that connects the high voltage load (directly linked to the
transmission line) to the wholesale market. However, this distinction also becomes less
stringent in real-life applications of the wholesale market model: often, some type of
load, even if connected at medium or low voltage, is allowed to buy power without
having to rely on its own distributor to do so. This is typically done by looking at
consumption thresholds. In this case, the model moves toward a fully liberalized
wholesale and retail market model, as described in the following paragraph.

4.5 The Wholesale and Retail Markets Model

Figure 4.4 describes the wholesale and retail markets model, also called the fully
liberalized model. A distinctive feature of this model is that all the tasks performed by
agents in the ESC are unbundled and attributed to distinct bodies, not just those referring
to generation and transmission, but also electricity distribution and retailing. Thus, at the
distribution level, there are no DisCos; they are split into separated entities: one that
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plays the role of the DSO, and one or possibly several suppliers that compete among
themselves to retail electricity to final customers. Note that there could be a single
supplier created in each distribution network, by splitting each DisCo in a distributor and
a supplier. However, there can be a retail market only if there is competition in it; for this
to be the case, when just one supplier is created per each distribution network, this
supplier must be allowed to compete with the other suppliers on the other distribution
networks to serve energy to the final customers. Obviously, when there are several
retailers and/or suppliers competing among themselves in each distribution network,
there is an increased possibility of effective retail competition. Retail market competi-
tion will be analyzed in Chapter 19.

Figure 4.4 describes several possible market arrangements that can occur at the
distribution level. The right-hand side describes the roles of suppliers, who can group
load, and can acquire energy in all the ways that are allowed in market settings to serve
their customers. However, it is also possible that consumers operate directly on their
own behalf to acquire energy, regardless of their voltage or consumption level. This is
described in the left-hand side of the graph. Moreover, consumers can either operate
directly at the wholesale level, or ask some intermediary to do it on their behalf. These
are called retailers, exactly because they acquire energy at the wholesale level and resell
it at the retail level. Energy Saving Companies (ESCOs) are one specific type of
retailer. These are retailers who sell energy saving services to their customers, sharing
with them the benefits of the energy saved through contractual agreements. In a fully
liberalized market an ESCO can operate by selling power to its customers, having
acquired it at the wholesale level (either in a centralized market or through bilateral
contracts).

Fully liberalized wholesale and retail markets are different to a fully vertical inte-
grated industry. It is the market design, for instance, of the European countries, which
however differ with respect to the effective degree of competition that suppliers have in
the retail markets.

Learning Outcomes

• There are different market structures of electricity markets depending on the degree of
vertical integration of the entities that operates along the ESC. Four models can be
identified: the Vertical Integrated industry; the Single Buyer model; the Wholesale
market model; the Wholesale and Retail markets model.

• In the Vertical Integrated industry there is a single entity or a set of entities that are tied
by contractual or legal arrangements and perform all the activities along the ESC.
There is no completion in any part of the ESC.

• In the Single Buyer model some or all plants can be independently owned and
managed by several entities, the Independent Power Producers (IPPs). There is
a single company that performs all the other activities of the ESC. Thus, there is
competition only among IPPs, who face the monopsony of the single buyer.

• In the Wholesale Market model the Single Buyer is split into several bodies; an entity
that operates the grid and dispatches electricity and one or more Distribution
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companies (DisCos). Transmission is fully unbundled from generation. Electricity is
purchased by distribution companies on behalf of their end users, and sold by plants at
the wholesale level in power exchanges that can be arranged as pools or power
markets. The price that end consumers pay for the electricity that is purchased by
suppliers is not established in a market but is regulated.

• In the Wholesale and Retail market model all the tasks performed along the ESC are
unbundled and attributed to distinct bodies, including electricity distribution and
retailing. DisCos are split into distributors and suppliers. There are also independent
retailers. All of them have to acquire energy at the wholesale level and resell it in the
retail market.
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5 Energy Products and the Time
Dimension of Electricity Markets

5.1 Introduction

In the previous chapter, we described the four possible market arrangements based
on the separation of roles that each agent plays in the ESC. We have also seen, when
discussing the wholesale market, that economic exchanges cannot take place at the same
time as the delivery of power to customers. This is a feature that does not refer just to the
wholesale electricity market. It is possible to set up markets that provide not just power,
but all the services required to deliver this power. These markets take place at a different
point in time, before the real-time delivery of electricity. Therefore, we can categorize
electricity markets according to the services they provide to the electricity system,
namely, electricity itself or services to allow the delivery of the electricity, or on the
basis of the distance in time from the moment of contractual exchange to the moment of
electricity delivery. The former taxonomy distinguishes between energy, ancillary
services and generation capacity. The latter specifies the time structure of electricity
markets.

5.2 Energy, Ancillary Services and Generation Capacity

We have already explained that power is linked with voltage and frequency, and that in
AC current power is made of real and apparent power. In the electricity system, any
perturbation to the system by an external factor or by a change in load or generation
implies a change in these parameters. It is the role of the SO to keep the system
operational, respecting the system and transmission constraints, namely, the acceptable
range of frequency, voltage and power factor. Whenever there is a need for intervention,
the SOmust use one or more tools provided by all the systems and devices that constitute
the electricity system, including loads and plants. The services provided by these
systems, that are needed to deliver power in a safe and secure manner, are called
ancillary services.

definition. Ancillary services: services needed to deliver power in a safe and secure
manner in an electricity system.

Traditionally, there are three main categories of ancillary services: balancing services;
reserves; voltage control services and system restoration services:
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1) Balancing services. Balancing means all actions and processes through which the
SO ensures the maintenance of system frequency within a predefined stability range.
A balancing service is the service provided by those devices that allow the SO to keep
the system balanced. Balancing services are thus supplied by production units, like
small plants, that are able to cope with small, frequent imbalances. There are two
types of balancing services: regulation services and load-following services.
The former are able to handle rapid fluctuations in loads and small changes in
generation. The latter handle slower fluctuations in loads.

2) Reserves. Generation capacity that can be used to produce active power in a given
period of time and that has not been committed to generate energy in that period.
Reserves are capable of handling large fluctuations in the availability of power that
can threaten the stability of the system. They are provided by plants and are separated
into spinning reserves and supplementary reserves. The spinning reserve refers to the
capability of a plant to respond immediately to a change in frequency and provide the
full amount of reserve very quickly. Supplementary reserves are categorized with
respect to the time needed to respond and so they can be brought on line quickly.
Another classification of reserves refers to their capabilities in terms of controlling
the system, whether they are automatic or not, and whether this capability is located
at local power stations or is centralized at the SO level. In particular, there are three
categories of system controls: i) primary control: local automated control able to
respond to any frequency change; ii) secondary control: centralized automatic con-
trol; iii) tertiary control: manual change in the dispatching in order to restore the
secondary control. It is common to refer to the spinning reserve as the primary
control, and to refer to the secondary and tertiary controls as the secondary and
tertiary reserves.1 Spinning reserves, are typically generated by keeping a power
plant that is able to modulate its operational range operating at part load, being ready
to increase it if needed. According to the possible classifications, the load can also
provide a supplementary reserve, if it is able to be disconnected quickly. This is
called load interruptibility.

3) Voltage control services and system restoration services. The former refers to those
services that allow a transmission network to be kept operational by controlling
reactive power. Both system devices, such as capacitors and inductors, and some
types of plants and loads unit can provide these services. System restoration services
refer to the need for most power plants, and in particular their alternator, to require
power from the grid to be able to produce it. Therefore, in the event of blackouts, they
are cut off the grid and cannot be restarted without it. Plants that are able to self-start
without requiring power from the grid are those providing system restoration
services.

Ancillary services are needed to provide useful electricity (i.e. electricity that can be
used by end consumers). However, there is a prerequisite to providing electricity, that is,

1 Not all scholars agree on this. In particular, Rebours and Kirschen (2005) propose treating spinning reserves
as secondary control, rather than primary control. See also Rebours et al. (2007) for a worldwide classifica-
tion of reserves.
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there must be the possibility of generating electricity. In the electricity system, power is
generated by power plants. However, power plants are also produced; namely, they are
the results of some investment activity. Whenever some plants are called in order to
provide ancillary services, that plant has to be there (i.e. it has to exist and be connected
to the grid). This possibility is a result of the capacity of the plant. If there were not
enough capacity to cope with the load, some load would have to be shed. Similarly, when
some plants go off, some existing generation capacity has to replace it in order to keep
the system balanced, or some load has to be shed. The generation capacity itself,
therefore, can be interpreted as a form of service provided to the electricity system,
namely, the possibility to produce power to keep the system balanced. Note that in order
to keep it balanced, it is not strictly necessary to have generation capacity: the load can
also help keep the system balanced if it has the capability and willingness to be shed.
Therefore, the capacity services can be provided by generation capacity or load. There
is also a third category of capacity that can provide capacity services, namely, the
interconnection capacity. If a system needs power, this can also be supplied by another
system through an interconnection. In Part III, we consider an isolated system, while we
introduce the analysis of interconnections in Part V. The following is the definition of
capacity services for non-interconnected systems:

definition. Capacity services: the service provided by generation capacity of being
able to generate power, or by the load of being able to be shed, in order to keep the
system balanced.

Both ancillary services and capacity services can be provided by market arrange-
ments. Electricity markets do not refer just to power, but also to ancillary services and
capacity. These markets can be classified according to their temporal distance to real
time, the latter being the time at which electricity is generated and consumed. We have
already noted that economic exchanges cannot take place simultaneously with power
exchanges. The same is true for ancillary services and capacity exchanges. However,
there can be several possible time arrangements for these exchanges, which can involve
different agents. We discuss them in the next section.

5.3 The Time Structure of Electricity Markets

Figure 5.1 represents the different timing of the markets for energy, ancillary services
and capacity.

The figure requires an explanation. On the horizontal axis, it displays the time. t0
denotes the time at which there is the exchange of power. This time is indeed a time
interval: power flows continuously, but it is common to define a unit of delivery as
a time interval during which power or the other services can be delivered. These time
intervals can range from a few minutes to single hours and define the time nature of the
products exchanged (i.e. if they are hourly products, quarter-hourly products, five-
minute products and so on). The control of the electricity system during this time interval
is the sole responsibility of the SO. There is a trade-off in the choice of the proper time
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interval: short time intervals (e.g. quarter hours or less) ease the work of the SO that has
to balance the grid, but implies that a lot of time products are to be exchanged in the
markets, while the opposite is true if hourly products are selected. Note that it is possible
that these time products do not have the same time interval for all products: if power is
exchanged in hourly products (i.e. energy in a given hour), ancillary services can have
a quarter-hour structure, but other combinations are also possible. The time axis then
reads, from t0 to the left, time units before the delivery. These time units can be minutes
before t0 (denoted as t-m), hours before t0 (denoted as t-h), days (denoted as t-d) or even
years before (t-y, t-yn), up to several years before (generically denoted as t-k). To the
right of t0, there are time units after the physical delivery, generically denoted as t+n.
The period after t0 is denoted as ex-post, to highlight that what happens there occurs
after the physical delivery. In the figure, there are the three products that can be
exchanged, namely, energy, ancillary services and capacity; for each of them the figure
represents when there can be market exchanges (described as “markets”), how long
these market transactions can be (described by the length of the rectangles describing
market transactions per each product) and when it is the SO responsibility to manage the
grid in order to deliver energy (the dashed area denoted as “system operation”).
The vertical solid line at t0 denotes the time of physical delivery, while the vertical
dashed lines denotes the point in time before t0 beyond which no more transactions are
possible and only the SO can operate to keep the grid balanced and deliver the energy in
a secure and safe manner. This point in time is called gate closure. Obviously, the gate
closure occurs before t0. There can be one gate closure for all products or one per each
possible product, but obviously, there can be just one gate closure per each product at
most. Gate closures can be close to real-time delivery, namely, minutes before, or distant
to real-time delivery, namely, hours before. The two vertical dashed lines represent two
possible gate closures. After the gate closure, no more market transactions are possible
by definition. This does not mean that after the gate closure it is not possible for the SO to
call for some service, but just that these services, such as balancing and reserves, would
be directly commanded by the SO. This is called system operation. After the physical
delivery, there is also the settlement period, in which market transactions are compared

Products

Capacity
CRMs

Fin. prod.

Balancing s.

Reserves

IntradayDA

t-ht-1t-yt-ynt-ktime t-m t0 t+n

Markets Syst. op. ex-post

Anc. serv.

Energy

Figure 5.1 The time dimension of electricity markets
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to the physical ones and cleared. We can see in Figure 5.1 that there are different
durations for the markets of each of three products, energy, ancillary services and
capacity. Let us consider them more closely.

5.3.1 Energy Markets

Energy is exchanged before the physical delivery. In Figure 5.1, the small light grey box
with the DA tag represents an exchange taking place one day before the delivery. This is
a common characteristic of several power markets. Indeed, it is so common that the
market where power is exchanged is often called Day-Ahead market (DA). For
instance, in Europe, hourly energy products are exchanged in the day-ahead markets:
they open in the morning, and close at some time the day before the delivery, generally at
12.00; energy to be delivered in each hour for the day after is exchanged between plants
and suppliers (or load, DisCos, etc.). Two elements of these power markets should be
emphasized:

i) Regardless of whether the energy markets take place one day before or several days
before or just hours before, these markets are always forward markets: in these
markets, forwards of energy specifically defined (i.e. power to be delivered at a given
point in time in the future for a given duration) are exchanged; this implies that
the day-ahead market is essentially a financial market, albeit with a physical delivery.

ii) The day-ahead markets are wholesale markets, in the sense that energy is exchanged
at the wholesale level: plants and suppliers (or DisCos, retailers, load, etc.) partici-
pate in them, depending on the specific market structures adopted, as explained in
Chapter 4. Retail markets have completely different time structures: in retail markets,
typically energy is exchanged on a long-term basis (i.e. there are annual, multi-year
or even perpetual contracts (terminable by one or both parties)).

The day-ahead market is often coupled with intradaymarkets. These are markets for
the exchange of power that open after the closure of the DA market and close at the gate
closure time (i.e. much closer to real-time delivery). The picture describes one distinc-
tive feature of intraday markets compared to the DA market. In those markets where
intraday power exchange possibilities exist, these last longer than those in the DA
market. For instance, in several European markets, where the DA markets close at
12.00 the day before the delivery, intraday markets open straight after the closure of
the DA and last up to a few hours before the delivery of each product, or each group of
products. That is to say, electricity hourly products are grouped in sub categories (e.g.
power for the first four hours of the day, power for the subsequent four hours and so on)
and each intraday ends close to the delivery of that specific group of products; for
instance, the gate closure time for the group of products power-for-the-last-four-hours
closes at 21.00 of the delivery day, and so on. There are two other distinctive features of
intraday markets:

i) in many cases only agents who have participated in the day-ahead market can
participate to the intraday;
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ii) the market rules, in particular relating to price formation, can be different with
respect to those for the DA market.

The first point can be explained in the context of the rationale for creating intraday
markets: they are created to allow market operators who have participated in the DA to
adjust their positions. For instance, a plant that has participated in the DA and which has
been scheduled (i.e. that its offer has been accepted in the market), may find after the
closure of the DA market that it will not be able to generate some or all of its power for
some technical reason. This implies that it will create an imbalance that will have to be
tackled by the SO by activating some reserve (possibly purchased in the balancing or
reserves market – see below). However, power for imbalances can be more costly than
power for generation (again, this point will be explained more fully below). Therefore,
an inefficiency can arise, which could be avoided if say it was possible to replace this
expected unavailability with some other load before it becomes an imbalance. This is the
kind of situation that intraday markets are there to address.

Constraints on participation are not, however, a feature of all intraday markets. When
participation is free, regardless of whether or not the plants and load have participated in
the DA market, the distinction between intraday and day-ahead becomes weaker.
The specific feature of the intraday markets, on top of the price formation rule that
will be discussed further below, is that traders can choose to trade at different periods of
time, more or less close to delivery. Therefore, there is a sort of self-selection of trades
among traders: the intraday trades that take place at the beginning of the intraday period
will essentially have the same characteristics as DA trades and thus can be analyzed in
the same way. The closer the time to the gate closure, the more the operators can make
proper forecasts and will more confidently be able to predict whether they will be
imbalanced or can provide balancing energy. Thus, trades close to the delivery at the
intradaymarket essentially become balancing trades and the intradaymarkets essentially
become markets for balancing services. However, intraday trades occur among market
participants (i.e. between plants and load). Thus, in this case, intraday markets can be
interpreted as markets for balancing services among market participants (i.e. plants and
load), and not as markets for balancing services in which the market counterpart is the
SO, as in balancing markets properly defined.

We have already noted that markets for energy before delivery are essentially forward
markets. This is also the case for intraday markets. The similarity with financial markets
helps to understand the second characteristic of intraday markets, as noted above.
As with “pure” financial markets, they can be structured as markets with continuous
trading or auction markets with an opening and a closing period. The former are markets
in which agents place a market order. In the case of intraday, this is the willingness to
generate or to buy load and the price at which this happens. The order is closed (i.e. there
is a transaction), as soon as an order to purchase is matched with an order to sell at the
same price (and vice versa). This means that several orders can be closed (i.e. matched at
different prices). In auctions, orders are brought to the market in a given period; they are
ranked by the auctioneer (the market operator in the case of intraday) from the highest to
the lowest willingness to buy, for purchasing orders, and from the lowest to the highest
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price for the generating orders; then they are matched and cleared at the matching price
(this point will be explained when economic dispatching is discussed in Chapter 10).
Therefore, in auction markets there is a single price that is formed. The two types of
markets have different pros and cons: continuous trading is an efficient way to organize
markets whenever they have high liquidity, because it is easier for agents to close orders
and agents do not have to wait for the closure of the auction for the execution of their
orders. In contrast, when there is limited liquidity, they are riskier, in the sense that it can
be less likely that transactions will be closed or they can be closed at different prices. For
auctionmarkets, the opposite is true: they are useful in providing a reference price for the
transactions, but can be inefficient if the opening time is long and it forces agents to wait
for the closing of the auction.

5.3.2 Ancillary Services Markets

Ancillary services are balancing services and reserves, as well as voltage control
services and system restoration services. There is a first fundamental difference between
the former two and the latter two. Balancing services and reserves are mostly offered by
plants and can be provided by many types of plants. The latter two are provided either by
devices that are under the control of the SO or by few types of plants. Therefore, it is not
advisable to set centralized organized markets for voltage control services and restora-
tion services. Generally, there are long-term bilateral contractual agreements between
the SO and the possible suppliers of these services, under which the SO acquires the
right to use them if needed. For balancing services and reserves, it is possible to organize
markets for their exchange, or to impose their provision by some technical rules.
The latter is less efficient, since there is no need to oblige all plants to supply them.
Moreover, it is better to let those who are willing to offer these ancillary services to do so,
as they will typically have a better knowledge of their costs than any possible regulator.
As in any market, however, a crucial feature is to make sure that there is a competitive
environment. A characteristic of balancing services and reserves markets, is that they are
markets in which there is just one buyer, the SO. In fact, it is the SO who needs these
services to allow power to flow within pre-defined admissible technical ranges.
Therefore, these markets can be described as monopsonies. However, the monopsonistic
power is mitigated by the possible limited competition at the supply side, since not all
power plants can provide balancing services and reserves. The possible reduced com-
petitive environment of ancillary services markets compared to DA markets makes the
economic analysis of these markets analogous to the study of bilateral monopolies or
oligopolistic markets rather than competitive ones. A common feature of the models
developed to study these markets is that they emphasize strategic interaction settings and
the impact of agents’ market power on market outcomes. To reduce the possible
exploitation of market power by plants in the ancillary services markets, they often
rely on different market rules compared to those for DAmarkets, in particular in relation
to price settlement and bidding rules. For instance, ancillary services markets often rely
on discriminatory auction rules rather than uniform auction rules (see Chapter 12).
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Ancillary services are used by the SO to acquire the services that it needs in order to
deliver the power that has resulted from the DA market. Therefore, they are ex-ante
markets. If this is rather obvious for the reserves, since there would be no meaning for an
ex-post reserve (recall what a reserve is, capacity kept available to be used in case it is
needed), there can be different market arrangements for balancing. Let us make this
point clear by specifying the timing of the balancing process. When the DA market
closes, a dispatching schedule is established: the set of power plants scheduled to
provide power at t0 and the loads that will acquire power is selected. If intraday markets
exist, this process starts at the end of the intraday. Thus, the market, either DA or
intraday, determines who produces, who consumes power and at which price, for a given
time interval (e.g. an hour). The result of the dispatching schedule, however, occurs
before real time, and is fixed for a given time interval. The physical reality of the system,
however, changes continuously. There is thus the problem of matching the result of
the day-ahead schedule with the possibility of delivering energy in real time. This
problem can be tackled in two ways.

One way is taking the results of the dispatching schedule as a constraint of the real-
time delivery, and solving repeatedly, for very short time intervals before delivery (e.g.
five minutes before real time delivery), a problem of cost minimization that also
encompasses all the constraints posed by Kirchhoff’s laws. This is the real-timemarket
approach. Markets in the United States, such as the Pennsylvania Jersey Maryland
(PJM)2 for instance, work according to this paradigm.

Another approach is to rely on balancing markets. Under this scheme, the result of the
dispatching schedule is communicated to the SO. The SO checks if this schedule is
compatible with the forecast status of the grid for that period (e.g. an hour) verifying if
power can respect all the constraints posed by Kirchhoff’s laws. If not, it needs to alter
the scheduled dispatching in the balancing market. The market arrangements of balan-
cing services can be centralized, or bilateral. If there are centralized balancing markets,
the SO uses them matching its need for balancing services, or possibly also reserves,
with the willingness to supply balancing services and reserves by plants and load.
If there are no centralized markets – the SO in order to keep the system balanced –
calls those balancing services that it has either acquired on the basis of a previous long-
term contractual agreement, established well before the real-time delivery, or that it can
use thanks to a regulatory framework that imposes on the plants the obligation to provide
them to the SO. The economic terms of the compensation, i.e. the price at which plants
(or load) are remunerated for their services, which have not been established in the
balancingmarkets, occur at the level that was predetermined in the long-term contractual
agreements or at the regulated price.

The activity of using balancing services to adjust the day-ahead schedule is called
ex-post balancing. It is represented by the dotted light grey area for the balancing
services. Ex-post balancing should not be confused with redispatching, which is the
activity of altering the generation and/or load pattern, undertaken by the SO, in order to

2 PJM groups all or part of Delaware, Illinois, Indiana, Kentucky, Maryland, Michigan, New Jersey, North
Carolina, Ohio, Pennsylvania, Tennessee, Virginia, West Virginia and the District of Columbia.
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change physical flows in the transmission system and relieve physical congestion.3

Thus, redispatching occurs before real time, when the SO receives the schedule of
dispatching and sees that its implementation would infringe some physical constraint
of the grid or imply an inadmissible zonal configuration (this point will become clear
when we will analyze market zones in Chapter 16). On the contrary, ex-post balancing
denotes the activity of using balancing services in order to operate the grid.

After the real-time delivery, the usage of balancing (and reserves) must be settled.
This is described in Section 5.3. Balancing markets are analyzed in Chapter 11.

5.3.3 Capacity Markets

Capacity markets are the places where capacity is traded. A distinctive element
of capacity markets, as compared to the energy and ancillary services markets, is that
capacity is traded for its capability of being used to generate electricity, not for the
electricity that it will generate. In other words, what is traded is the capacity of a power
plant to generate electric current, or the possibility that the load must reduce its
consumption, regardless of whether such a capacity will effectively inject power into
the grid or reduce the withdrawals in real time. Therefore, a common feature of capacity
markets is that the remuneration for capacity, independent of the possible market
organizations, is expressed in terms of money per watt (or multiples), namely, money
per power, not money per energy. In, fact, it is the power that measures the possibility of
producing energy. As discussed above for ancillary services, in interconnected markets
the possibility to deliver energy is effectively provided not just by power plants and load
(to be shed) installed in a given system, but also by the interconnections of that system
with other ones. Again, we will start by considering isolated markets. Thus, capacity
markets refer here to generation capacity and load only. There is much debate in the
literature about whether capacity markets are needed to provide sufficient investment in
the power sector, or if energy and ancillary services markets are enough to provide
remuneration both for amortizing existing investments and planning new ones. We will
discuss this point in Part VII. For present purposes, it is important to say that if capacity
markets exist, they are opened a long time before real-time delivery, in order to give
enough time for new investments to be undertaken.

There are two types of capacity market, long-term financial markets and physical
markets. In physical markets there is an explicit remuneration for the commitment by the
seller to physically install new generation capacity (or reduce the load). There are several
ways in which such remuneration can take place. A general term referring to them is
Capacity Remuneration Mechanism (CRM). CRMs are mechanisms that allow
remuneration for physical capacity; capacity markets are the places where capacity is
exchanged and remunerated through CRMs. CRMs are discussed in Chapter 22. CRMs
are not the only way to support investments. The very nature of investment embeds a risk
for the investor due to the temporal discrepancy between the time of the investments and

3 This is the definition as stated, for instance, in article 2(26) of European Commission Regulation 543/2013
of 14 June 2013.
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the realization of the profits that these investments allow. In the electricity markets, this
risk is due to the time lag between the physical planning and realization of a power plant
(or some energy efficiency device, for instance, that reduces the load) and the time of the
delivery of power. For capacity investments, as for any investments, it is possible to
develop all those financial instruments that allow risk hedging, setting derivatives that
covariate with the underlying asset. In the case of capacity investments, the underlying
asset is the energy that a given capacity can generate. Therefore, there are several
possible derivatives on energy that can be traded in financial markets, such as futures
and options. These derivatives are traded in long-term financial markets. It is impor-
tant not to confuse financial capacity markets with day-ahead markets. In the former,
derivatives are traded that have a long maturity date, up to a period of years, which are
needed to hedge investment risks. In the latter, the products traded, even if they have the
structure of forward contracts, have a much shorter maturity, at most one day. This book
will not analyze financial derivatives on electricity, as they are similar to other financial
products.4

Note that in Figure 5.1, we have represented CRMs and financial capacity markets by
means of two slightly overlapping rectangles. This is not strictly necessary. The figure
simply aims to highlight two common features of markets for capacity. The first is that
they usually remain open for a significantly longer period than energy or ancillary
services markets; the second feature is that CRMs can have a longer time perspective
compared to financial markets, since financial derivatives can hardly be traded for
a maturity longer than a few years, while CRMs may have a very long time to delivery.

5.4 The Settlement Process

Settlement means clearing the payment of an exchange. In general, in commercial
goods markets, the settlement activity takes place at the same time as the physical
delivery of the good. For instance, if a quantity q of a good, say apples, is exchanged
from A to B, B pays to A the contracted payment for this. If A delivers fewer apples, say
only q – x, B will reduce the payment by the corresponding contracted price times x,
which measures the value of the goods not sold by A to B. Even if the payment is
postponed, it is nevertheless possible to link every settlement with the exchange of the
goods and service to which it relates: B knows how many apples have been sold from
A and regulates the payment accordingly. In power markets, this is not possible.
The physical nature of electricity implies that electrons flow where they find the lowest
resistance (this is the meaning of Kirchhoff’s laws), regardless of the contractual
agreement between the plant that has produced them and the load that has consumed
them. Therefore, there must be a phase after the physical delivery in which all physical
injection to and withdrawals from the grid are recorded and compared with the con-
tractual agreements regarding energy exchange that were established ex ante. Then the
differences are settled on the basis of the prices that have emerged in the markets. This

4 A useful reference for studying them is Aid, 2015.
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phase is called settlement. The settlement relates to the balancing, but it must not be
confused with it: balancing is the use of energy to keep the grid balanced (i.e. to make
sure that load and generation coincide). The settlement is done by first comparing the
scheduled exchanges to those that have effectively occurred, and then clearing the
economic value of this difference. The net difference between the scheduled and
delivered energy in the settlement process coincides with the amount of energy that
has been used by the SO to keep the system balanced. Example 5.1 helps to explain the
settlement process.

Example 5.1 Suppose there is a simple electricity system comprising three plants,
Alpha, Bravo and Charlie, and two loads, Delta and Echo. Consider the exchange of
energy for a given time period (e.g. an hour). Assume that there is a market in which
ancillary services are exchanged. For simplicity, we refer just to balancing services, but
the same can be said for reserves. There is a power exchange and also let agents be able
to exchange power through bilateral contracts. Thus, we refer to model 4 in Chapter 4.
The prices in these markets are 10 dollars per MWh in the power exchange; 12 dollars
per MWh is the bilateral contact price and the price of balancing services is 15 dollars
per MWh. Charlie and Echo have entered into a bilateral agreement and have commu-
nicated to the SO that Charlie will produce 150MW, bought by Echo. Delta buys energy
in the Power exchange, where Alpha and Bravo sell it. Load Delta is 250 MW, and the
supply schedule foresees Alpha producing 50 MW and Bravo 200 MWh. Table 5.1
summarizes this data.

Note that in Table 5.1 the load is accounted for as a negative number to denote that it
is a withdrawal of energy from the system, while injections by plants are expressed using
positive figures.

Suppose now that the SO needs to balance this energy, for whatever reason; for
example, because Echo consumes 50 MWh more, while Delta consumes 40 MWh less,
so that there is a need of an extra generation of 10 MWh, and at the same time there is
a reduction of power by Bravo of 20 MWh. As a result, in the balancing market, the
SO needs to acquire 30 MWh more, and it happens that Charlie sells it, while Alpha is
not able to change its production from the expected schedule. Table 5.2 reports the
effective energy delivered, and compares it to the scheduled figures to measure the
individual and system imbalances:

Note the imbalances line. Charlie provides 30 MWh more to the SO; thus it sells
a balancing service to the SO. Also Delta sells balancing services to the SO, since it
reduces its withdrawals of energy by 40 MWh. Conversely, Echo buys balancing

Table 5.1 The energy schedule of Example 5.1

Generation Load

Energy (MWh) Alpha Bravo Charlie Tot Delta Echo Tot

Scheduled energy 50 200 150 400 −250 −150 −400

The Time Dimension of Electricity Markets 69

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781316884614.006
Downloaded from https://www.cambridge.org/core. University of Birmingham, on 12 Jun 2019 at 05:43:29, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316884614.006
https://www.cambridge.org/core


services, increasing the load by 50 MWh, as well as Bravo, who, by producing less, is
treated as if it buys balancing energy from the SO, since there will have to be someone
else in the system that has to supply the energy that Bravo has committed to generate but
is no longer generating.

Table 5.2 also helps to show what would happen if there were not enough ancillary
services. For instance, if Charlie was not able to increase production up to 30 MWh, but
could do it only for 20 MWh, the only possibility to keep the system balanced would be
shedding 10 MWh of load.

The physical exchanges of energy and of balancing services must be settled.
Remember that the prices for energy purchased and sold at the power exchange level,
at the bilateral contracts level and for balancing services are different. This implies that
some operators will gain more than they expected before balancing, while some will
gain less or pay more; but the economic settlement must bring about a zero net surplus.
Table 5.3 reports the economic account of the energy and the imbalances that form the
settlement account for these transactions.

We can see that the payments foreseen as the results of the market arrangements have
been cleared according to those market arrangements in full; in other words, regardless
of whether or not they have then been fully executed. However, the imbalances gener-
ated by the differences between scheduled and realized programs are also cleared, so that
all those who have benefited from these services will have paid them ex post to those
who have produced them. In Example 5.1, the load Echo and the plant Bravo have
benefitted from balancing services that have allowed them to consume more or generate
less, while the power plant Charlie and the load Delta have produced those balancing
services which have allowed the system to remain stable, and have received the
payments for them. We can also see that, as expected, the settlement phase implies
that the balance sheet must be in equilibrium of payments across all agents involved

Table 5.2 Scheduled effective energy and imbalances of Example 5.1

Generation Load

Energy (MWh) Alpha Bravo Charlie Tot Delta Echo tot

Scheduled energy 50 200 150 400 -250 -150 -400
Effective energy 50 180 180 410 -210 -200 -410
Imbalances 0 -20 30 10 40 -50 -10

Table 5.3 The settlement of Example 5.1

Generation Load

Payments ($) Alpha Bravo Charlie Tot Delta Echo tot

Sch. Energy 500 2,000 1,800 4,300 -2,500 -1,800 -4,300
Imbalances 0 -300 450 150 600 -750 -150
Tot 500 1,700 2,250 4,450 -1,900 -2,550 -4,450

70 The Basic Design of Electricity Systems and Markets

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781316884614.006
Downloaded from https://www.cambridge.org/core. University of Birmingham, on 12 Jun 2019 at 05:43:29, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316884614.006
https://www.cambridge.org/core


The settlement process provides a full-market clearing, in the sense that it guarantees
that those who produce receive the market value of what they produce, and those who
benefit pay it. However, it is left to the market to let the value of those services emerge.

Learning Outcomes

• Electricity markets can be categorized according to the nature of the services they
provide to the electricity system, or the time-dimension, namely, the distance between
the contractual arrangement and the real-time delivery. The former taxonomy refers to
energy, ancillary services and capacity services. The latter specifies the time structure
of different electricity markets, from close to real time to before delivery.

• Ancillary services refer to Balancing services, reserves and voltage control and system
restoration services. Balancing services are services that the System Operator uses to
maintain the system frequency within a predefined stability range. Reserves are
generation capacity that can be used to produce active power in a given period and
that has not been committed to generate energy in that period. Voltage control and
system restoration services provide services that allow reactive power (voltage con-
trol) to be controlled and the possibility of providing power to power plants in order to
let them start and generate power (system restoration).

• Capacity services refer to the possibility provided by the investment in generation
capacity (or load) to generate power (or reduce load) in order to keep the system
balanced.

• The time dimension of electricity markets distinguishes between markets for balan-
cing services and reserves, intraday markets, day-ahead markets and long-term mar-
kets, both financial and physical. The closing time of a transaction is called gate
closure time, beyond which no transaction can take place. After the gate closure, there
is real-time delivery of electricity. After physical delivery, there is the settlement
period.

• Day-ahead markets and intraday markets are forward markets that are relatively close
to real-time delivery. Capacity markets are long-term markets where capacity instead
of power is exchanged among market participants, namely, investors on the one hand
and capacity users, either the suppliers or the SO, on the other hand.

• Ex-ante balancing is the activity of purchasing or selling balancing services by the SO.
Ex-post balancing is the accountability ex post (i.e. after the delivery) of the balancing
services used by the SO to keep the system balanced. Redispatching is the activity of
altering the generation and/or load pattern after the gate closure undertaken by the
SO in order to change physical flows in the transmission system and relieve physical
congestion.

• The contractual arrangements between two parties, a plant and a load, might not be
respected by real-time delivery. The settlement process guarantees that those who
have produced receive the market value of what they have produced and those who
have benefitted from power production pay for it.
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6 Some Principles of Electricity Sector
Regulation

6.1 Introduction

Until the beginning of deregulation in the twenty-first century in some countries, the
economic activities of the electricity sector were treated as natural monopolies. In this
chapter, we explain what this means. There are still many countries where this institu-
tional framework has not changed. Several countries have electricity service providers
that are regulated monopolies, both in the developing and developed world. Moreover,
countries that have introduced competition at the wholesale and retail levels, still have
some form of regulation of transmission and distribution networks, even though many
recent innovations in electricity services are being introduced at the network level (see
Chapter 27 on Smart Grids).

The main objective of regulation is to maximize welfare, aiming for allocative,
productive and dynamic efficiency. Regulation requires generating incentives for regu-
lated firms to produce efficiently, from both the cost and the quality point of view.
Practically, the underlying objectives are usually set as the efficient pricing of services,
the achievement of the firm’s objectives at the least cost – and subject to budget
constraint – allowing the regulated firm to recover its own costs, and the prevention of
any market power abuse – passed on to consumers (through excessive prices).
Regulatory instruments also encompass controls of quality, quantity and entry. In this
chapter, we focus on pricing and some general issues of regulation applied to the
electricity industry. We describe the reasons for regulating in Section 6.2, followed by
the main rules governing tariffs in practice in Section 6.3, and providing some examples
in Section 6.4. Interested readers can refer to Viscusi et al. (2005) for a broader analysis
of regulation in network industries.

6.2 Why Regulate the Electricity Sector?

Over the history of the electricity sector, several waves of competition and regulation
have been experienced worldwide. As we have seen, before the introduction of the AC
standard at the end of the nineteenth century, many companies were selling electricity,
locating production very close to loads. The development of the new transmission
technology allowed the rationalization of production and transportation of electricity
over longer distances. The rapid industrialization in the twentieth century made

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781316884614.007
Downloaded from https://www.cambridge.org/core. University of Birmingham, on 12 Jun 2019 at 05:43:04, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316884614.007
https://www.cambridge.org/core


electrical transmission lines and grids a critical part of the economic infrastructure in
most industrialized nations. By using common generating plants for every type of load,
important economies of scale were achieved. Lower overall capital investment was
required, the load factor on each plant was increased thereby creating increased effi-
ciency, allowing for lower energy costs for consumers and increased overall use of
electric power. In this context, it became clear that electricity was to be organized as
a natural monopoly. This concept dates back to John Stewart Mill, who in 1848 had
already published an analysis of natural monopolies, noting that, “(a) Gas and water
service in London could be supplied at lower cost if the duplication of facilities by
competitive firms were avoided; and that (b) in such circumstances, competition was
unstable and inevitably was replaced by monopoly.”1

definition. Natural Monopoly: there is a natural monopoly when a single firm can
produce a product or a group of products more cheaply than two or more firms.

Technically, a natural monopoly exists in an industry where the costs are subadditive
(Baumol and Bradford, 1970). That is, where two firms produce Q1 and Q2 respectively
and the costs are as follows:

CðQÞ ¼ CðQ1 þ Q2Þ < CðQ1Þ þ CðQ2Þ: ð6:1Þ

Subadditivity is not the same as economies of scale. Costs can be subadditive, even if
diseconomies exist (near the total output Q1 þ Q2). In the single product case, scale
economies are a sufficient condition for subadditivity. In the multiproduct case, product-
specific scale economies are not a sufficient condition. Economies of scope are
a necessary but not sufficient condition for subadditivity. Even economies of scale and
scope do not guarantee cost subadditivity.

A sufficient condition to have a single product monopoly is that the average cost curve
falls at any observed quantity for all firms and that there are economies of scale.
Consider the following example:

Example 6.1 Natural Monopoly in Electricity Generation and Transmission Suppose there
is an integrated company that can generate and transmit electricity incurring the follow-
ing costs:

• Fixed cost F = $60 for building plant and connecting houses;

• Marginal cost MC = m = $10

• Average costs AC = m + F/Q = 10 + 60/Q

We can see that the average cost declines as output rises. The total cost of
producing Q = 12 by one firm is equal to $180 (i.e. AC⋅Q). If the single plant was
replaced by two plants, given the demand, they would produce 6 each.
The individual AC for each of them would be 20, and the total (system) cost

1 John Stewart Mill, cited in Garfield and Lovejoy, Public Utility Economics, 1964, p. 15.
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would be $240, higher than before. Figure 6.1 (adapted from Carlton and Perloff,
2015) illustrates the example.

In order to assess whether companies in the electricity sector are in natural monopoly,
we need to look at the different parts of the Electricity Supply Chain.

For power generation, the condition of being in a natural monopoly depends on the
demand that plants face. According to Christensen and Green (1976), the average curve
for US electric-power-producing firms in 1970 was U-shaped and reached its minimum
at 33 billion kWh per year. Most electric companies operated in regions of substantial
economies of scale, that is, for a quantity below 33 billion kWh. Figure 6.2 (adapted
from Carlton and Perloff, 2015) illustrates this case. The demand function crosses the
average cost curve below its minimum.

For example, Newport Electric produced 0.5 billion kWh/year and Iowa Southern
Utilities: 1.3 billion kWh/year. These firms were natural monopolies. Others did not
match this condition. For example, the largest electric utility in 1970, Southern,
produced 54 kWh/year. It has been estimated that two firms could produce that
quantity at 3¢ less per thousand kWh than could a single firm (Carlton and Perloff,
2015).

For electricity transmission (regardless of whether it occurs at high or medium/low
voltage, i.e. for power transmission or distribution), there is little doubt that they are
natural monopolies (Landon, 1983). They exhibit economies of scale – the average cost
goes down as more demand is served through a single wire. Power lines exhibit very
high fixed costs, but practically zero marginal cost. Once a power line is built, the
marginal cost of serving an additional household with that same line is basically zero
(ignoring power losses). Thus, the greater the number of households that can be served
with a single wire, the lower the costs will be because the capital cost is spread out over
more customers.

AC = 10 + 60/Q

MC = 10

Q, Units per day

$ per
unit

20

15

10

6 12

Figure 6.1 Costs for a natural monopoly
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As it turns out, it is also cheaper (per unit of electricity sold) to build higher-capacity
power lines that serve a lot of demand rather than a large number of lower-capacity
power lines. Table 6.1 provides some relevant data on transmission line costs.

Given that there can be relevant parts of the Electricity Supply Chain that are natural
monopolies, a natural question that arises is how to price them.2 Section 6.3 briefly
tackles this issue.

6.3 Pricing Natural Monopolies

How can government regulate a natural monopoly so that it produces the efficient
quantity? There are several options.

• Marginal cost pricing rule is a regulation that sets the price equal to the monopoly’s
marginal cost. The quantity demanded at a price equal to marginal cost is the efficient
quantity. The regulator then sets a transfer in order to cover the losses, if it is allowed to
do so.

Table 6.1 Typical transmission costs

Voltage cost Capital cost Capacity Cost
(kV) (Thousand $/Miles) (MWh) (million $/GW-mile)

230 480 350 1.37
345 900 900 1.00
500 1,200 2,000 0.60
765 1,800 4,000 0.45

Source: Hirst and Kirby (2001), cited by Blumseck (2010).

Demand

Q, TWh per year

Costs, 
$ per
MWh

4.85

4.79

6633

Figure 6.2 Demand and natural monopoly
Source: adapted from Carlton and Perloff (2015).

2 We shall discuss specific regulatory interventions in the retailing sector regarding last resort suppliers and
other service obligations in Chapter 20.
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• Where possible, a regulated natural monopoly might be permitted to price discrimi-
nate (i.e. to charge different prices to each consumer or group of consumers) to cover
the loss from marginal cost pricing. The government might pay a subsidy equal to the
monopoly’s loss.

• The natural monopoly might charge a one-time fee to cover its fixed costs and
then charge a price equal to marginal cost. The fixed charge may discourage some
people from taking the service at all. The fixed charge may therefore cross-
subsidize low users. To avoid this problem, Ramsey Pricing can be applied.
Ramsey pricing derives from the problem of consumers’ surplus maximization
under the zero-profit constraint for a monopolist that sells a multiproduct.
It stipulates that the markup on marginal cost of each product, that guarantees
zero profits and no losses for the monopolist, is inversely proportional to the
elasticity of demand, but smaller than it, depending on a constant smaller than
one. Box 6.1 explains this point.

Box 6.1 Ramsey pricing.

For simplicity, suppose that there are n independent demand functions for the
n goods (q1, q2, . . ., qn) produced by a monopolist: qi = Di(pi), for i = 1, 2, . . ., n.
The total revenue is R(q1, . . ., qn) = p1(q1)q1 + . . . + pn(qn)qn. The cost of
producing these goods is C(q1, . . ., qn). The regulator maximizes consumer
surplus over the different product markets:

Xn

i¼1

ðqi
0

piðtÞdt � Cðq1; …; qnÞ: ðb:1Þ

subject to the constraint that revenue exactly equals cost (or that profit is a given
constant). The first-order conditions are:

pi � Ci ¼ λðRi � CiÞ; ðb:2Þ

for i = 1,. . ., n, whereCi and Ri are the partial derivatives ofC and Rwith respect to
qi and λ is the Lagrangian multiplier on the constraint that revenues are equal to
costs. This condition may be rewritten as:

pi � Ci

pi
¼ � k

εi
; ðb:3Þ

where k = λ/(1 +λ) and εi is the elasticity of demand for qi. The price markup over
marginal cost, (pi – Ci) / pi, results inversely proportional to the price elasticity of
demand for that good. If k = 1, this condition is the standard monopoly price
condition. If k = 0, this condition is the same as in competition.
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These options ensure that the first-best outcome is achieved. Another alternative is to
permit the firm to produce the quantity at which price equals (long run) average cost and
to set the price equal to average cost – the average cost pricing rule. In Figure 6.3, the
average cost pricing equilibrium corresponds to a price equal to $15, above the marginal
cost pricing rule at $10.

However, regulation should preserve some efforts to minimize costs, by the monopo-
list. In practice, this depends on the strength of the incentives, the time horizon and the
costs. If we assume that the transfer to the monopolist in the regulated scheme is equal to:

Transfer t ¼ aþ b � Costs; ð6:2Þ

we can summarize the different regulatory choices in Table 6.2, according to different
values of the coefficient b.

If b = 0 in Equation (6.2), the transfer is fixed and decided after production, therefore
the incentives for the monopolist to be efficient are rather weak. This contract is known
as rate of return regulation:

definition. Rate of return regulation (RoR): under this kind of regulatory contract,
a firm must justify its price by showing that its return on capital does not exceed
a specified target rate.

AC = 10 + 60/Q

MC = 10

Q, Units per day

$ per 
unit

20

15

10

6 12

Figure 6.3 Average cost pricing

Table 6.2 Different forms of natural monopoly regulation

Costs Incentives Time horizon Impact of the incentives

1. b = 0 Regulation of the profit rate Ex post Weak
(rate of return regulation)

2. 0 < b < 1 Incentive contract Periodically Average
3. b = 1 Price fixing Ex ante Strong

(price cap)
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For the RoR, the transfer of Equation (6.2) is equal to a predetermined rate of return of
the firm’s capital, which can be written as follows:

a ¼ E þ s � RB; ð6:3Þ

where E is the detailed cost breakdown of regulated company business; RB is the rate
base, usually set at the cost of capital; s is established in rate hearing (in general
s =10.5%). Under rate of return regulation, the financial integrity of the firm is always
guaranteed, profits are monitored and there is no incentive to reduce service quality.
However, there is no incentive to reduce cost and a high risk of accounting manipulation.
In particular, this type of regulation can end up serving the self-interest of the firm rather
than the social interest because the firm’s managers have an incentive to inflate costs and
use more capital than the efficient amount. The (potential) incentive to overinvest is the
so-called Averch-Johnson (1962) effect.

If b is below 1, there is the possibility to set an incentive contract that, if revised
periodically, gives average incentives for efficiency.

Finally, if b is equal to 1, the regulation is set ex ante and gives strong incentives for
efficiency: typically, this is the price cap regulation.

definition. Price cap: a price ceiling applied to the price that firms can set.

The price cap rule specifies the highest price that the firm is permitted to charge. This
type of regulation gives the firm an incentive to operate efficiently and keep costs under
control. The firm has an incentive to minimize cost and produce up to the quantity that
corresponds to the level of the demand curve that equals the price cap. The price cap
regulation lowers the price and increases the quantity.

Under price cap regulation, the regulator defines an initial price P0 (or a vector of
prices if multiple products are produced by a regulated firm). This price (or a weighted
average of the prices allowed for firms supplying multiple products or different types of
customers) is then adjusted from year to year taking into account the expected inflation
rate (i.e. the retail price index (RPI)), as well as a target productivity change factor X that
the regulator wants to pass to consumers.

Therefore, the price P1 in period 1 is:

P1 ¼ P0ð1þ RPI � X Þ: ð6:4Þ

A fixed price cap provides an incentive for regulated firms to decrease their costs of
production. Furthermore, as Laffont and Tirole (1993) show, if a price cap is applied to
a fixed weighted average of the revenues the firm earns from each product it supplies, the
firm has an incentive to set the second-best prices for each service given the level of the
price. But, in the context of asymmetric information – regarding cost production
opportunities – a permanent price cap framework is not efficient with regard to the
tradeoff between efficiency incentives and rent extraction (Schmalensee, 1989).
Moreover, it is worth mentioning that if costs and service quality are positively corre-
lated, a price cap approach creates an incentive to reduce service quality which is not
suitable for consumers’welfare. Price cap regulation also suffers from the drawback that

78 The Basic Design of Electricity Systems and Markets

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781316884614.007
Downloaded from https://www.cambridge.org/core. University of Birmingham, on 12 Jun 2019 at 05:43:04, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316884614.007
https://www.cambridge.org/core


cost fluctuations are under the charge of the firm and that if X is set too high, the
regulated firm can fail.

With respect to the regulation of distribution and transmission electricity networks,
regulators apply cost of service in order to define the starting price P0. Then, the price cap
mechanism is operational for a period defined by the regulator (usually five years).
As a pre-scheduled process, when the end of the contract period is reached, an assess-
ment of the regulated firm’s production cost is carried out and a new price P0 and X factor
(target productivity change) are fixed. In the electricity sector, it is hard for distribution
and transmission network regulated firms to estimate prices for consumers and services
provided at distinctive network locations under an overall revenue cap. Price caps are
more common as a cost incentive mechanism than as a tool to induce optimal second-
best pricing of various network services. The reason is that implementing a price cap
regulation for a service production is more difficult than, for instance, regulations in
which just production costs are considered to reach efficiency. Moreover, price caps
impose a significant burden on the regulator in terms of gathering information, and this is
costly and time-consuming.

In practice, different regulatory approaches exist. In Europe, for example, only
Belgium applies RoR, whereas Poland, Romania, Slovakia, Sweden and Turkey have
opted for price caps. Hybrid models exists, as in Finland, Greece, Italy, Spain,
Switzerland and the United Kingdom. Finally, broad incentive contracts characterize
the approach of the Czech Republic, France, Germany and the Netherlands.3

Joskow (2014) argues that price caps are efficient at creating incentives for manage-
rial efficiency and cost minimization, but weak at sharing the benefits of lower costs
among actors. The cost of service approach is efficient for matching price and
production costs, but it does not generate incentives for managers to decrease produc-
tion costs, leading to excessive prices for consumers. According to the author, the
optimal framework of regulation lies in between these two extremes. This optimal
mechanism may include a profit-sharing approach, or a mechanism implying that the
price fixed ex ante and charged by the regulated firm depends on realized costs savings
(Lyon, 1996) so that failures of mechanisms presented are corrected. On this topic,
Laffont and Tirole (1993) argue that the regulator can do better by offering the
regulated firm a menu of cost-contingent regulatory contracts with different cost
sharing provisions; the regulator can do even better than if it offers only a single profit
sharing contract.

6.4 Electricity Tariffs and Bills

The final price paid by both residential and industrial consumers is regulated, if the firm
is a natural monopoly, as it is for DisCos, for instance, or if some forms of consumer
protection exist, or if there are transmission and distribution charges that are chosen by

3 Survey by Ernest and Young, 2013, www.ey.com/Publication/vwLUAssets/Mapping_Power_and_Utilities_
Report_2013/$FILE/EY%20European%20Power%20regulatory%20report%20FINAL%200513.pdf.

Some Principles of Electricity Sector Regulation 79

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781316884614.007
Downloaded from https://www.cambridge.org/core. University of Birmingham, on 12 Jun 2019 at 05:43:04, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316884614.007
https://www.cambridge.org/core


the regulator, even if generation and retail are competitive. We will further explain these
concepts in Part VI.

Electricity tariffs can be different depending on the type of consumers, their load
profile and their equipment. In general, tariffs for industrial customers are much more
complex than those for smaller customers. There can be generation and demand charges,
that reflects production and retail costs, transmission and distribution charges, environ-
mental charges and sometimes charges for those services ensuring grid stability and
reliability.

For example, the breakdown of a typical electricity bill for a domestic consumer in the
United Kingdom, where there is competition in generation and supply and regulation in
transmission and distribution, is as follows:4

• wholesale or energy costs 36.30 percent;

• network costs 27.59 percent;

• environmental and social obligation costs 14.79 percent;

• other direct costs 1.19 percent and operating costs 16.46 percent;

• supplier pre-tax margin -1.09 percent and VAT 4.76 percent.

In Australia, for instance, network costs are as high as 48 percent, whereas generation
costs represent 25 percent of the bill.5 In some cases a fuel adjustment component is also
used. Clearly, we can find other situations, as for instance in North Carolina, where
vertically integrated utilities are operational. The extent and the principles of regulation
can be different; yet, the costs of regulated activities are generally passed on to end-
consumers.

Learning Outcomes

• A natural monopoly is characterized by a subadditive cost function. A sufficient
condition to have a single product monopoly is that the average cost curve falls at
any observed quantity for all firms and that there are economies of scale.

• The power generation can be a natural monopoly if the demand crosses the aggregate
long run average cost below its minimum.

• Power lines exhibit economies of scale; they can be classified as natural monopolies.

• Monopoly pricing in practice can take different forms. Rate-of-return regulation
(RoR) and price caps are the most common. Under ROR, the firms’ return on capital
cannot exceed a specified target rate. Under price caps, there is a ceiling on the service
price.

• Regardless of the different forms of regulation, or their extent, costs are passed on to
consumers under the regulated component of the electricity bill.

4 Ofgem, www.ofgem.gov.uk/data-portal/breakdown-electricity-bill.
5 Queensland Government, www.dews.qld.gov.au/electricity/prices/bill.
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Part III

Simplified Isolated Markets
without Network Congestion

Part III describes the way electricity markets are organized, focusing on the wholesale
model. In order to highlight the basic features of the markets and the relationships
between the physical characteristics of electricity and its impact on market design, we do
not focus on the role and impacts that the electricity grid has on the markets. For the
same reason, we do not consider here the different time dimensions of markets.
Therefore, we begin our analysis with a stylized model that focuses only on demand
and supply of electricity, without paying attention to the specific features of electricity
transmission and distribution and assuming that load and power generation take place at
the same node. This assumption will be removed in Part V.Moreover, we do not consider
here aspects related to the availability of power plants, which is different from the
possibility of dispatching them. In other words, we shall consider the set of power supply
as given and assume that this set is enough to cover the load. We refer to a short-term
analysis. We will focus on investments in power supply in Part VII.

The analysis performed in this part describes the buying–selling process that takes
place in markets. In order to do so, we will start in Chapter 7 by considering the specific
features of the load, on the one hand, and power generation on the other hand, since it has
a crucial impact on the way power markets are set up and work. Then, we consider in
Chapter 8 the simplest possible model of power dispatching, namely, one in which there
is a fully integrated monopoly (model 1 in Chapter 4) and show the importance of power
supply characteristics for the optimal decision for the monopolist. Chapter 9 presents the
welfare maximization solution of a central planner when load changes over time, the
economic dispatching rationale and what happens when there is not enough capacity to
serve the whole load. In Chapter 10, the assumption of a centralized solution is removed
and it is shown under which condition a full market solution can replicate the optimal
planned solution. Finally, in Chapter 11, we will look at the characteristics of the markets
of those services that are exchanged in real time, focusing in particular on balancing
services, and how they coexist with wholesale markets.

One final word about notation. Throughout this book, Q denotes energy, and M
generation capacity. Whenever it is not needed, we shall not distinguish between load
and supply, since in real time they coincide. However, they are not the same things and it
will often be necessary to distinguish the two. We shall do so using subscript letters,
typically letter i, to denote supply by plants, of either load or capacity, and superscriptsm
to denote the load demanded by a consumer m. Moreover, if needed, a superscript d on
the load, i.e. Qd, shall identify the load (demanded). Finally, whenever needed, a further
superscript j identifies a given time period (i.e. a given hour).
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7 Load and Power Generation

7.1 Introduction

Before looking at the economic organization of the electricity system, we have to look
at some fundamental characteristics of demand and supply. The pattern of electricity
demand, or load, has relevant specific features that need to be taken into account since
they are fundamental in order to understand how electricity markets are set up and work.
As we have said in Chapter 2, electricity is not storable and its consumption is affected
by several factors, such as the temperature and economic conditions. This makes the
load sensitive to the time at which it is consumed. Whenever someone turns on a switch,
some extra load is increased and some extra power is introduced into the grid, corre-
sponding to the electricity required by the device plugged to that switch. Moreover, an
electricity grid always has some electricity flowing through it, which corresponds to the
basic consumption of the grid itself, namely, of all the appliances and devices connected
to the grid, including the power plants themselves. However, this electricity need, or
consumption, is not constant over time. In this chapter, we study demand characteristics
such as its time structure,1 specifying the notion of capacity factor and load duration
curve. We then turn to generation and detail the notion of fixed and variable costs, taking
into account the time variability and availability of plants. Finally, we define the notions
of average energy costs and average capacity costs.

7.2 The Time Structure of Load

To understand the time structure of the load, think about what most households do: when
daylight fades they turn on the electric lighting; when the weather becomes cold or hot
they turn on electric heating or cooling; at night, they would typically go to sleep turning
off several devices, and so on. Most industrial consumers replicate these consumption
patterns; for instance, when there are bank holidays several firms reduce or shut down
their production; when orders rise, production increases and consequently more elec-
tricity is needed. These simple considerations should immediately show certain basic

1 Since load changes over time it can be treated as a random variable. The same is true for electricity prices.
There is a stream of literature that focuses on the stochastic properties of load and electricity prices. We do
not discuss this argument here. For references, see Benth et al. (2008) and Weron (2007).
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features of the electricity load, namely, that it has a minimum basic level below which it
hardly goes and follows a periodic pattern. This is true for several possible time periods.

Consider Figure 7.1 which plots the hourly load from the first hour of the year up to
the last hour, throughout the entire year, in a given (wholesale) market. The vertical axis
reports the hourly load in MWh, the horizontal one the hour of the year. It refers to the
Italian wholesale market in year 2012.2

There is a clear periodic pattern, albeit a complex one, and several time trends.
First of all, there is a weekly period, since at the weekend the load is smaller than the

load during working days. This can be seen observing that there are fifty-two cycles in
which load rises and falls, each corresponding to a week of the year. Note, however, that
the amount of load of these cycles is not at the same level across the year. It rises in the
first weeks of the year, in the winter. Then it declines during spring, and rises again in
the summer with the notable exception of the decrease around the thirty-third week of
the year, which corresponds to mid-August, a typical holiday period. Load drops again in
autumn, but perhaps at a lower level than that of the previous spring, and rises when
winter approaches, with the exception of the last week of the year, which is again another
holiday period.

Clearly, these patterns signal that seasonal factors influence the load, due to external
features such as weather conditions and calendar dates. Load is not constant even over
years: if we were to extend this graph to more than one year we would observe other
periodic patterns, relating to multiannual weather conditions (in particular as regards the
level of yearly rainfall and summer hot spells), as well as to other factors such as the
economic cycle. Also at a smaller scale we can observe a periodic pattern. Consider
Figure 7.2, that plots the data of Figure 7.1 but for a given day of the year (the first
Wednesday ofMarch). The load reaches a minimum at night, rises during the day, reduces
a little in the mid-afternoon, and then rises again in the early hours of the evening, before
falling at night time. This pattern is consistent with the dynamics of that specific electricity
system, characterized by an industrial load that follows a (mostly) daytime schedule and a
domestic load that is needed mostly by households for lighting, cooking, etc.

When considering the load, we must pay attention to the unit measure of energy and
power. Recall that energy is just power multiplied by time. Given that power is measured
in terms of capacity, fixing the unit measure of energy is equivalent to predefining the
unit measure of time. For instance, if we measure energy in terms of MWh, we choose to
express time in terms of hours. If we choose joules, we select seconds as unit measures of
time, and so on. Then, we consider a given period of time, or time spell. For instance, in
Figure 7.1, we have considered one year. Clearly, we could have chosen any other period
of time. However, once the unit measure of time and the time spell have been fixed, it
becomes equivalent to express the load in that period of time in terms of energy or
capacity. In other words, we can measure the load, say, in MWh, or inMW per each hour
of the year. If we change the unit measure of time we would obtain different figures, but

2 Strictly speaking, the picture does not show the amount of load effectively used in the market, but only that
which is exchanged at the day-ahead level; however, for the sake of simplicity, we can ignore this aspect here
and take it as an indication of the real power pattern in a given system.
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the level of power of the load would not change. For instance, a load of 1 KWh is
equivalent to 3,600 KJ (recall that 1 joule is 1 watt-second), but the power would still be
1 KW. For this reason, it is often more convenient to express the load in terms of power,
not energy, even though in itself the load requires and consumes energy. The pattern of
load during a given period, whether a day or a year (or any other period) in general shows
two crucial features of power markets that we need to take into account in order to
understand the structure and characteristics of electricity markets. The first is that there is
always a minimum level of electricity in the grid (for instance, there was never less than
19.6 GW in the grid in our example of Figure 7.1). The other is that the load can increase
several times above that level, but this happens very rarely. For instance, for the case of
Figure 7.1, the load spiked up to 51.2 GW, but this happened for just one hour. These two
features can be summarized in a single curve that shows the distribution of the load in the
given period.

This curve could be constructed using the same unit measures as the axis of the
original figure. However, it is more convenient to plot the inverse of the cumulative
distribution of the load in a given period, against the cumulative distribution of the
percentage of hours during that given period, instead of the hours themselves. The
percentage of hours allows the unit measure of the time that is being considered for
the analysis to be normalized.

Consider the following definition:

definition. Capacity Factor: the fraction of time over a total amount of time in which
there is a given amount of load or generation.

Sometimes, the capacity factor, when it is referred to the load, is called load factor.
However, we can ignore this distinction here, given that in an electricity system load and
generation coincide in real time.
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Figure 7.2 A typical daily load pattern
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An example may serve to illustrate the capacity factor concept. Say that during one
day (obviously of twenty-four hours) there was an amount of load of 10 MW for half of
the hours of the day. The capacity factor of the 10 MW load would be 12/24 = 0.5. In
practice, to calculate the capacity factor, it is enough to calculate the maximum of the
time spell over which the analysis is conducted, for instance, 8,760 hours if it is an hourly
load over the year (or 8,784 for a leap year as the one in Figure 7.1), and then divide all
the subsets of the time spell for the considered time interval by that maximum amount,
i.e. 1/8760, 2/8760, 3/8760, and so on, up to 8760/8760 which is obviously equal to one.
Note that the capacity factor, being a normalized measure, is an a-dimensional measure
(i.e. its dimension is 1, being hours over hours).

The capacity factor allows us to calculate and show the evolution of the cumulated
distribution of the load. More precisely, taking the load as a random variable with a
density function in a normalized [0,1] time interval, we can calculate the inverse of the
cumulative density function of the load. We obtain a curve that shows all the pairs of
capacity factors (on the horizontal axis) and the least amount of energy that was
consumed for each given capacity factor (on the vertical axis). This curve is called the
Load Duration Curve.

definition. Load Duration Curve (LDC): the inverse of the cumulative density
function of the load with respect to the capacity factor in a specific time interval.

Figure 7.3 plots the LDC of the example in Figure 7.1. We can see that for the whole
year at least an amount of 19.6 GWwas consumed in each hour. But obviously, for some
shorter periods of time, more electricity was consumed. For instance, for 50 percent of
the hours, i.e. for a capacity factor of 0.5, 33.3 GWwere consumed. At the highest level,
an amount of 51.2 GW was consumed, but just in a single hour, i.e. for a capacity factor
of roughly 0.0001 (1/8760).
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Figure 7.3 The Load duration curve of Figure 7.1
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The LDC, being a cumulative distribution of a random variable (the load), has an
interesting probability interpretation. It measures the probability that the load exceeds a
given level, for every possible level from its minimum to its maximum one. For instance,
the fact that the load of 33.3 GW has a capacity factor of 0.5, means that there is a
50 percent probability that, over the year, in a given hour, the load exceeds 33 GW.

Note that, by fixing the time interval (e.g. a year (or whatever)), and the time units, it is
possible to represent the LDC in terms of energy or capacity. From this point onward,
whenever we need to represent theoretical LDC, we will use capacity unit measures on
the y-axis.

The LDC curve is a fundamental tool for all electricity market analysis. It shows, for
every electricity system, the minimum level of electricity that is always consumed and
the maximum level of electricity that is consumed. The former is called base load, while
the latter is the peak load:

definition. Baseload: the minimum level of electricity load that is always present in
an electricity system in a given time spell.
definition. Peak load: the highest possible level of electricity load reached in an
electricity system in a given time spell.

The definition of baseload and peak load refers to normal operational conditions.
We have already discussed in Chapter 3 the difference between Load Shedding and
Blackouts. Recall that blackouts are pathological situations of the electricity systems,
in which the system ceases to work (at least for a while). Obviously, during a blackout,
the load would be less than the baseload, being null or almost null. However, as noted,
blackouts cannot be considered as normal operational conditions. Moreover, both
definitions depend on the time units considered. For instance, the peak load from a
theoretical point of view is the highest possible consumption in the time spell, but this
level depends on the time interval at which consumption is measured (whether seconds,
minutes, hours or some other time period). Moreover, the above definitions do not
distinguish between the highest (or minimum) level of electricity consumed or pro-
duced, since it should be clear by now (if it is not, see Chapter 3) that in a given
electricity system the level of consumption and generation coincide. However, it might
sometimes be useful to distinguish between the highest possible theoretical level of
electricity that would be reached if enough generation was available and the peak load
that was indeed served in a given system. In that case, we would distinguish between the
theoretical peak load and the effective one.

The LDC shows more than just the baseload and the peak load. It summarizes the
profile of the load for a given time spell. For instance, if for every hour, the load was
always at the same level, then there would be no difference between the baseload and the
peak load, and the LDC would be a horizontal line. In contrast, if the daily load could be
at two possible levels and during the day the load can be at either of those levels, and all
days of the year were equal, the LDCwould appear as a two-step curve, showing for how
many hours of the year load was at the peak level and for howmany hours at the baseload
level, and so on. In summary, the LDC provides useful information on the load, showing
that the full amount of load is not always present. Some load is almost always present,
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namely, the baseload plus the amount of load that has a very high capacity factor, say
0.9 or 0.8. This load can also be referred to as the baseload, and not just that very load
that we have properly defined as baseload and that has a capacity factor equal to 1.
Similarly, some load is required for very few hours. Also in this case, it is possible to
term as peak load not just the very highest peak but all that load that has a very low
capacity factor, say of 0.1 The LDC thus shows the frequency of the base load, the peak
load and the load that is intermediate between these.

These considerations however are just preliminary. Where should the proper thresh-
old of the capacity factor that identifies the baseload or the peak load be placed? What
is the meaning of intermediate levels? The answer to these questions will be provided in
Chapter 9, where we shall see that there is a specific criterion that we can follow in order
to provide an answer to this question. This criterion is the efficiency with which
generation can serve the load. In order to understand this, however, we must first
consider the features of the supply side of electricity market, namely, the specific
characteristics of the electricity production. This is the topic of the next section.

7.3 The Characteristics of Power Generation Costs

We have already discussed in Chapter 2 the features of power plants and their character-
istics, and have seen that they can be summarized bymeans of their cost function. This is
an aspect that is particularly relevant to identify the efficiency to which load is served in
an electric system. Let us start by considering a simplified cost function, as the one
reported in Equation (2.7):

CiðQiÞ ¼ FCi þ VCi; ð7:1Þ

where FCi are the fixed costs of plant i, and VCi are the variable costs of plant i. Most of
the time, we will assume that these variable costs are linear, that is, VCi ¼ Flj � aj;i � Qi.
In this simple case, variable costs coincide with the cost of fuel j, FLj, times the
efficiency rate of the plant i that uses fuel j, aj;i times the amount of energy produced.
In general, and for the sake of simplicity, whenever it is not needed to specify the type of
fuel and/or the efficiency rate of the plant we shall summarize Flj � aj;i by means of a
single variable cost parameter ci ¼ Flj � aj;i:

Even in this simple example we need to pay attention to the unit measures of the
Equation (7.1). Costs occur over time. Therefore, as for the case of the load, it is
necessary to predefine the unit measure of time and the time spell under consideration.
For instance, we can choose the hour as the unit measure of time and the year as the time
interval (this is indeed our default choice in this book, unless it is necessary to specify
different time units or time spells). Variable costs obviously depend on the energy
produced. In particular, in this simple case, Flf has the unit measure of money per
energy, e.g. [$/GJ], the efficiency rate converts energy input in output, and thus its unit
measure is energy [GJ/MWh] and the energy produced is obviously expressed in a
comparable unit measure of energy, e.g. MWh in a given period, e.g. MWh per year, so
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that the unit measure of the variable costs is just money for the considered period (e.g.
the year):

VCi ¼ Flf � af ;i � Qi:

$

y

� �
¼ $

GJ

� �
� GJ

MWh

� �
� MWh

y

� �
ð7:2Þ

Fixed costs, however, typically depend on the size, the technology and the age
of the plants. They are the amount of money needed to build the plant or buy it/
rent it from a company. They are disaggregated in the rental cost of the capacity
and the amount of capacity of the plant (see the explanations further below). The
unit of measure of the rental cost is money per unit of capacity for a given period,
say a year, e.g. dollars per Megawatt-year, since the capacity, namely, the power
plants, lasts and can be used to generate electricity for several years. Therefore, the
capacity has to be attributed to a given time period. Denote the yearly rental cost
of plant i as YRCi. The capacity of a plant i is denoted by Mi (for simplicity of
notation, we do not distinguish here between the effective level of capacity Mi and
the maximum possible level of capacity Mmax

i ; when we need to make this
distinction, we will replace the former with the latter). The capacity is obviously
measured in terms of power:

FCi ¼ YRCi �Mi:

$

y

� �
¼ $

MWy

� �
� ½MW� ð7:3Þ

The reader should note that the unit measure of fixed costs and variable costs are
equivalent, namely, money in a given period (e.g. dollars per year). The variable costs by
their nature are a flow, and therefore it is necessary to predefine for which period we are
considering and measuring those variable costs. In Equation (7.2), the energy produced
is expressed in terms of MWh for the given period, a year. Also for the fixed costs it is
necessary to make an explicit reference to the time period of the analysis, in our case a
year, since the fixed costs last for more than one year, and thus it is necessary to split the
rental cost of the plant over its amortization period. In this way, the fixed costs have the
same time dimension as the variable costs and can be summed up in the total cost
function.

Having defined such a yearly total cost function, it is possible to calculate the average
cost function. However, average with respect to what?We have seen that the fixed cost is
independent of the production, and depends on the capacity of the plant, while variable
cost clearly depends on the energy produced. Therefore, it is possible to calculate two
concepts of average costs, average with respect to energy and average with respect to
capacity. The former is the Average Energy Cost function that, once plotted in a graph,
gives rise to the Average Energy Cost Curve. The latter is the Average Capacity Cost
function and curve.
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definition. Average Energy Cost (AEC): the cost per unit of energy produced or
producible.
definition. Average Capacity Cost (ACC): the cost per unit of capacity installed or to
be installed.

The AEC function shows the hourly (or for any other time reference) cost of plant per
unit of energy delivered by that plant in the considered time spell. The ACC reports the
hourly cost of the plant per unit of capacity that can deliver energy during that time
period.

Let us see how to calculate the AEC and the ACC curve. As mentioned, it is
necessary to choose the proper time horizon we want to use. We choose the hour
(but any other time period can be used), thus we calculate the AEC and the ACC per
each hour. Recall that from Equation (7.1) total costs are the sum of fixed and variable
costs, and fixed costs from Equation (7.3) are given by yearly rental costs times the
capacity. Taking into account that a year is made up of 8,760 hours, we can express the
yearly rental costs as:

YRCi ¼ hRCi � 8760;
$

MWy

� �
¼ $

MWh

� �
� h

y

� �
ð7:4Þ

where hRCi denotes the hourly rental cost of plant i, i.e. the cost of renting in a perfectly
competitive market one unit of capacity of a plant, such as plant i, in a given hour, which
is equivalent to the hourly discounted amortized value of the capacity of plant i over its
expected (accounting) life horizon.

Using the definition of the hourly rental cost, we can write the total cost Equation (7.1)
as the total cost in a given time spell, e.g. the yearly total cost:

yCiðQiÞ ¼ hRCi � 8760 �Mi þ Flf � af ;i � Qi ð7:5Þ

where we reiterate that the variable Qi denotes the yearly energy produced by plant i.
Thus Equation (7.5) provides the yearly total cost of plant i. Its dimension is obviously
money per year. Using the relationship between power and energy given by Equation
(1.15) we can say that a plant i,whose capacity isMi, over a year, produces an amount of
energy such as Qi ¼ Mi � hi, with 0 ≤ hi ≤ 8760. Note that hi denotes the effective
amount of time during which plant i is producing in the given year, which can be
expressed in terms of capacity factor as: hi ¼ cfi � 8760. Thus, we can rewrite
Equation (7.5) as:

yCiðQiÞ ¼ hRCi � 8760 �Mi þ Flf � af ;i �Mi � cfi � 8760: ð7:6Þ

Equation (7.6) enables the calculation of the AEC function and the ACC function. The
Average Energy Cost function in a given period, say a year, is given by the yearly Total
Cost function divided by the yearly energy produced:
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AECi ¼ yCðQiÞ
Qi

¼ hRCi � 8760 �Mi

Qi
þ Flf � af ;i �Mi � cf i � 8760

Qi
;

¼ yCðQiÞ
Qi

¼ hRCi � 8760 �Mi

Mi � hi þ Flf � af ;i �Mi � hi
Mi � hi ;

¼ yCðQiÞ
Qi

¼ hRCi � 8760
hi

þ Flf � af ;i;

¼ yCðQiÞ
Qi

¼ hRCi

cf i
þ Flf � af ;i

$

MWh

� �
¼ $

MWh

� �
þ $

Gj

� �
� Gj

MWh

� �
:

ð7:7Þ

The yearly Average Capacity Cost is obtained dividing the yearly total costs by the
capacity:

yACCi ¼ yCðQiÞ
Mi

¼ hRCi � 8760 �Mi

Mi
þ Flf � af ;i �Mi � cfi � 8760

Mi
;

¼ yCðQiÞ
Mi

¼ hRCi � 8760þ Flf � af ;i � cfi � 8760;
ð7:8Þ

and by further dividing Equation (7.8) by the number of time units in the time interval (in
our case, 8,760 hours in a year), we obtain the Average Capacity Cost for that period:

ACCi ¼ yACCi

y

¼ hRCi � 8760
8760

þ Flf � af ;i � cfi � 8760
8760

;

¼ hRCi þ Flf � af ;i � cfi;
$

MWh

� �
¼ $

MWh

� �
þ $

Gj

� �
� Gj

MWh

� �
:

ð7:9Þ

Note that both the AEC and the ACC functions are expressed in the same unit
measures, namely, money per energy (in our case, dollars per Megawatt-hour) in the
given time spell. The example below serves to illustrate the concepts of AEC and ACC.

Example 7.1 The ACC and AEC of a Theoretical Power Plant Suppose that there is a power
plant whose fixed costs are 20M$, and that has an expected life of ten years. For the sake
of simplicity, ignore the discounting factor and assume that the amortization implies a
fixed cost per Megawatt per year, i.e. the yearly rental cost equals 20 K dollars per year.

The hourly rental cost would be
20K
8760

¼ 2:28. Note that the unit measure of 2.28 is

$

MWh

� �
. Let us assume that the fuel cost and the efficiency rate provides the following

figures: Flf � af ;i ¼ 10: Again, the unit measure of 10 is
$

MWh

� �
. The AEC would be:

AEC ¼ 2:28

cfi
þ 10. The ACC would be: ACC ¼ 2:28þ 10 � cfi.
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Both equations show the importance of the capacity factor: similar plants, with the
same hourly rental costs, fuel costs and efficiency rates, will have different average
capacity and energy costs, depending on their capacity factor. In particular, the higher
the capacity factor, the lower the AEC and the higher the ACC. In the next chapter we
will see the importance of ACC and AEC in finding the most efficient solution to serve a
given load.

Learning Outcomes

• Load has a complex time pattern: hourly, daily, weekly, seasonally and yearly. The
amount of power serving the load in a time period (i.e. a year), can be described by the
Load Duration Curve.

• The Load Duration Curve shows the probability that the load exceeds a given level for
all possible levels of the load, from the minimum to the maximum level, during the
given time spell.

• Baseload power is demanded for a large number of hours (i.e. with a large capacity
factor), and a peak load power is needed for very few hours (i.e. with a low capacity
factor).

• The cost of serving the load can be summarized by means of a cost function, that has
fixed and variable components. The fixed components refer to the capacity installed,
and variable components to the energy produced. To sum them up, it is necessary to
express both components with money per unit of time.

• From the total cost curve, two average cost concepts can be derived and calculated:
Average Energy costs and Average Capacity Costs. Both are expressed in terms of
money per energy.
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8 The Centralized Solution of Optimal
Dispatching

8.1 Introduction

In this chapter, we analyze the problem of providing electricity serving the load from
a variety of power plants in an optimal way. As usual in economics, the optimality
criterion is the efficiency of energy provision. We consider Pareto efficiency, without
taking into account externalities, public goods and distributional issues. Some of these
aspects will be treated in Part VIII when we consider RES.

For the electricity sector, it is not easy to answer the above question. We have seen that
there are several technologies and different power plants that can serve the load in a given
period of time. Recall that the allocation of generation across plants derives from the need
to dispatch electricity. Therefore, answering the question of how to select power plants in
order to produce electricity is equivalent to providing a criterion for optimal dispatching.
We shall start by making some simplifying assumptions, namely: the load is fixed for
a given period of time and that the set of plants is fixed and given for that period of time.

Recall that throughout this section we are in a simplified setting that neglects network
constraints. Thus, in this chapter we start by considering the simplest possible case,
namely, the case of a dispatcher that owns or manages power plants and wants to serve
a given load in an efficient way. This set up of the problem is equivalent to assuming that
there is a monopolist that owns the power plant and that is also the dispatcher, who has
the obligation to serve electricity in an efficient way. This obligation, for instance, is
often implemented by specifying that electricity provision is a universal service, even
though the latter also has several implications for network management and expansion
and affordability of power provision that we do not consider here. We will consider the
simplest possible setting (i.e. a monopolist that is either obliged or regulated and there-
fore cannot freely decide the price at which to provide power to customers). Therefore,
the problem corresponds to identifying the efficient allocation of production in model 1
of Chapter 4. In the next chapter, we shall remove the assumption of a single
monopolistic production, and consider what happens when there are several market
agents. Finally, we shall also remove the hypothesis of a fixed load, and evaluate the
market settings with demand and supply side participation. For this latter case, we will
distinguish between market arrangements that occur ex ante, and effective electricity
delivery.

Before starting the analysis, there is an important point that has to be understood about
the unit measures of load and generation. We saw in Chapter 7 that in order to represent
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the load we need to fix the unit measure of time. We choose the hour as the unit measure
of time. Define the load as Qm ¼ Mm � h, where m denotes the consumers (or group of
consumers) that require(s) the load andMm is the capacity required by those consumers.
Fixing h =1 as the unit measure of time, we have Qm ¼ Mm. The same is true for the
energy produced during time h. The energy generated by plant i is Qi ¼ Mi � h whereMi

is the capacity of plant i. Therefore, having fixed the unit measure of time, providing
energy or power is absolutely equivalent. In what follows, we shall use energy in the
notation, since we believe it can be more intuitively understood, taking into account,
however, that the analysis in terms of power would be exactly equivalent. Moreover,
whenever not needed, we will omit subscripts and superscripts.

8.2 The Cost Minimization Problem with Two Power Plants

We start by assuming a fixed load. Clearly, this is a false assumption, as we have seen in
Chapter 7. However, it holds for short time periods (i.e. for those periods in which the
load has very limited changes). Assume there is a monopolist that has to serve a given

load Q, being able to manage n plants. It is obliged to provide electricity. The analysis
seen from the standpoint of the monopolist is equivalent to the analysis of a planner, who
has to maximize the social welfare of consumers that use the load. Social welfare is

UðQÞ � CðQÞ, whereC(Q) denotes the total cost function to serve the load, andUðQÞ is
the utility function of consumers that use the load Q. We assume throughout this book

that Uð�Þ is a positive function with Uð0Þ ¼ 0 and U
0 ð�Þ > 0. Moreover, when load is

fixed and constant, UðQÞ is also constant. The dual problem of the social welfare
maximization is simply the cost minimization problem, i.e. min CðQÞ, where the

constant UðQÞ can be ignored since the solution of the problem is independent of it.
The constraints of the cost minimization problem are extremely important and require

careful analysis. Throughout this section, we assume that there is a fixed set of power
plants, each one having a maximum capacity Mmax

i that is given. The overall installed
capacity is able to cover the load (i.e. the capacity can produce an amount of energy for
the considered time period that is enough (or more than enough) to serve the load).
The time spell of the analysis is also given. It can be a year, a month, or an hour. If it was
a year, the load Q would be a yearly load, while it would be an hourly one if the time
horizon of the model was the hour. Note that the installed capacity determines the
maximum possible energy that can be produced in the time period. For instance,
a plant with a 100 MW capacity that runs throughout the year with a full capacity factor
will produce 100 × 8,760 = 876 GWh of energy in a year.

We do not consider the trivial problem in which there was a single power plant, since
there would be no choice to be made. What would be the solution of the problem of cost
minimization when there is more than one power plant that could be used? To answer
this question, it is important to consider the differences between power plants. We start
by assuming that there are different power plants, characterized by different costs. From
this point onward, we shall make the assumption that costs have the simple structure
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represented in Equation (7.1), and that plants can be ranked according to their costs, so
that the plants that have higher fixed costs have also lower variable ones and vice versa:
CiðQiÞ ¼ FCi þ VCi; with FCi > FCj;VCi < VCj; i ≠ j:

We consider two cases below depending on whether each power plant is large enough
to produce energy to serve the load or if more than one plant is needed. These
characteristics of the power plants are expressed in the optimization problem by the
slackness condition of the constrained optimization problems we discuss below. For
simplicity of notation, we limit the analysis to a fixed number of plants, two or more,
depending on the different cases treated.

8.2.1 Case I

There are two power plants, indexed by i, i = 1,2, each of which has a capacity higher

than the load Q. In other words; the load could be served by any of the existing power

plants: Qi ≤Qmax
i , with Qmax

i ≥Q. The assumption Qmax
i ≥Q implies that there is enough

capacity installed to serve the load. With a slight abuse of notation, we define
Mi � hi ¼ Qi, with hi denoting the number of hours that plant i produces in the predefined
time period. Assume that VC1 < VC2: From Equation (2.8), it follows that

C
0
1ð�Þ < C

0
2ð�Þ. The cost minimization problem can be written as:

min C1 ðQ1Þ þ C2 ðQ2Þ; s:t:
aÞ Q1 þ Q2 ¼ Q;
bÞ Q1 ≥ 0;
cÞ Q2 ≥ 0;
dÞ Q1 ≤Qmax

1 ;
eÞ Q2 ≤Qmax

2 ;
f Þ Qmax

1 > Q;
gÞ Qmax

2 > Q:

ð8:1Þ

Let us consider the meaning of the constraints: constraint (a) is the balanced load
constraint; it simply says in this case that the production must serve the load, ruling
out the possibility that some load is shed. Constraints (b) and (c) specify which plant
has to be operational. The problem of turning on or off a power plant in the electricity
system is referred to as the unit commitment problem (since in reality it is the power
units of each plant that are being turned on or off). Therefore, constraints (b) and (c)
are the unit commitment constraints. Constraints (d) and (e) refer to the technical
limits of the plants; ( f ) and (g) correspond to the specific case we are considering
here, namely, that in which each plant can serve the whole load. Note that this set of
constraints is a minimal one; other constraints could be added, about the possibility or
not of fractioning the production, the existence of ramps and the need to explicitly
take into account the timing of production, the existence of no load costs. We ignore
these features here, since even the simplest model is sufficient to make the essential
point.

The Lagrange Equation of problem (8.1) is as follows:
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L ¼ �C1ðQ1Þ � C2ðQ2Þ þ λðQ � Q1 � Q2Þ þ μ1Q1 þ μ2Q2 þ δ1ðQmax
1 � Q1Þ

þδ2ðQmax
2 � Q2Þ: ð8:2Þ

The Kuhn-Tucker conditions at the equilibrium quantity Q are:

∂L
∂Q1

¼ 0→C
0
1ð�Þ þ λ� μ1 þ δ1 ¼ 0;

∂L
∂Q2

¼ 0→C
0
2ð�Þ þ λ� μ2 þ δ2 ¼ 0; ð8:3Þ

and the slackness conditions:

μ1Q1 ¼ 0; Q1 ≥ 0; μ1 ≥ 0;

μ2Q2 ¼ 0; Q2 ≥ 0; μ2 ≥ 0;

δ1ðQmax
1 � Q1Þ ¼ 0; ðQmax

1 � Q1Þ ≥ 0; δ1 ≥ 0;
δ2ðQmax

2 � Q2Þ ¼ 0; ðQmax
2 � Q2Þ ≥ 0; δ2 ≥ 0:

ð8:4Þ

Note that it cannot be that Q1 ¼ 0 and Q2 ¼ 0, otherwise constraint (a) of problem 8.1
would be violated. Similarly, it cannot be that δ1> 0, otherwise from the slackness
condition we would have Q1 ¼ Qmax

1 which violates either constraint (f) or (a); the same
is true for δ2 and constraints (g) and (a). Therefore, δ1 ¼ δ2 ¼ 0. The Kuhn-Tucker
conditions simplify to:

C
0
1ð�Þ ¼ �λþ μ1;

C
0
2ð�Þ ¼ �λþ μ2:

ð8:5Þ

Recalling that C
0
1ð�Þ < C

0
2ð�Þ; we see that a sufficient condition for Equations (8.5) to

be true is that μ1 ¼ 0; μ2 > 0, which implies thatQ1 > 0 andQ2 ¼ 0. In other words, the
optimal solution corresponds to the case in which power plant 2 is off and power plant 1
is running, even though at a quantity lower than its maximum. Figure 8.1 represents this
case.

We report the marginal cost of plant 1 and 2, in a Cartesian space where on the
x-axis there is the energy that the plant can produce (measured in a given unit
measure of energy, for instance, MWh) and on the y-axis the costs (measured in
monetary terms per unit of energy, e.g. dollars per MWh).1 We have already ranked
marginal costs, and plotted energy (and power) production so that load is first served
by the lowest marginal cost plant, then by the higher ones. Marginal cost is infinite at
the plant’s maximum capacity level since plants cannot generate energy beyond that
level. The curve that is created summing horizontally the individual plants’ cost
curves is called industry supply curve (or just supply curve), since it is equivalent to
the supply curve that a buyer would face in a market. Note that in our setting the

1 Having fixed the time unit (i.e. h = 1), the graph represented on the money-capacity space would be
absolutely equivalent.
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marginal cost is equivalent to the variable costs, these latter being linear. Ordering
costs on the basis of the variable costs from the lowest to the highest is called merit
ordering, and dispatching plants according to the merit ordering is called merit
ordering dispatching:

definition. Merit Order Dispatching: the dispatching of power ordered from the least
variable cost power plant to those with higher variable costs.

The solution to the cost minimization problem is provided by the merit ordering
dispatching. Graphically, the dashed line represents the amount of energy that the plant
can produce, while a solid line denotes the energy that the plant is indeed producing.
The solid vertical line denotes the load. Note that at the equilibrium quantity the plant
is producing less than its maximum: Q1 < Qmax

1 . This can be checked analytically,
noting that the solution of problem 8.1 is such as δ1 ¼ 0, which implies that
ðQmax

1 � Q1Þ > 0.
There is an important implication here: recall that the electricity that plant 1 produces in

the time period isQi ¼ Mi � hi. The electricity that the plant could have been producing at
its maximum was: Qmax

1 ¼ Mmax
i � hi. However, note that energy is the product of two

variables, thus we can writeMmax
i � hi ¼ Mi � hmaxi . Therefore, at the equilibrium quantity

Q plant 1 is producing Q ¼ Mi � hi < Qmax
1 ¼ Mi � hmaxi , which means that

hi
hmaxi

¼ cf1 < 1: The capacity factor of the plant that is producing at the equilibrium is

less than one. Note however, that this result does not imply that the plant is off for some
time during the considered time spell. Given that the load is constant, for the required
time spell the power plant 1 has to generate electricity. However, it is generating less
power that it could at each point in time, and this is equivalent to saying that it has
a capacity factor lower than 1.

The following example can help to explain the cost minimization problem and the
capacity factor of the active plant.

$

MWh

MWh

C2́

C1́

Q1
max Q1 +max Q2

maxQ

Figure 8.1 Cost minimization with two power plants, such that Qmax
i ≥Q; i ¼ 1; 2
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Example 8.1 An Example of the Equilibrium Allocation of Case I Suppose that the load
is equivalent to 876,000 MWh in a year. This is equivalent to saying that there is
a constant load of 100 MWh each hour of the year. There are two power plants,
each of which has a capacity Mi = 150 MW. The yearly total cost function of
these plants has the following parameters, i.e. yearly rental cost and variable

(fuel times efficiency) costs: YRC1 ¼ 20; 000
$

MWy

� �
, YRC2 ¼ 10; 000

$

MWy

� �
,

Fl � a1 ¼ 40
$

MWh

� �
, Fl � a2 ¼ 60

$

MWh

� �
: Thus, for the installed capacity, the total

cost of electricity provision would be:

Producing by plant 1: $3,000,000 + $40 × 8,760 + $1,500,000 = $4,850,400.
(FC1) (VC1) (FC2)

Producing by plant 2: $3,000,000 + $1,500,000 + $60 × 8,760 = $5,025,600.
(FC1) (FC2) (VC2)

Using plant 1 the total cost is lower than using plant 2 or any linear combination of
energy from plant 1 and 2. This latter point can be seen by simply observing that any
MWh not produced by 1 and instead generated by 2 costs $20 more. Note, however, that
there is an inefficiency in the system due to the fact that there are two plants that each
have their own fixed costs. Therefore, even if there is one power plant that is off, its total
cost over the year is still present. Under this assumption, this system setting would be
inefficient since the same electricity provision could have been reached at a lower total
cost by simply avoiding installing the capacity of the plant that is off. Finally, note that
the capacity factor of plant 1 is: 876,000/1,314,000 = 2/3. The plant is using two-thirds
of its capacity, which would be equivalent in terms of electricity produced to the case in
which the plant was using its full capacity for two-thirds of the time (but clearly it is not
since it has to serve the load for the whole year).

This result obviously extends naturally to the case of three or more plants, each being
able to cover the load. The conclusion is simple: the load must be served by the plant that
has the minimum marginal cost.

We consider now a situation in which no power plants have enough capacity to serve
the load, therefore, both power plants will have to generate electricity. The question in
this case is what is the optimal combination of generation that has to be produced from
plant 1 and 2 that minimizes the cost.

8.2.2 Case II

There are two power plants, indexed by i, i = 1,2. Neither has a capacity higher than the load

Q:Qi ≤Qmax
i , with Qmax

i < Q. In other words; the load must be served by more than one
power plant. As before, VC1 < VC2: The cost minimization problem can be written as:
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min C1ðQ1Þ þ C2ðQ2Þ; s:t:
aÞ Q1 þ Q2 ¼ Q;
bÞ Q1 ≥ 0;
cÞ Q2 ≥ 0;
dÞ Q1 ≤Qmax

1 ;
eÞ Q2 ≤Qmax

2 ;
f Þ Qmax

1 < Q;
gÞ Qmax

2 < Q;
hÞ Qmax

1 þ Qmax
2 > Q:

ð8:6Þ

Comparing this with problem (8.1), note that now the signs of the inequalities in
constraints (f) and (g) are reversed and a new constraint (h) has been added, which
guarantees that there is enough capacity to serve the load.

The Lagrange Equation, the Kuhn-Tucker conditions and the slackness conditions are
the same as those in Equations (8.2), (8.3) and (8.4). As before, it cannot happen that
Q1 ¼ 0 and Q2 ¼ 0, otherwise constraint a of problem 8.6 would be violated. However,
now, no plant alone can serve the load. Therefore, it cannot happen that Q1 ¼ 0 and
Q2 > 0, for otherwise either constraint (a) or (g) would be violated. The same is true for
the case ofQ1 > 0 andQ2 ¼ 0, given constraints (a) and (f). Therefore, bothQ1 > 0 and
Q2 > 0; which implies that μ1 ¼ μ2 ¼ 0. The Kuhn-Tucker conditions simplify to:

C
0
1ð�Þ ¼ �λ� δ1;

C
0
2ð�Þ ¼ �λ� δ2:

ð8:7Þ

A sufficient condition for Equations (8.7) to be true is that δ1 > 0; δ2 ¼ 0. This implies
that Q1 ¼ Qmax

1 ;Q2 < Qmax
2 . Now, plant 1, being the plant with the lower marginal costs,

is producing at its full capacity, i.e. with cf1 ¼ 1. Plant 2, being more expensive, is
producing with a reduced capacity factor: cf1 < 1. Case II is described in Figure 8.2.
We can see that now plant 1 is fully producing, while plant 2 is producing with a limited
capacity factor.

$

MWh

MWh

C2́

C1́

Q1
max Q1 +max Q2

maxQ

Figure 8.2 Cost minimization with two power plants, such as Qmax
i < Q; i ¼ 1; 2
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8.3 The Cost Minimization Problem with n Plants

Let us start from an example of three power plants, with costs ranked as
VC1 < VC2 < VC3. Two cases are of interest, one in which any pair of plants have
enough capacity to serve the load, and that in which all three plants are needed (the other
cases can be easily referred to those already studied here). Figure 8.3, panel (a), describes
the situation in which all three plants are necessary. Figure 8.3 panel (b), describes the
case in which two plants are enough. We can see that in panel (a), cf1 ¼ cf2 ¼ 1 while
cf3 < 1. In the case of panel (b), we have that cf1 ¼ 1 > cf2 > cf3 ¼ 0.

The solution arises from the following rationale. Plants are ranked according to their
marginal costs. Those with lower marginal costs are dispatched first and have higher or
equal capacity factors to those with higher marginal costs. These capacity factors,
depending on the load, can be 1 or less. The capacity factors of the plants with the
highest marginal costs, depending on the load, can also be zero. This result can be shown
analytically and extended to the n plants case. Assume there are n plants; each plant has
a capacity range such that 0 ≤Qi ≤Qmax

i and such that they can serve the load; however,

some plants might not be needed to reach the level Q. The Lagrange Equation of the
cost-minimization problem would be:

L ¼ �
Xn
i¼1

CiðQiÞ þ λ Q �
Xn
i¼1

Qi

 !
þ
Xn
i¼1

μiQi þ
Xn
i¼1

δiðQmax
i � QiÞ; ð8:8Þ

with the Kuhn-Tucker conditions:

∂L
∂Qi

¼ 0→C
0
ið�Þ þ λ� μi þ δi ¼ 0; 8i ¼ 1; . . . ; n; ð8:9Þ

and the slackness conditions:

μiQi ¼ 0; Qi ≥ 0; μi ≥ 0; 8i ¼ 1; . . . ; n;
δiðQmax

i � QiÞ ¼ 0; ðQmax
i � QiÞ ≥ 0; δi ≥ 0; 8i ¼ 1; . . . ; n:

ð8:10Þ

(a) (b)
$

MWh
$

MWh

MWh

C2́

C1́

C3́

C2́

C1́

C3́

Q MWhQ

Figure 8.3 Cost minimization with three plants. (a): all three plants are necessary; (b): two plants
are sufficient
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Then, depending on the load, we will have three solutions, that define three sets of
plants:

ðiÞ C0
ið�Þ ¼ �λ� δi for those i for which μi ¼ 0; δi > 0;

ðiiÞC0
ið�Þ ¼ �λ for those i for which μi ¼ 0; δi > 0;

ðiiiÞC0
ið�Þ ¼ �λþ μi for those i for which μi > 0; δi ¼ 0:

ð8:11Þ

The case of μi > 0; δi > 0 is ruled out since it violates the constraints. InEquations (8.11),
there is a common parameter λ, which derives from the balanced load constraint. This is
called system marginal cost, since it is the cost that the monopolist (or social planner)
must pay at the margin to generate the last unit of watt-hour that serves the load.

definition. SystemMarginal Cost (SMC): the cost for the electricity system of serving
one unit more of the load.

The SMC is the shadow value of the load constraint. It corresponds to the value of
serving one infinitesimal unit more of the load. What Condition 8.11 shows is that at the
equilibrium the SMCmust be equivalent to the marginal cost of producing one unit more
of power to serve the load. Note that this is a cost, which explains its negative value.

Solution (8.11) is the cost minimizing solution for the dispatching problem. It provides
the optimal least cost dispatch. It shows that three solutions are possible: in solution (i),
plants are active and producing at their maximum Qi ¼ Qmax

i . These are the plants whose
marginal cost is less than the SMC, as shown by solution (i), since δi > 0. The plants
whose marginal cost equals the SMC, are producing at a cf lower than 1, as can be seen in

the solution (ii), noting that δi ¼ 0→Qi < Qmax
i . The equilibrium capacity factor is

Qi

Qmax
i

.

Finally, plants whose marginal cost is higher than the SMC are not running, as can be
seen in solution (iii), since μi > 0→Qi ¼ 0. Therefore, the optimal least cost dispatch
follows the merit order, it is a merit ordering dispatching, as defined before.

We can summarize what has been discussed in the following results:

and

Result

The solution of the cost minimization problem requires the merit order dispatch-
ing of plants.

Result

On the basis of the merit order dispatching, with a given load, the solution of the
cost minimization problem implies that plants are:

• producing at their maximum if their marginal cost is less than the SMC;

• producing with a capacity factor less than one if their cost is equal to the SMC;

• not producing if their marginal cost is higher than the SMC.
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If the cost functions of the plants were more complex than those considered here, like
those described in Chapter 2, the solution would be more complex. In this case, a linear
programming solution would identify the optimal set of plants and the level of produc-
tion of each of them that minimizes Equation (8.8), taking into account the constraints of
ramping, minimum and efficient quantity levels, no load costs and so on. However,
taking into account all constraints, the optimal solution would still follow the same
principle: for given constraints, the plant with lower variable costs produces more, and
vice versa, so that the capacity factor of the plants follows the inverse ranking of the
variable costs of plants.

8.4 The Welfare Maximization Problem with Several Consumers

So far, we have assumed that the load has a fixed level Q. For simplicity of notation, we

have treated the problem of cost minimization ignoring the constant UðQÞ since it does
not change the results. We can show this here, considering also the case in which there
were several consumers, each one requiring a different load. In other words, we consider
here the problem of a load that can be changing across consumers, yet still constant at
a given point in time. The problem becomes a welfare maximization problem now since
the central planner (or the regulated monopolist) that has to serve different levels of load,
has to take into account the utility of the load for consumers and the cost for power plants
to produce it. We are still under the assumption that there is enough capacity to serve the
maximum possible load. Let us write for simplicity of notation the load of consumer (or
group of consumers) m = A, . . ., M as Qm. Let the load of each of them be constrained

between zero and a maximum: 0 ≤Qm ≤Qm . Moreover, the overall load is such thatXM
m¼A

Qm ¼
Xn
i¼1

Qi. This is the balanced load constraint, that guarantees that the problem

has a solution (different from zero). The welfare maximization problem would be:

max
Qm;Qi

XM
m¼A

UmðQmÞ�
Xn
i¼1

CiðQiÞ; s:t: :

ðaÞ
XM
m¼1

Qm ¼
Xn
i¼1

Qi; ð8:12Þ
ðbÞ Qi ≥ 0;
ðcÞ ðQmax

i � QiÞ ≥ 0;
ðdÞ Qm ≥ 0;

ðeÞ ðQm � QmÞ ≥ 0;

with i =1, . . ., n; m = A, . . ., M, and UmðQmÞ denoting the utility function of
consumers m. The solution to the problem, given the Kuhn-Tucker conditions, is as
follows:
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for the load
Um

0 ð�Þ ¼ λþ θm for thosem for which ρm ¼ 0; θm > 0;

Um
0 ð�Þ ¼ λ for thosem for which ρm ¼ 0; θm ¼ 0;

Um
0 ð�Þ ¼ λ� ρm for thosem for which ρm > 0; θm ¼ 0;

for the generation :
same as in Equation ð8:11Þ;

ð8:13Þ

where ρm and θm are the slackness conditions associated to constraints (d) and (e),
respectively. The multipliers θm and ρm play the same role, for the load, of the multipliers
μi, δi, respectively, for the generation, but with the opposite sign. Thus, the same
principle of the generation applies to the load: the load with highest willingness to
pay, i.e., highest marginal utility, is set at its maximum, and thus has a load factor equal
to 1 (in this case, it is better to distinguish between load factor and capacity factor for
clarity of message); it is dispatched first. The load whose marginal utility, i.e., the
willingness to pay, is equal to the SMC, is the marginal load. It is dispatched with
a load factor less than one. The load with a marginal utility lower than the SMC is not
dispatched (i.e. it is set equal to zero). For generation, the solution is as before.
The following result summarizes the finding:

For both load and generation, the reference parameter against which to compare
the marginal cost and the marginal utility is the SMC. This is an important
message. From the standpoint of the solution of the problem of cost minimization,
or welfare maximization, load and power generation is to be treated in the same
way, and ranked according to the marginal cost and marginal utility.2 We shall see
in the next chapter that this principle continues to hold, even if we allow the load
to change over time.

Result

When there are different loads with distinct utilities, with a given capacity, the
solution of the welfare maximization problem implies that loads are:

• fully dispatched if their marginal utility is higher than the system marginal cost;

• dispatched with a load factor less than one if their marginal utility is equal to the
system marginal cost;

• not dispatched if their marginal utility is below the system marginal cost.

2 There is a caveat here. We have shown here the conditions for a technically efficient allocation. If the
monopolist was not regulated, or if it was not forced to serve the load, the monopolist would produce
maximizing its own profits, shedding load for all those levels of the load for which the customers’
willingness to pay was lower than the marginal revenue of the monopolist. This is the well-known result
of the allocative inefficiency of the monopoly. We shall consider load shedding and profit maximizing
behavior in a competitive setting in Chapter 9, and discuss market power in Part IV.
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Learning Outcomes

• With constant load, welfare maximization and cost minimization coincide. In a given
time spell the problem can be analyzed in terms of provision of energy or power.

• When there are different costs of energy provision, the efficient solution of the
minimum cost problem requires ranking plants according to their marginal costs,
from the lowest to the highest. This is called merit order dispatching.

• The rationale of the solution for the case of two plants extends to the case of several
plants. The plants are to be dispatched according to their merit order, up to the point in
which they serve the last unit of load that needs to be served. The cost of serving such
a last unit of energy for the load is the System Marginal Cost.

• The system marginal cost is the shadow value of the load constraint in the cost-
minimization problem. It provides the reference parameter for the merit order dis-
patching. All plants with marginal cost below the systemmarginal cost will generate at
full capacity. Plants whose marginal cost coincides with the system marginal cost will
produce with the capacity factor below one. Plants with marginal costs higher than the
system marginal cost will not be called on to generate power.

• If load differs on the basis of the willingness to pay across customers, the same
principle applies. Load with marginal utility higher than the system marginal cost is
fully dispatched (i.e. it has a load factor that equals one). Load whose marginal utility
coincides with the system marginal cost, is the marginal load and is dispatched with
a load factor lower than one. Load whose marginal utility is below the systemmarginal
cost, is not dispatched, and has a zero load factor.
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9 Welfare Maximization with
Time-Varying Load

9.1 Introduction

In the previous chapter, we tackled the problem of cost minimization assuming that the
load in the given time spell was constant. However, in Chapter 7 we saw that load
changes over time. Thus, the analysis of Chapter 8 can be considered as limited to the
short run, namely, for those periods in which the load is constant, or at least has very
limited changes so that it can be considered constant. In this chapter, we extend the
analysis considering the case of load changing in a given time spell. Recall that we have
shown that the problem of cost minimization is the dual problem of the welfare
maximization one. Here, since the load changes over time, we explicitly take into
account the utility of the load and the cost of serving it. Therefore, for clarity, the
analysis here will be developed in terms of welfare maximization, even though from a
formal standpoint welfare maximization or cost minimization are equivalent problems
when agents are price takers.

In this chapter we use the following notation: Qm; j denotes the energy required by
consumer(s)m in the hour j. Whenever there is no need to specify the consumer, we will
omit the superscript m.

We fix the hour as the unit measure of time, consider the year as the time-spell and let

the load change over time in the time spell T: Qj ≠Qk; j ¼ 1; . . . ; T ; k ¼ 1; . . . ; T ; j ≠ k:
Note that fixing h = 1, Qj ¼ Mj, where the latter denotes the capacity required at time j.

Since the load changes over time, it follows that Mj ≠Mk . Thus, the change in load can
be expressed in terms of power.

We assume that the utility function is additive in the time, U
XT
j¼1

Mj

 !
¼
XM
j¼1

UðMjÞ,

and also the cost functions of all plants are additive in the time:

CiðM1
i þ . . .þMj

i þ . . .þMT
i Þ ¼ CiðM1

i Þ þ . . .þ CiðMj
i Þ þ . . .þ CiðMT

i Þ: Notice
that we have already assumed that costs are constant over time (since there is no time
j superscript to cost functions). In what follows, we consider the welfare maximization
problem with respect to the capacity required by the load at time j.

There are n power plants, with capacity Mj
i each, such as 0 ≤Mj

i ≤M
j
i
max, withMj

i
max

denoting the maximum producible power by plant i at time j. As before, we assume that
marginal and average variable costs coincide. Variable costs are ranked from the lowest,
that of plant 1, to the highest, plant n. We first assume that there is enough capacity to
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serve the load at every point in time: Mj ¼
Xn
i¼1

Mjmax
i ;8j ¼ 1; . . . ; T : This assumption

will be removed in the last Paragraph of this chapter. We start from the two-hour
case (i.e. T = 2), and then extend the analysis to the case of T hours (T = 8,760 if
the time period is the year). Note that in a given hour, the load is constant; thus, as
noted earlier, the problem of welfare maximization coincides with that of cost
minimization.

9.2 The Two-Hour Case

The welfare maximization problem is:

max
M1

i ;M
2
i

UðM1Þ þ UðM2Þ �
Xn
i¼1

CiðM1
i Þ �

Xn
i¼1

CiðM2
i Þ; s:t:

aÞ
Xn
i¼1

Mj
i ¼ Mj; ð9:1Þ

bÞ Mj
i ≥ 0;

cÞ ðMj
i
max �Mj

i Þ ≥ 0;

with i ¼ 1; . . . ; n; j ¼ 1; 2:
The Lagrange Equation is:

L ¼ UðM1Þ þ UðM2Þ �
Xn
i¼1

CiðM1
i Þ �

Xn
i¼1

CiðM2
i Þ þ λ1 M1 �

Xn
i¼1

M1
i

 !

þ λ2 M2 �
Xn
i¼1

M2
i

 !
þ
Xn
i¼1

μ1i M
1
i þ

Xn
i¼1

μ2i M
2
i þ

Xn
i¼1

δ1i ðM1
i
max �M1

i Þ

þ
Xn
i¼1

δ2i ðM2
i
max �M2

i Þ; ð9:2Þ

with the Kuhn-Tucker conditions:

∂L

∂Mj
i

¼ 0→C
0
iðMj

i Þ þ λj � μji þ δji ¼ 0; 8i ¼ 1; . . . ; n;

j ¼ 1; 2:
ð9:3Þ

and the slackness conditions:

μjiM
j
i ¼ 0; Mj

i ≥ 0; μji ≥ 0;8i ¼ 1; . . . ; n;
δjiðMj

i
max �Mj

i Þ ¼ 0; ðMj
i
max �Mj

i Þ ≥ 0; δji ≥ 0; 8i ¼ 1; . . . ; n;
j ¼ 1; 2:

ð9:4Þ

Solutions are:
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ðaÞC0
ið�Þ ¼ �λj � δji for those i for which μi ¼ 0; δji > 0;

ðbÞC0
ið�Þ ¼ �λj for those i for which μi ¼ 0; δji ¼ 0;

ðcÞC0
ið�Þ ¼ �λj þ μji for those i for which μi > 0; δji ¼ 0;

j ¼ 1; 2:

ð9:5Þ

It is clear that the solutions (9.5) are, in each hour, j = 1,2, equivalent to those in
Equations (8.13). In other words, the problem of a time-varying load in two hours can be
analyzed by considering each hour as independent and treating it in the same way as the
cost minimization or the welfare maximization problem, one per each hour.1

Consequently, there are two SMC, one per each hour, λ1 and λ2. Therefore, as in
Chapter 8, the solution of the dispatching problem, at each hour, depends on the level
of the load at that hour. We can represent this visually. For instance, if there were three
power plants, and the load was such that in hour 1 the three plants are all needed, while in
hour 2 only two plants are needed, this would appear as in Figure 8.3, with capacity
(MW) on the x-axis instead of energy (MWh), and the left panel denoting the equili-
brium during hour 1, the right one during hour 2.2

9.3 The Case of T Hours

It is straightforward to extend the analysis to the general case of several T periods. We
leave it to the reader to work out the equations, and point out that the solutions are
exactly equivalent to those in Equation (9.5), for j = 1, .., T.

It is interesting to represent the equilibrium in a graph.Wemust first consider the load,
since the solution depends on the level of the loadMj. Recall that the variation over time
of the load is described by its LDC. Let us use the following example:

Example 9.1 Load: Assume there is a load that has the following features: all days of the
year are equal, but throughout the day it oscillates from a minimum Mmin, in a given
hour, say hour 1AM, to a maximumMmax at 12AM, and then back to the minimum. The
LDC would have the shape described in Figure 9.1.

From this point onward we shall assume that the maximum installed capacity is
constant over time. This is equivalent to considering short-run cases in which installed

capacities do not change over time: Mj;max
i ¼ Mf ;max

i ¼ Mmax
i 8j; f ¼ 1; . . . ; T : By

reporting the marginal costs of the power plants on a Cartesian space with money
(dollars per energy) on the y-axis and power on the x-axis, it is possible to identify the
different equilibrium solutions, namely, the various SMCs. Assume, for example, that
there were three power plants as in the following examples, that continues Example 9.1.

1 This is true under the assumptions of costs and utility additivity over time.
2 Recall from Chapter 7 that it is possible to represent a time-varying load by means of the LDC. In this case,
the LDC would be very simple, comprising only two levels of capacity, M1 and M2, with M1 having a
probability of 0.5, i.e. its capacity factor (or better its load factor, being M a load) would be 0.5.
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Example 9.1 (cont.). Capacity: there are three power plants ranked such that
VC1 < VC2 < VC3; FC1 > FC2 > FC3.

The welfare maximization problem of Example 9.1 is represented as in Figure 9.2.
The hourly loads in a given day, are represented by the shaded area comprised between
Mmin toMmax. The marginal costs of plants are constant throughout the day. The SMCs
would be given by the intercept of the load with the marginal cost of the plants
(i.e. are represented by the segment of the marginal costs of plants 1, 2 and 3 in the
shaded area).

Note that Figure 9.2 is represented in the money–capacity space. Recall that solving
the welfare maximization problem we obtain the cf of each plant, at the equilibrium,
which depends on the load and plants’ costs. Thus, there are three variables linked in the
analysis:

1. the cost of the power production from the power plants;
2. the load;
3. the capacity factors that arise from the welfare maximization (or cost minimization)

problem.

Figure 9.2 links the costs (measured in money per energy, e.g. $/MWh) to the load
(measured in power, e.g. MW). The LDC in Figure 9.1 relates the load to the capacity
factor. It is also possible to link the cost and the capacity factor, by using the ACC (see
Chapter 7). The ACC of plant i plots the cost of the plant, measured in money per energy
($/MWh) to its capacity factor. Figure 9.3 shows the ACC curves of the power plants
described in Example 9.1.

ACC curves are straight lines. Note the fixed costs of the plants reported on the y-axis.
Variable costs, which coincide with marginal costs, are given by the slope of the ACC

curves. In the figure, for instance, α ¼ C
0
3ð�Þ: The ACC curves end where the capacity

factor equals 1, since a capacity factor greater than 1 would have no meaning. In the

MW

Mmax

Mmin

cf1
1

365
8760

cf = 

Figure 9.1 The LDC of Example 9.1
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figure, there are two specific capacity factors, denoted asccf2 andccf3 . They correspond to
the point at which the ACC curve of plant 1 intercepts the ACC curve of plant 2, i.e.
ACC1 = ACC2, and where ACC2 = ACC3.

3

$

C2́

C3́

C1

MW

MWh

´

M1 +max

M1

M min M max

max

M2
max

M1 +max M2
max +M2

max

Figure 9.2 Welfare maximization with time-varying load and three power plants

cf = 1

1

FC1

FC2

FC3
α

cf3 cf2 cf

$
MWh

Figure 9.3 ACC curves of Example 9.1

3 Recall that from Equation (7.6) and (7.9) the yearly total cost equation is just the ACC function multiplied by
the length of the time spell and the capacity of the plant. Thus, both functions measure total cost, expressed,
for the yearly total cost function in terms of money per year ($/y), while for the ACC in terms of money per
energy ($/MWh).
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In Figure 9.3 we can observe the total cost as a function of the technology of a given
plant and the number of hours that it can work over the time spell (i.e. its capacity factor).
For instance, if plants are to be used with a capacity factor that is in the range

0 ≤ cf < ccf3 ; the cost of power production associated with plant 3 is lower than the
cost of producing with plant 2 and 1. That is because the impact of the fixed costs
overtakes that of variable costs for such a limited time of usage, and plant 3 has the
lowest fixed costs. At cf3 the cost for the system is equivalent if energy is produced with

power plant 2 or 3. For the rangeccf3 < cf < ccf2 the technology that minimizes total cost

is that of plant 2. At ccf2 plants 2 and 1 provide the same total cost. In the rangeccf3 < cf ≤ 1 plant 1 minimizes the total costs, since, even if it has the highest fixed
costs, it has also the lowest variable ones and it is producing for somany hours during the
year that its total cost is the lowest.

9.4 Economic Dispatching

ACC curves thus can be used to assess which plant has to be dispatched in each
hour, when load changes, in order to maximize welfare. When ACC curves are
used to assess the merit order dispatching they are also called screening curves. Let
us see how to use screening curves to assess the optimal dispatching. We put
together Figures 9.1, 9.2 and 9.3 to represent graphically the welfare maximization
problem of Example 9.1. In particular, we can see that the equilibrium capacity

factors, ccf2 and ccf3 ;derive from the solution of the welfare maximization problem
per each hour of the year, as load changes throughout the year. Consider
Figure 9.4.

In the panel of the ACC curves, we see that when the load is at its minimum, plant 1 is
dispatched, with a capacity factor of 1. In other words, for 8,760 hours, plant 1 produces,
but with a capacity limited to Mmin. Thus, for those hours it produces an amount of
energy that equals Mmin � 8760. But it produces more. There are some other hours in
which plant 1 is producing with a higher capacity, yet for a number of hours less than

8,760. For how many hours? For all those hours from 8,760 toccf2 � 8760. Therefore, the
whole area below the LDC fromA to zero denotes the whole amount of energy that plant
1 generates.

Note that this amount of energy corresponds to a load that is almost always
present throughout the year, or better, that is always present up to Mmin and that
occurs with a high capacity factor, up to A. This is the baseload. The area from B
to A below the LDC denotes the energy that is produced from plant 2 in the cost
minimization problem. This is called mid-merit. The area from Mmax to B denotes
the energy that is to be produced from plant 3 in order to minimize the cost. This
is called peak load.

The solution of the welfare maximization problem that follows the merit order
provided by the marginal costs is also called economic dispatching.
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definition. Economic dispatching: the dispatching of plants according to the merit
order provided by the marginal costs.

Economic dispatching, in the case of Example 9.1, provides the thresholds of
baseload, peak load and mid-merit. This is a general feature that does not refer just
to the case of three plants, but can be extended to the case of several plants. Let plants
be ranked according to their ACC curves. If there is a plant whose ACC is not lower
than any other plant for any cf 2 ½0; 1�, then that plant is not dispatched, since there will
be no period of time in which its costs are the minimum costs for the system. If on the
contrary, there will be a range of capacity factors such that the costs of plant i are the
lowest among all plants in that range, then that plant is to be dispatched for exactly that
amount of time. For the energy that is needed with the capacity factor (load factor)
between the mid-merit and the peak load threshold, the plant(s) whose technology has an
intermediate marginal cost is (are) to be dispatched. This is (these are) the mid-merit
plant(s).

The economic dispatching can be summarized as follows:

MW

cf1

B

A

MWA B C

cf  = 1

1

$

MWh

$

MWh

FC1

FC2

FC3

α

365
8760

cf3 cf2 cf

C3́

C2́

C1́

A = M1
max

+B = M1
max M2

max

+C = M1
max M2

max + M3
max

Mmin Mmax

Mmax

Mmin

Figure 9.4 The welfare maximization problem of Example 9.1
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Figure 9.5 shows the case of a generic LDC, still with three types of technology. The
dotted area is the baseload and, with a slight abuse of notation, MW1 denotes all the
capacity levels associated with the baseload. The dashed area represents the mid-merit,
whose capacity is MW2; the white area is the peak load, with capacity MW3.

9.5 Welfare Maximization with Capacity Constraint: Optimal Load Shedding

We have assumed so far that the installed capacity was high enough to cover demand for
any possible levels of the load. This is too restrictive an assumption for real systems,
since load changes over time and it can happen that at some point in time the installed
capacity might not be able to serve the load. However, in electricity systems Kirchhoff’s
laws apply, which implies that at every point in time the energy produced has to coincide
with the energy demanded.

So, what happens if the load demanded is higher than that which can be produced at
that time? The solution to this problem has two dimensions. There is a programming, or

MW3

MW2

MW1

1

MW

cf3 cf2

Figure 9.5 Merit order dispatching with a generic LDC

Result

Economic dispatching corresponds to the following criteria:

a) Plants are to be ranked on the basis of their ACC.
b) The baseload is to be produced by the plant(s) whose technology has (have) the

lowest marginal cost. Baseload plant(s) produces with a capacity factor that
goes from 1 to the mid-merit threshold that corresponds to the capacity factor
of the plants with mid-merit technology.

c) The peak load is to be produced by plant(s) with the highest marginal costs.
This (these) plant(s) will not operate unless the load is high enough (i.e. it is
higher than the level which is associated with the capacity factor threshold for
the peak load).
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ex-ante solution, and an ex-post solution. Ex ante, the problem corresponds to that of
optimal planning of the electricity system, so that the load will not exceed the maximum
installed capacity and for that load the production using that installed capacity mini-
mizes the costs. This is the point of view of a central planner, or a monopolist, that can
control both load and generation and that has to plan the production to maximize social
welfare arising from the provision of energy. However, it can also happen that even if
optimal planning has been implemented, in real time it occurs that some of the plants that
were planned are not available, or that there is some extra load, or vice versa. Thus, there
can be differences between the planned schedule and the realized one. As we saw in
Chapter 5, this implies that there is an imbalance, which would generate an extra cost to
the system. Again, it is the task of the dispatcher to manage this imbalance, in real time,
and settle the payments ex post. We review the latter problem in Chapter 11. Here, we
consider only the optimal planning problem with a time-varying load that needs to
respect the constraint that it cannot exceed the maximum capacity available at each point
in time.

The welfare maximization problem corresponds to maximizing utility of the load and
minimizing costs to provide it. These two problems cannot be solved simultaneously.
There are two variables that must be dealt with by the planner, the load and the cost to
serve it. We assume that the maximum capacity is given. Thus, the planner must first
optimize the load, setting it at the optimal level, for a given level of capacity installed in
the system. Then, for given optimal level of load, the planner must minimize the cost.
The welfare maximization problem is solved by first maximizing the utility of load
provision, given the capacity constraint, and then minimizing the cost of provision of
power, for the given (optimal) load.

As we saw in Chapter 7, load changes over time. When the installed capacity is fixed,
in a given hour j that level of capacity may or may not be enough to serve the load
demanded at that hour. When, in a given hour, the capacity is enough to serve the load,
we are back to the analyses performed in Paragraphs 9.2 and 9.3, considering just
a single hour (i.e. the welfare maximization problem is the one presented in
Equation (9.1), with just j = 1, for instance).

However, there will be some hours in which the maximum installed capacity
Xn
i¼1

Mmax
i

is not enough to fully serve the load that is demanded in that hour. Call Mj;max the

maximum possible level of the load at a given hour j. In those hours,Mj;max >
Xn
i¼1

Mmax
i .

Yet, the load has to be balanced, that is to say, the maximum amount of load that can be
served, Mj, must be equal to the maximum amount of power injected in those hours:Xn
i¼1

Mj
i ¼ Mj and more power cannot be injected than what is installed in the grid:

Xn
i¼1

Mj
i ≤
Xn
i¼1

Mmax
i . The remaining part of the load that cannot be served ðMj;max �MjÞ is

to be shed. Thus, in a given time period, say a year, there will be some hours in which
load is to be shed. The question that the planner must solve is thus, for a given installed
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capacity, what is the optimal amount of load that has to be shed and what is the value of
the load shed?

In what follows we focus only on those hours in which the load is shed. Say that load
is shed in a number of hours over the year that equals T-g. For instance, if T = 8,760 and
g = 8,755, load is shed in five hours over the year.4

Formally, the planner must first solve the utility maximization problem, namely,
finding the amount of load the maximizes utility, under several constraints: some of
the load is to be shed; load has to be balanced and plants must respect the power

generation constraints: 0 ≤Mj
i ≤Mmax

i , i =1, . . ., n.

Step 1 : max
Mj

UðMjÞ �
Xn
i¼1

CiðMj
i Þ; j ¼ g; . . . ; T ; s:t:

aÞ
Xn
i¼1

Mj
i ¼ Mj;

bÞ ðMj;max �MjÞ ≥ 0; ð9:6Þ
cÞ 0 < Mj

i ≤Mmax
i ;

dÞ Mj;max >
Xn
i¼1

Mmax
i ;

with i ¼ 1; . . . ; n; j ¼ g; . . . ; T ;
where constraint (a) is the load balance constraint; (b) specifies that load cannot exceed
the maximum, and together with (d) points out that at maximum load, it has to be shed;
constraint (c) specifies that more power cannot be injected into the grid than is produ-
cible. The Lagrange Equation is:

L ¼ UðMjÞ �
Xn
i¼1

CiðMj
i Þ þ φj

Xn
i¼1

Mj
i �Mj

 !
þ ψjðMj;max �MjÞ; j ¼ g; . . . ; T ;

ð9:7Þ
with the Kuhn-Tucker conditions:

∂L
∂Mj

¼ 0→U
0 ðMjÞ ¼ φj þ ψj; j ¼ g; . . . ; T ; ð9:8Þ

and the slackness conditions:

ψjðMj;max �Mj Þ ¼ 0; ðMj;max �Mj Þ ≥ 0; ψj ≥ 0; j ¼ g; . . . ; T : ð9:9Þ

Notice that it cannot happen that ψj > 0: we would have Mj;max ¼ Mj; this and

constraint (a) of Equation (9.6) gives
Xn
i¼1

Mj
i ¼ Mj;max; from constraint c we have

4 This is an imprecise notation: so far index j denoted the hour of the year; thus the notation we use would
imply that for the hours j = 1, . . ., 8,755 load is not shed, while load is shed only in the last five hours of the
year. However, we do not mean this, since it is irrelevant in which hours of the year load is shed, provided
that it is for exactly j = T-g hours (for instance, just for five hours over the year).
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Xn
i¼1

Mj
i ≤
Xn
i¼1

Mmax
i , and thus we would haveMj;max ≤

Xn
i¼1

Mmax
i which violates constraint

d. Thus, we have that Mj;max > Mj. In equilibrium, load has to be shed by an amount
Mj;max �Mj. Condition (9.8) reduces to:

U
0 ðMjÞ ¼ φj; j ¼ g; . . . ; T ; ð9:9Þ

See that in a given hour j, there are infiniteMj for which
Xn
i¼1

Mj
i ¼ Mj and thus φj > 0:

However, having assumed that Uð�Þ is an increasing function, the level of the load Mj

that maximizes the utility has to be the highest possible integer compatible with the

constraint Mj ≤
Xn
i¼1

Mmax
i . Call this level fMj : Note that since Mmax

i is time independent,

also fMj is constant w.r.t. time. Thus we can neglect the superscript j and call it eM . But

this implies that also U
0 ð eM Þ is constant and thus φj is constant too. We can rewrite

condition (9.9) as:

U
0 ð eM Þ ¼ φ: ð9:10Þ

Equation (9.10) shows that, when there is not enough capacity to serve the whole load
and thus some load has to be shed, it has to be such that the level at which the marginal
utility of the last watt serving the load is positive and equal to a parameter φ. But this
parameter is the shadow value of constraint (a) in Equation (9.6), namely, the balanced-
load constraint. In economic terms, φ shows the value of relaxing by one unit of capacity
the constraint that the installed capacity has to serve the load (i.e. the value of giving one
unit more of power to the load). This value is the counterpart of the SMC, and is called
the Cost of Unserved Energy, or Value of Lost Load (VOLL):

definition. Value of Lost Load (VOLL): the value for the load, of having one
marginal unit more of capacity installed in the electricity system.

Equation (9.10) shows that the VOLL at the equilibrium corresponds to the consu-
mers’ willingness to pay to get one unit more of power when load is shed. The level

ðMj;max � eM Þ provides the optimal load shed (i.e. the amount of lost load that solves the
welfare maximization problem). Thus, we have the following result:

Knowing the utility function of the load it is possible to calculate the marginal utility
of the load and identify the optimal level of load shedding. From the latter, we derive the

Result

The optimal level of load shed is given by that amount of capacity, able to serve
the load, such that the marginal utility of the load equals the VOLL.
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number of hours in which load is going to be shed (g, in problem 9.6), or the probability
of having to shed the load, in a given time spell. This is called Loss of Load Expectation.

definition. Loss of Load Expectation (LOLE): the number of units of time in a given
period (e.g. hours of the year) in which it is expected that the load will be shed.

The LOLE in the time spell T is given by IðMj > eM Þ8j ¼ 1; . . . ; T ; where Ið�Þ is the
indicator function. The fraction of those units of time in which the load is shed over the
total period (e.g. the number of hours over the year), provides the probability that in
that period the load is to be shed: LOLE/T. This is called Loss of Load Probability
(LOLP).

definition. Loss of Load Probability (LOLP): the probability that in a given time
spell the load will be shed.

Whenever needed, we shall denote the LOLP as vL. Recalling the definition of the
LDC, we see that the LOLP is a specific point on the LDC, namely, that level of the LDC
that coincides with the maximum installed capacity, since it measures the probability
that the load exceeds that level and thus it has to be shed. It can be interpreted as a
capacity factor, or better a load factor, the load factor of the shed load.

The load shed has an (opportunity) cost for customers. This cost, that is expressed in
terms of money, is summarized in a function, that depends on the value of the load for
customers and thus the value of the lost load (VOLL), the number of hours in which the
load is going to be shed (LOLE) and the amount of load that is going to be shed (optimal
load shed):

DF ¼ LOLE � Mj;max �
Xn
i¼1

Mmax
i

 !
� VOLL: ð9:11Þ

Equation (9.11) is called Customers’ Damage Function or just Damage Function
(DF). The product of the Optimal load shed and the LOLE is also called the Expected
Energy Not Served (EENS), also called Expected Unserved Energy. Thus the EENS
times the VOLL provides the economic value of the EENS (i.e. the Damage Function).
See that the DF can also be expressed as a function of the LOLP, since LOLE ¼ vL � T .

Once the optimal load shed is identified, the welfare maximization problem proceeds
with step two, namely, the cost minimization problem of providing energy at each hour

in which the load is shed, i.e. when the load is set at eM :

Step 2 : min
Mj

i ;

Xn
i¼1

CiðMj
i Þ; i ¼ 1; . . . ; n; j ¼ g; . . . ; T ; s:t:

aÞ
Xn
i¼1

Mj
i ¼ eM ;

bÞ eM ¼
Xn
i¼1

Mmax
i ; ð9:12Þ

cÞ Mj
i ≥ 0;

dÞ ðMmax
i �Mj

i Þ ≥ 0:
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It can be seen that the problem coincides with problem 9.1. Note, however, that in

problem 9.12,Mj is constant over time, and equal to eM , while in problem 9.1 we allowed
for a different Mj over time j. Thus, we can neglect the superscript j since the solutions
are constant over time:

ðiÞC0
ið�Þ ¼ �λ� δi for those i for which μi ¼ 0; δi > 0;

ðiiÞC0
ið�Þ ¼ �λ for those i for which μi ¼ 0; δi ¼ 0;

ðiiiÞC0
ið�Þ ¼ �λþ μi for those i for which μi > 0; δi ¼ 0:

ð9:13Þ

See that solution (iii) is ruled out since, if μi > 0; it would follow that Mj
i ¼ 0 andXn

t ¼ 1
i ≠ t

Mmax
t <

Xn
i¼1

Mmax
i ; which violates constraint b.

Moreover, solution (ii) cannot apply as well since it would yieldMj
i < Mmax

i and thusXn
i¼1

Mj
i <

Xn
i¼1

Mmax
i , which would violate constraint a and b. Thus, the only solution is

solution (i). Note that in solution (i) for all plants i,Mj
i ¼ Mmax

i . The right-hand side is

constant over-time so also δji is constant over time. Thus, we can write the solution
simply as:

C
0
ið�Þ ¼ �ðλþ δiÞ: ð9:14Þ

In solution (9.14), plants are dispatched with a capacity factor that equals 1, and
produce at their maximum. This is as expected, for otherwise there would be some
unused capacity that could generate power at a cost lower than its marginal value, which
would be inefficient.

We can represent the solution of the optimal load shed using the same graphical tool as
presented earlier. Let us continue Example (9.1) assuming that for some hours

Mj;max >
Xn
i¼1

Mmax
i . Consider Figure 9.6.

The solution of the welfare maximization problem with capacity constraint implies first
calculating the optimal load shedding. This is represented in the figure by the horizontal

difference between Mmax and point C ¼ eM . The VOLL is the horizontal line capping the
load, and the dashed area represents the optimal load shed. The dotted area is the overall
load expenditures. The LDC is bounded by the generation capacity installed: there are some

hours in which the load could have gone toMmax but it reached just eM . This is represented
by the dashed segment of the LDC. Then for the given load, cost minimization applies. See
that for all those hours inwhich the load could have gone to the theoretical maximumMmax,

the load is limited to eM . Whenever the load is less than the installed capacity, there is no
load shedding and the analysis would coincide to that shown in Example 9.1. Finally, note
vL, i.e. the LOLP, in the right panel of Figure 9.6, and theDF function (Equation 9.11) in the
screening curves panel, expressed as a function of the VOLL (φ).
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Learning Outcomes

• The welfare maximization problem with time-varying load is equivalent to the cost
minimization, or the welfare maximization problem, of Chapter 8, whenever hours can
be treated as independent from each other. The solution to the problem, in each hour,
means it is possible to establish the optimal relationship between three variables: the
costs of power production, the load and the optimal capacity factor of each plant.

• The ACC curves of the plants can be used to assess which is the plant that has to be
dispatched when load changes, in each hour. They are called screening curves.Welfare
maximization using cost functions and screening curves shows that plants have to be
dispatched according to the merit order provided by the marginal costs. This is called
economic dispatching.

• According to economic dispatching, the plants whose technology has the lowest
marginal costs must produce the energy to serve the baseload. The peak load is to
be produced by plants with the highest marginal costs. Between the baseload and the
peak load there are the mid-merit plants.

• When there is not enough capacity installed to serve the load, a two-step solution
applies: first the optimal level of load to be served has to be identified; then the cost to
serve it must be minimized.

MW
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cf1
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MWA B C
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Mmin MmaxM
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Figure 9.6 Welfare maximization in the case of Example 9.1 with load shedding
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• The optimal level of load to be served can be found knowing the Value of Lost Load
(VOLL), namely, the value of having one unit more of capacity installed in the system.
The optimal level of load shed is given by that amount of capacity that serves the load,
such that the marginal utility of the load equals the VOLL.

• The VOLL and the amount of installed capacity also allows calculation of the optimal
level of the probability that the load will be shed, known as the Loss of Load
Probability (LOLP). The LOLP, VOLL and the optimal level of load shed measures
the customers’ damages from load shedding, summarized in the Customers’ Damage
Function (DF).
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10 The Market Solution to Optimal
Dispatching

10.1 Introduction

In the previous chapters, we studied the problem of cost minimization (or welfare
maximization) of load provision, from the standpoint of a central planner, or a
perfectly regulated monopolist, who has to serve the load. This corresponds to the
analysis of the vertically integrated industry in Chapter 4. Here we study what
happens if we move away from it and introduce a market for power. We have
already introduced in Chapter 5 the main characteristics of power markets, how
they are organized and who participates. Here, we focus on what can be expected
from market trades, namely, what is the equilibrium price and which plant is
expected to produce. In Chapter 4 we introduced three models that relax the
assumption of a monopolist, namely, the Single Buyer model, in which there are
Independent Power Producers (Paragraph 4.2), the Wholesale market model (4.3)
and the Wholesale and Retail markets model (4.4). From the standpoint of the
analysis, the single buyer model coincides with the wholesale market under the
assumption of a given rigid load. Recall that in the single buyer model the supplier
(and dispatcher) acquires the electricity and transmits it to the end consumers,
while several IPPs provide it. The Single Buyer is a monopsonist, while in the
wholesale market, load is allowed to participate directly to the market. We do not
evaluate the problem of the monopsonist’s choice, when it is free to set the
quantity or offer a price to producers. In this book, we focus on the specificities
of power markets, not on the regulation of the monopoly. There is nothing specific
of electricity markets for the case of regulating a monopsonist, thus we leave it to
the analysis of the model that can be found in any book on industrial organization,
such as Cabral (2000).

For the analysis of this chapter, the Single Buyer model of Chapter 4 corre-
sponds to the case in which a given load is brought to the market, in the sense that
producers compete among themselves to serve a load that, in a given time spell, is
fixed. This level of load might be the optimal one for consumers, if the mono-
psonist is optimally regulated, or not; but nothing differentiates from the metho-
dological perspective the single buyer model from the case of a wholesale market
without demand-side participation. Therefore, in Paragraph 10.1 we consider the
case of a given rigid load, regardless of whether this occurs because there is
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a monopsony (possibly regulated) or just a rigid load in a wholesale market. Then,
in Paragraph 10.2 we remove this assumption and allow load to participate in the
market together with generation. It is useful to specify the notation adopted in this
chapter. Recall that, once the unit measure of time and the time-spell has been
defined, framing the analysis in terms of power or energy is equivalent. For
simplicity of notation, we will use the same terminology as in Chapter 8 (i.e. we
refer to energy provision). Assume that plants want to maximize profits. Define as

pji the price requested by plant i at time j to serve the load Qj, j = 1, . . ., T.

Therefore πji ¼ pjiQ
j
i � CiðQj

iÞ is the profit function of plant i at time j. This notation

means that pji is not a function of i’s own production, which is equivalent to saying that
i has no market power. We shall assume that all plants are as such (i.e. the market is
perfectly competitive). This assumption will be removed and we will study what
happens when there is market power in Part IV. Finally, note that whenever the super-
script denoting the time reference is not needed, we will omit it, meaning that all
variables refer to a generic hour.

10.2 The Case of a Fixed Rigid Load

Assume there are n power plants with a capacity installed such that at any point in timeXn
i¼1

Qmax
i ≥Q. Note that it cannot be that the installed capacity is less than the given load

Q for otherwise the load would be shed. For simplicity, we start with the case of three
plants, n = 1, 2, 3 whose costs are as in Equation (7.1), and then extend this to a generic
number of plants.

Assume producer i has to choose the quantity Qi that maximizes profit:

max
Qi

πi ¼ piQi � CiðQiÞ; s:t 0 ≤Qi ≤Qmax
i : ð10:1Þ

The Lagrange Equation is L ¼ piQi � CiðQiÞ þ μiQi þ δiðQmax
i � QiÞ, with the usual

slackness conditions μiQi ¼ 0; Qi ≥ 0; μi ≥ 0; δi ≥ 0; ðQmax
i � QiÞ ≥ 0;δiðQmax

i � QiÞ ¼ 0.
It is immediate to see from the F.O.C. that the solution of the problem 10.1. is

pi ¼ C
0
ið�Þ þ δi ; i ¼ 1; 2; 3. In a market equilibrium there is a single price. Thus, we

can write the equilibrium price relations as:

p ¼ C
0
ið�Þ � μi þ δi; i ¼ 1; 2; 3: ð10:2Þ

First, see that it cannot happen at the same time that μi > 0 and δi > 0, for otherwise
we would have Qi ¼ 0 and Qi ¼ Qmax

i which is impossible. Thus, if μi > 0; it must be
that δi ¼ 0: Now, take any two plants i, k. i = 1, . . ., n; k = 1, . . ., n; i ≠ j. Before
considering the different possible cases, the following two important principles have to
be established.
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Proof. Assume plant i is off: Qi ¼ 0, μi > 0→p ¼ C
0
ið�Þ � μi: Then, since

C
0
ið�Þ ¼ C

0
kð�Þ also μi ¼ μk > 0. If the plant is running, then p ¼ C

0
ið�Þ þ δi: As before,

since C
0
ið�Þ ¼ C

0
kð�Þ also Qk ¼ Qmax

k . Q.E.D.

Proof of 2.a): letQi ¼ 0, μi > 0→p ¼ C
0
ið�Þ � μi:Assume plant 2 is not off; we would

have p ¼ C
0
kð�Þ and C

0
ið�Þ � μi ¼ C

0
kð�Þ: But C

0
ið�Þ < C

0
kð�Þ→C

0
ið�Þ � μi < C

0
kð�Þ, which

contradicts the assumption.
Proof of 2.b): if plant k is fully dispatched Qk ¼ Qmax

k →δ2 > 0. Assume plant i is not

fully dispatched: δ1 ¼ 0: Then, from Equation (10.1) wewould haveC
0
1ð�Þ ¼ C

0
2ð�Þ þ δ2

which is impossible since by assumption C
0
1ð�Þ < C

0
2ð�Þ→C

0
1ð�Þ < C

0
2ð�Þ þ δ2. Q.E.D.

The latter result establishes an important relationship among plants with different
costs. It rules out situations in which a more costly plant is fully dispatched with a less
costly plant that is not, and a case in which a more costly plant is kept active with a less
costly one kept off. In other words, it establishes a ranking of plants according to their
costs, so that the plant with lowest cost is dispatched first, then the second least costly
one, and so on, up to the load. It is thus the analytical support of the merit order
dispatching, that we saw in the cost minimization chapter, and that also follows in the
market solution that we are developing here.

Now, let us consider different cases.

Notice that μi > 0, i = 1,2,3 is impossible since it would violate the constraint

Q1 þ Q2 þ Q3 ¼ Q: Thus, according to Principle 1, we set μi ¼ 0, i = 1,2,3.
According to principle 2, δ1 ¼ δ2 ¼ δ3 ¼ δ.

Two sub-cases arise:

Result

If the two plants are different, in the sense that their marginal cost can be ranked
such as C

0
ið�Þ < C

0
kð�Þ, then: 2.a) if plant i is off, also plant k must be off; 2.b) if

plant k is fully dispatched, i.e. Qk ¼ Qmax
k , then also plant i is fully dispatched.

Result

If plants i and k are equal, in the sense that have the same marginal costs
C

0
ið�Þ ¼ C

0
kð�Þ they must be treated in the same way, namely, they either are both

off or are both running at some level.

Case a. VC1 ¼ VC2 ¼ VC3→C
0
1ð�Þ ¼ C

0
2ð�Þ ¼ C

0
3ð�Þ.
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a.1) δ ¼ 0; the equilibrium price is p ¼ C
0
1ð�Þ ¼ C

0
2ð�Þ. The price equals the (com-

mon) marginal cost. See that δ ¼ 0 impliesQmax
1 > Q1 andQmax

2 > Q2. Both plants are

producing with a cf < 1. Moreover, since Q1 þ Q2 ¼ Q we have that Qmax
1 þ Qmax

2 > Q:
at the equilibrium, there is some spare capacity.

a.2) δ > 0; the equilibrium price is p ¼ C
0
1ð�Þ þ δ. We have that Q1 ¼ Qmax

1 and

Q2 ¼ Qmax
2 , thusQmax

1 þ Qmax
2 ¼ Q. Producers generate at their maximum capacity, with

cf = 1, and the equilibrium price is greater than the marginal cost: p > C
0
1ð�Þ. What is the

level of the equilibrium price? Having assumed that the marginal cost functions are
constant, profit functions are univocally increasing in p. Thus, the equilibrium price
would be the highest price at which the load is willing to be served. But we have already
met this price, it is the VOLL. Thus, we have p ¼ φ.

Figure 10.1 represents the two cases a.1. and a.2. The reader should not be confused
by the picture of case a.1 in the figure; it looks as though plant 1 is fully dispatched,
while plant 2 is partially dispatched and plant 3 is not dispatched. However, note that
all plants are identical, so it is irrelevant in the figure where each plant’s marginal cost
curves are drawn (i.e. if plant 1, say, is the one to the left, the center of the right of the
load in panel a.1). There is a random allocation of production to each plant, that
respects the condition Qmax

i > Qi; i ¼ 1; 2; 3: The same is true for panel a.2, provided
that Qmax

i ¼ Qi; i ¼ 1; 2; 3:

Assume for simplicity that load is such that two power plants are needed. According
to Result 2, the power plant that must be off is plant 3. Thus, μ1 ¼ μ2 ¼ 0 and μ3 > 0,
which implies that δ3 ¼ 0. From Equation (10.1) and the slackness conditions we can

see that the case δ1 ¼ 0 and δ2 ¼ 0 is ruled out, since we would have p ¼ C
0
1ð�Þ,

a.1 a.2

C1́

p = ϕ

p = Cí

ϕ

maxQ1
maxQ1

i = 1

3Q

Q

$

MWh
$

MWh

Figure 10.1 Market equilibrium with equal marginal costs

Case b. VC1 < VC2 < VC3→C
0
1ð�Þ < C

0
2ð�Þ < C

0
3ð�Þ.
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p ¼ C
0
2ð�Þ, thusC

0
1ð�Þ ¼ C

0
2ð�Þ;which is excluded by assumption; similarly according to

Result 2, the case δ1 ¼ 0, δ2 > 0 is excluded.
There are only two cases.
Case b.1: δ1 > 0; δ2 ¼ 0; δ3 ¼ 0: In this case we have the following equations:

p ¼ C
0
1ð�Þ þ δ1;

p ¼ C
0
2ð�Þ;

p ¼ C
0
3ð�Þ � μ3;

ð10:3Þ

with Q1 ¼ Qmax
1 ; Q2 < Qmax

2 ; Q3 ¼ 0; cf1 ¼ 1; cf2 < 1; cf3 ¼ 0:
Notice that there is a price that equals C

0
2ð�Þ, the marginal cost of the marginal plant.

The rationale is clear. Plant 2 is the marginal plant, and is able to increase the production
with its capacity. The marginal cost of this increase is equal to the marginal cost of the
last watt-hour produced, so this must be the competitive price.

Case b.2: δ1 > 0; δ2 > 0: δ3 ¼ 0: In this case we have the following price relations:

p ¼ C
0
1ð�Þ þ δ1;

p ¼ C
0
2ð�Þ þ δ2;

p ¼ C
0
3ð�Þ � μ3;

ð10:4Þ

with Q1 ¼ Qmax
1 ; Q2 ¼ Qmax

2 ; Q3 ¼ 0; cf1 ¼ 1; cf2 ¼ 1; cf3 ¼ 0:
See that in this case the equilibrium price is undetermined (since there are infinite δ1,

δ2 and μ3 that satisfy Equations (10.4)). However, we can see that the price is bounded
by an upper limit, determined by the marginal cost of plant 3, and a lower limit, the
marginal cost of plant 2. The price is in between these two boundaries. This can be
understood observing that, since the load is exactly equal to the generation capacity
of plant 1 and 2, the latter plant has no spare capacity. Another way to put this is
seeing that there is no proper system marginal price, since this should coincide with
the marginal cost of generation, but the marginal cost of the last watt-hour produced
(by plant 2) is lower than the marginal cost of the first watt-hour not generated (by
plant 3).

Figure 10.2 represents the two cases b.1 and b.2, respectively. The case of n plants
extends naturally from the three-plants case. It is interesting to see what happens if there

is no spare capacity from any plant: Q ¼
Xn
i¼1

Qmax
i . In this case, it can be seen that

Qi ¼ Qmax
i 8i ¼ 1; . . . ; n: Thus, the price relations would reduce to

p ¼ C
0
ið�Þ þ δi; i ¼ 1; . . . ; n: ð10:5Þ

Having assumed that costs functions are constant inQ, the profit function is increasing
in p. Thus, the single price that can arise is the highest price compatible with Equations
(10.5). This price is the VOLL.

The equilibrium price of a market is called system marginal price.
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definition. System Marginal Price (SMP): the equilibrium price of the electricity
market.

It is termed as such to highlight that it is the price of the last unit of energy exchanged
in the market, the marginal one. The solution of the plants’ profit maximization can be
summarized as follows:

The graphical analysis is equivalent to that of Figures 10.1 and 10.2, with
n plants. The curve that is constructed by ranking all the marginal costs of the
plants from the cheapest to the highest, thus respecting Results 1 and 2, is the
supply curve.

It can be seen that a plant imakes positive profit, in the short run, as long as C
0
ið�Þ < p.

All plants except the marginal ones make profits. The latter make profits only if there is
no spare capacity, since in this case the price goes to the VOLL and all plants make
profits.

a.1 a.2

p = C2́

p = C3́

ϕ

$

MWh

maxQ1 Q

Q
 ϕ

$

MWh

maxQi
i = 1

2

Figure 10.2 Market equilibrium with plants with different marginal costs

Result

In a market equilibrium with rigid load, the System Marginal Price:

• coincides with the marginal cost of the producer that has the highest
marginal costs, if there is some spare capacity and that producer is not
fully dispatched;

• is higher than the marginal cost of the last unit fully dispatched, and lower than
the marginal cost of the first unit not dispatched;

• is higher than the marginal costs of all producers and coincides with the VOLL
if there is no spare capacity.
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In Equation (10.5), δi measures the difference between the SMP and the plant’s
i marginal cost. This difference measures so-called supermarginal profit. All plants
apart from the marginal one have positive supermarginal profits. This is called infra-
marginal rent, since it is positive for all plants except for the marginal one. For the latter,
the supermarginal profit would be positive only if there is no spare capacity. The ratio

between the price minus the marginal cost of a plant over the price,
p� C

0
ið�Þ

p
, is the

price-cost margin.1 Using Equation (10.5), the price-cost margin can be expressed as
δi
p
.

Supermarginal profits, when present, are represented in Figures 10.1. and 10.2 by the
dashed and dotted areas for the three plants.

10.3 The Wholesale Market Case: Variable Load

The analysis we have undertaken so far can represent a wholesale market equili-
brium only for those markets in which load is not allowed to participate, or, if it is
allowed, for the very short run in which it can be assumed as given. However, for
more realistic cases we need to take into account that there are different buyers that
can participate in the market. In this paragraph, we analyze the case in which there
are M buyers of energy. To avoid confusion, we shall call them customers, even
though in pure wholesale markets they are not final customers but suppliers or
retailers (see the discussion in Chapter 4). Their demand is Qm, m = 1,

. . ., M. The maximum level of energy that each of them can buy is Qm . Assume

that the marginal utility of load is constant for 0 ≤Qm ≤Qm : As before, there are
n producers that compete to supply this load. Let us consider first the customers’
problem. They want to maximize their utility, net of the cost of the energy they
acquire. This cost is the price they have to pay multiplied by the quantity they buy.
Call pm the unit price of energy bought. A customerm faces the following maximization
problem:

Max
Qm

UmðQmÞ � pmQm ; s:t: 0 ≤Qm ≤Qm : ð10:6Þ

As usual, writing the Lagrange Equation, denoting with ρm and θm the co state

variables of the constraints Qm ≥ 0 and Qm � Qm ≥ 0; respectively, with
ρm ≥ 0; θm ≥ 0; and solving the F.O.C. and the slackness conditions we have:

Um 0 ð�Þ ¼ pm � ρm þ θm ;m ¼ 1; . . . ;M: ð10:7Þ

Note that it cannot be that ρm > 0 and θm > 0 for otherwise we would have Qm ¼ 0

and Qm ¼ Qm which is impossible. Thus, we have three possible cases:

1 We will discuss the concept of price-cost margins in Chapter 12.
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aÞ Um 0 ð�Þ ¼ pm þ θm when ρm ¼ 0 and θm > 0→Qm ¼ Qm ; ð10:8Þ
bÞ Um 0 ð�Þ ¼ pm when ρm ¼ 0 and θm ¼ 0→0 < Qm < Qm ;

cÞ Um 0 ð�Þ ¼ pm � ρm when ρm > 0 and θm ¼ 0→Qm ¼ 0:

Recall that Um 0 ð�Þ measures the marginal willingness to pay, namely, the willingness
to pay for the last unit of watt-hour served. In case 10.8, (a) the customer expresses
a marginal willingness to pay that is higher than the price of energy, and thus acquires all
its desired load. In case (b) the marginal willingness to pay coincides with the price of
energy, and the customer is indifferent between paying the load or saving the payment.
In case 10.8, (c), the customer is willing to spend less than the price of energy, and thus
does not consume.

Solution 10.8. applies to a generic customer m. However, in a perfectly competitive
market the price customers have to pay will be equal across customers. Let us denote the
price paid by customers as p*. It can be seen that the same rationale of the analysis
developed for the plants in Paragraph 10.1 applies: customers’ utility is the logical
counterpart of plants’ revenue and the counterpart of plants’ costs is the cost that
customers have to pay to acquire energy. The marginal revenue (i.e. the price received),
is here the marginal utility; the marginal cost for plants corresponds to the unit price for
customers.

The solutions are the same as in Paragraph 10.1: customers are ranked according to
their marginal utility, that provides their willingness to pay. The last customer served is
the marginal customer.

The curve that ranks customers’ marginal utility in descending order is the
market demand curve. Figure 10.3 shows the demand curve with three customers,
ranked from A, the one with the highest willingness to pay, to C and the
equilibrium price. See that customer C is not served while B is only partially
served.

We can now put together the demand and supply in to the market. In equilibrium, there
is just one market price. Thus, it is the marginal load and the marginal plant that
determine the equilibrium price and consequently the equilibrium quantity. These are
summarized in the following table:

Result

In a market equilibrium with variable load, the System Marginal Price:

a) Coincides with the marginal utility of the customer that has the lowest mar-
ginal utility, if it is partially rationed, namely, some of its load is not served.

b) Is lower than the marginal utility of the last customer that is fully served and
higher than the marginal utility of the customer that is fully rationed, i.e., whose
load is entirely not served.
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Figure 10.4 shows the four cases described in the table above. The solid line denotes
the customers’ demand curve, the dotted line the supply curve.

It is important to distinguish the concept of load shedding from the load rationing that
occurs in the market equilibrium. The former occurs when there is a willingness to pay
that is higher than the marginal cost to serve it, but it is not possible to serve the load
since there is not enough capacity. The latter on the contrary, is the amount of energy that
consumers would have required, but for which they would have been willing to pay
a price lower than the marginal cost to generate it. And consequently, they have not been
served.

Figure 10.3 An example of a market demand curve

Results

In a market equilibrium with variable load, the System Marginal Price and the
equilibrium quantity correspond to one of the following combinations:

1. The price is the highest marginal cost of those plants that are dispatched at
a capacity lower than their maximum, if the marginal customer is fully served.
The quantity is the maximum load demanded by the marginal customer.

2. The price is the lowest customers’ willingness to pay if the marginal plant is
fully dispatched and the marginal customer is not fully served. The quantity is
the maximum quantity generated by the marginal plant.

3. The price is undetermined if the marginal plant and the marginal consumers are
both fully dispatched and served. The quantity is the maximum quantity
generated by the marginal plant, that coincides with the maximum quantity
demanded by the marginal consumer.

4. The price is equal to the marginal cost if the marginal cost of the marginal
producer coincides with the marginal utility of the marginal customer.
The quantity is comprised between the minimum quantity demanded by the
marginal customer and the maximum quantity generated by the marginal plant.
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10.4 Market Equilibria and Welfare Maximization

The careful reader has probably already noticed the similarities of the analysis
developed in Chapter 9, for the welfare maximization problem and here. Indeed,
under the assumptions made so far they coincide. Recall that in Chapter 9,
we saw that �λ is the system marginal cost (i.e. the marginal cost of the last unit
of energy served). In Equation (9.13), we showed that at equilibrium the SMC was
equal to:

ðiÞ –λ ¼ C
0
ið�Þ þ δi→Qi ¼ Qmax

i ; ð10:9Þ
ðiiÞ –λ ¼ C

0
ið�Þ→0 < Qi < Qmax

i ;

ðiiiÞ –λ ¼ C
0
ið�Þ � μi→Qi ¼ 0;

where here the subscript i denotes the marginal plant and we have made use of the
fact that in a given hour Qi ¼ Mi. In the market equilibrium, however, the price is
such that:

Q*Q*

P*
P*

Q* Q*

(c) (d)
$

MWh

$

MWh

P*

(b)(a)

P*

$

MWh

$

MWh

Figure 10.4 The four possible market equilibria
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ðiÞ p ¼ C
0
ið�Þ þ δi→Qi ¼ Qmax

i ; ð10:10Þ
ðiiÞ p ¼ C

0
ið�Þ→0 < Qi < Qmax

i ;

ðiiiÞ p ¼ C
0
ið�Þ � μi→Qi ¼ 0:

It can be seen that Equation (10.9) and (10.10) coincide, and therefore the SMP
in the market coincides with the SMC of the welfare maximization problem.
Similarly, for the load, in the welfare maximization problem of Chapter 8,
Equation (8.13), we had:

aÞ Um 0 ð�Þ ¼ λþ θm →Qm ¼ Qm ; ð10:11Þ
bÞ Um 0 ð�Þ ¼ λ →0 < Qm < Qm ;

cÞ Um 0 ð�Þ ¼ λ� ρm →Qm ¼ 0;

while in the market equilibrium, from Equation (10.8), when there is a single equili-
brium price in the market (p = pm) for the marginal customer m the equilibrium
conditions are:

aÞ Um 0 ð�Þ ¼ pþ θm→Qm ¼ Qm ; ð10:12Þ
bÞ Um 0 ð�Þ ¼ p →0 < Qm < Qm ;

cÞ Um 0 ð�Þ ¼ p� ρm →Qm ¼ 0:

As before, λ in the welfare maximization problem denoted the marginal value of
one unit more of energy for the customer. Equations (10.11) and (10.12) are equivalent,
thus the marginal value of one unit more of energy for the customer is equal to the
equilibrium price in a perfectly competitive market. Putting together solution (i) and (ii)
of Equation (10.10) with (a) and (b) of Equation (10.12) we have the four cases
described in Figure 10.4.

Therefore, the welfare maximization problem developed in Chapter 9 provides the
same solution as the market equilibrium of this chapter. In other words, as is well known
from any intermediate microeconomics textbook (such as Varian, 2014), the market
equilibrium coincides with a centrally planned one, or an optimally regulated one, under
two assumptions: perfect competition, for the market, and no asymmetric information
for the centrally planned or regulated monopoly.

Clearly, both perfect competition and the absence of information asymmetries
assumptions are too restrictive, and not representative of the reality of both monopolistic
power systems and market-based one. As noted, focusing on market analyses, we shall
not discuss further the problem of regulation of the monopoly. We analyze market power
in Part IV.

Also the graphical analysis considered here coincides with the one in Chapter 8, and
the same conclusion arises. In the market, the optimal dispatching solution is the
economic dispatching, and as a consequence the same screening curves and equilibrium
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capacity factors apply.2 However, there is a caveat. One relevant difference between the
market supply curve developed here and the cost minimization curve of Chapter 9 is that
the latter is formed by marginal costs of plants and, if load is taken into account, the
marginal utility of customers, while in the former plants, and load, bring to the market
their willingness to produce, i.e. the cost at which they are willing to generate, and the
willingness to buy energy. The market supply and demand curves are made of plants and
customers’ requests, not costs or utilities. These requests are often termed offers to sell
or offers to buy, or simply bids, to highlight that a market setting is indeed an auction
mechanism where the different offers are cleared at a market clearing price. It is the
assumption of perfect competition that guarantees that these bids coincide with the
marginal costs, for plants, and marginal utilities, for the load.

10.5 Market Equilibria in Different Hours

What we have seen so far refers to a given time unit j, that we have suppressed in our
notation. However, we already saw that load changes over time. As before, this does not
affect the rationale of the analysis: at each hour (or unit of time), the same analysis is
reiterated, and an SMP (or a price between the boundaries of the marginal cost of the first
watt-hour not served and the marginal cost of the last watt-hour served) is found for
each hour. It is possible to plot in a graph the price that occurs in each hour, for a given
time spell, for instance the year, as well as the cumulated relationship between prices and
the hours (or the load factor, i.e. the capacity factor of the load). This curve shows the
probability that for all hours over the time spell the price exceeds a given level. It is the
price counterpart of the LDC that we have already presented in Chapter 6. It is called
Price Duration Curve:

definition. Price Duration Curve (PDC): The curve that shows the inverse of the
cumulative distribution of the equilibrium prices over the time spell.

The PDC can be used to assess the optimal level of investment in the electricity sector
(i.e. the optimal level of capacity to be installed).

However, there is an important caveat about extending the results of the analysis to
several hours. In the analysis we developed earlier, we have made a crucial implicit
assumption, namely, that all hours were independent of each other. This is equivalent to
assuming that the behavior of all the agents and the clearing of themarket in a given hour,
say j, does not depend on what happens in hour j+k or j−k. This might not be the case.
Consider power producers. Assume that there are two consecutive periods, j and j+1.
Suppose that, if a plant i wants to produce in hour j+1, it must be on (i.e. dispatched,
in hour j). For instance, it might be the case that the plant has a large heating time or
a ramping constraint. Let the cost function of i be a simple linear function such as
Cij ¼ aþ bQj. We focus on the short-run profits (i.e. we do not look at the fixed cost

2 We shall see in Part VII, when we move from a short-run analysis (single hour) to a long-run one, that this
will have important consequences for investment in capacity.
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components a). Assume that plant i does not expect positive short-run profit in hour
j since pj ≤ b. Let pj ¼ b� ε: For instance, when ε ¼ 0, the plant expects to be the
marginal one. However, let the short-run profit in hour j+1 be positive for i, since the

price in hour j is pjþ1 > b (pjþ1 >
a
Qi

þ b for the long-run profits). Set pjþ1 ¼ bþ δ. For

instance, it might be that i is a baseload plant, j is a night hour in which the baseload
technology is the marginal one and j+1 is the hour at which a large fraction of load turns
on. If the plant was off in both hours, i’s profits would be πj þ πjþ1 ¼ 0: If it was on
during both hours, its profits would be πj þ πjþ1 ¼ ð�εþ δÞQj; where for simplicity
of notation we have assumed that the same quantity is to be dispatched in both hours
j and j+1 (ð�εþ δÞQj þ 2a for the long-run profits). It can be seen that if δ > ε plant
i wants to be dispatched in both hours even if in hour j it incurs a loss since the profits
in hour j+1 more than compensate it. This implies that the plant is willing to bid below
the marginal cost b, even if this implies a loss in that hour. We can summarize this result
as follows:

When bids of several hours are linked they are called block bids. Block bids imply, as
we have seen, that plants can bid below marginal costs.

This is a general result that does not depend only on the fact that hours are linked
because of costs. Whenever, in a given hour, there is an opportunity cost of not being
dispatched in that hour, it is well possible that the plant wants to produce below its
marginal cost in order not to incur it. Consider the following cost function:

Cij ¼ �ðaþ γjÞ
aþ bQij

if
Qij ¼ 0
Qij > 0

:

�
ð10:13Þ

Where γj denotes the opportunity cost of not being dispatched in hour j. For instance,
in the example above, it corresponds to the foregone profits of hour j+1. Plant i profits
are:

πj ¼ �a� γj
ðpj � bÞQij � a

if
Qij ¼ 0
Qij > 0

:

�
ð10:14Þ

it is immediate to see that plants’ i profit maximization solution corresponds to setting
a positive quantity Qij > 0 iff pj > �γj=Qj þ b. Note that there is no guarantee that the
optimal solution Qij > 0 corresponds to the case of a positive price. If the module of
the opportunity cost of being shut off, jγjj, is higher than the variable costs that the plant
i faces in order to remain active, bQj, the price pj would be negative, which means that

Result

When hours are linked, a producer can bid below the marginal cost in hour j if it
expects higher profits to be gained in subsequent hours and the possibility of being
dispatched in those hours depends on being dispatched in hour j.
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the plant would be willing to pay up to pj in order to be dispatched and therefore remain
active. This is summarized as follows:

The rationale is simple. If, for the power producer, being shut off is more costly than
being on and producing, the producer is willing to pay up to the difference between what
it loses if it is off, namely, the opportunity cost of being off, and what it loses producing,
given by the variable cost of production. Note that this opportunity cost can arise
because of foregone profits, as in the example above, or for other reasons.

In a market setting, therefore, it is quite possible that plants make negative bids.
Negative bids mean that plants are willing to pay in order to remain active. Following
a similar rationale, the load can also express a negative willingness to pay (i.e. it wants to
be remunerated to withdraw energy). This occurs whenever withdrawing more than
what is needed creates a problem for the load, for instance because it implies some cost
of wasting energy (such as extra Operation and Maintenance costs). In those cases,
withdrawing energy for the plant is a drawback, not a benefit.

Result

When there is an opportunity cost of being off, a power producer is willing to pay
in order to be dispatched up to the difference between the opportunity cost of
being turned off and the variable cost of producing and being on.

Figure 10.5 The market clearing of the French market on EPEX SPOT, hour 07–08, date June 16,
2013
Source: www.epexspot.com/fr/donnees_de_marche/dayaheadfixing/courbes-agregees/auction-ag
gregated-curve/2013–06-16/FR/07/3.
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Therefore, in the wholesale (day-ahead) market, it is quite possible that the equili-
brium of demand and supply meets at an equilibrium negative price. Figure 10.5, as an
example, shows the equilibrium price and quantity of the French wholesale market (run
by EPEX SPOT). We can see that the there is a negative (and very low) equilibrium
price.

Negative prices have also occurred in the German market, in Texas (ERCOT) and in
the California (CAISO) market. In the latter, for instance, during the first quarter of
2016, there were numerous examples of negative prices in the late morning and early
afternoon hours due to low load and high levels of renewable variable generation (see
Chapter 26).

Learning Outcomes

• When load is fixed, plant bids are ranked according to their marginal cost of produc-
tion, from the cheapest to the most expensive. The curve that ranks marginal costs is
the supply curve.

• The equilibrium price arising in a market is the System Marginal Price. The marginal
producer is the last producer to be dispatched. The equilibrium price is the marginal
cost of the marginal producer if it is not fully dispatched. If it is fully dispatched, the
system marginal price is higher than the marginal cost of the marginal producer and
lower than the marginal cost of the first producer not dispatched. The system marginal
cost is the VOLL if there is no unused capacity by any producers.

• When load has a different willingness to pay, the same principle of ranking costs for
plants applies to the load. It is ranked according to marginal willingness to pay, from
the highest to the lowest. This forms the demand curve. The marginal load is the load
with the marginal willingness to pay. The equilibrium price coincides with the
marginal willingness to pay if the latter is partially rationed. Otherwise, the equili-
brium price is comprised between the willingness to pay of the last load served and the
lower willingness to pay of the first unserved load.

• Putting demand and supply curves together, the market equilibrium provides the
equilibrium prices and quantities. Market equilibria maximize welfare, provided the
markets are competitive.

• When prices in several hours are linked, producers may bid below their marginal cost.
They might be willing to pay in order to produce energy, whenever the variable cost of
production is lower than the opportunity cost of not being active in the market. Also
load might be willing to be paid to withdraw energy, since this might reduce its utility.
As a result, negative equilibrium prices may occur.
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11 Balancing Markets

11.1 Introduction

What we have seen in the previous chapters refers to the selling and buying of electricity
ex ante (i.e. before it is delivered from the power plant to the end consumer). Therefore,
the contractual arrangements that arise in the day-ahead market or the schedule of power
plants defined by the single buyer or the monopolist according to the optimal dispatch
rules, are indeed just lists of rights of injections and withdrawals of electricity into and
from the grid. If all parties, in real time, were to fulfil those rights, there would be no
difference between the scheduled ex-ante programs, arising at the wholesale level, and
those effectively run in real time. However, as we have previously discussed, this is
hardly the case in the electricity system. Power flows continuously in the system
according to Kirchhoff’s laws and not on the basis of contractual arrangements.
If there is a difference between the two, there will be an imbalance that must be managed
by the SO. When we consider the random nature of load and also of production and
transmission, because of the impact of external factors on management and operational
conditions, losses, efficiency rates, and so on, we understand that imbalances are normal
occurrences of power systems. Their management by the SO requires the use of reserves.
As we have discussed in Chapter 5, reserves are a part of ancillary services. These
services can be exchanged in a market in real time, according to several possible rules
and settings, from bilateral and long-term contracts to centralized market exchanges.
Thus, in principle, the market analysis of ancillary services is similar to the market
analysis of electricity; it seems that there would be no need to treat it specifically.
However, there are two distinct features of ancillary services markets that require
attention:

1. the counterpart of buying and selling those services is the SO;
2. not all plants (and load) can provide those services.

This explains the need to consider explicitly how the exchange of ancillary services
takes place in real time. In this chapter we focus on balancing services since these are
services which, as we shall see in Paragraph 11.6, can be exchanged in centralized
marketplaces, and that are needed to manage imbalances. The other ancillary services
are directly used by the SO and are either acquired on the basis of bilateral contracts
between the SO and the service providers or are implicitly acquired, in the sense that
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plants that can provide those services are obliged to do so when they are allowed to be
connected to the grid.1

We first describe in Paragraph 11.2 what imbalances are. Then, in Paragraph 11.3 we
consider the welfare consequences of imbalances. In Paragraph 11.4 we describe the
coexistence of day-ahead and real-time markets. In Paragraph 11.5 we present the
double settlement process, also called the two-settlement system. Finally, in
Paragraph 11.6 we describe how imbalances should be priced, and how it is possible
to let imbalance prices emerge in a market setting.

11.2 Positive and Negative Imbalances

Balancing means all actions and processes through which the SO ensures, on a continual
basis, the maintenance of system frequency within a predefined stability range.
Balancing services comprise:

1) ensuring that the electricity sold to the buyer by the seller in the day-ahead can
actually be injected into the grid;

2) ensuring that the electricity bought from the seller by the buyer in the day-ahead can
actually be withdrawn from the grid.

Therefore, the SO provides the seller with the right to inject a certain amount of
electricity into the grid and provides the buyer with the right to withdraw the same
amount from the grid. However, in order to do so, the buyer who has the right of
withdrawing the SO must also impose on the seller the obligation to inject that given
amount of electricity, and vice versa. Thus, the SO can make sure that the buyer obtains
exactly the amount sold by the seller only if both market participants fulfill their
obligations. In this case, we say that they are balanced. If this does not occur, imbalances
arise and the SO needs to intervene to clear the imbalances. As a consequence, in the
execution phase, the exchanges between the seller and the buyer are split into two
distinct trades: the exchange between the seller and the SO and the exchange between the
SO and the buyer. All those who interact with the SO exchanging power become
Balancing Responsible Parties (BRP).2 BRPs acquire the right to be remunerated
and the obligation to deliver energy that has emerged from the market clearing of
the day-ahead market.

1 In the bilateral contract case, the possibility of additionally selling ancillary services to the SO when
investing in a power plant can be interpreted as a real option sold by the investor to the SO, that increases
the value of the investment. If the investor is obliged to provide those ancillary services, this real option
would not be valued, thus increasing the cost and reducing the amount of investment.

2 In the terminology used in European network codes, sellers of balancing energy are called Balancing
Services Providers (BSPs), while BRPs refer to the contractual counterpart of exchanges with the SO,
which may or not be BSPs. Moreover, imbalances can be treated at unit level, or the BRPs can average out
the imbalances in their portfolio of units (including possibly also load), eventually showing a net imbalance.
For the sake of simplicity, we do not consider these differences here, and assume that BRPs and BSPs are the
same and are equivalent to single units.
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If a BRP does not fulfill its obligation, two distinct situations may occur:

a) there are negative imbalances: the amount of electricity injected into the grid (or
withdrawn from the grid) is smaller (or larger) than the scheduled amount.

b) There are positive imbalances: the amount of electricity injected into the grid (or
withdrawn from the grid) is larger (or smaller) than the scheduled amount.

In the event of a negative imbalance, the SO must replace the unfulfilled injection of
a plant or the excessive withdrawal of some load with some other energy to be injected or
load to be curtailed. It must look for this energy and acquire it, paying for it or
compensating for the missed withdrawal.

In the case of a positive imbalance, the SO receives more energy into the grid than it
has scheduled, or the load withdraws less energy than it has committed to. Therefore, the
SO must either look for some extra load to be served or reduce the injection of some
other plants.

It is important to understand that positive and negative imbalances are termed as such
with reference to the sign of energy that either has to be injected (negative imbalance) or
withdrawn (positive imbalance) in order to maintain the system balanced. A negative
and a positive imbalance of the same amount cancel each other out.3

Imbalances are externalities to the electricity system. They have two impacts:

a. They imply a change in the realized schedule compared to the planned one. We can
call this a wrong scheduling effect.

b. The cost of provision of extra energy or the loss of utility due to cutting load with
a short notice is typically higher than the cost if the SO could plan it well ahead of
delivery. We can call this a real-time effect.

Figure 11.1 represents imbalances due to generation and load, negative (panel a.1, a.2)
and positive (b1 and b2), respectively. We focus on the impacts of imbalances on
quantities of energy. However, imbalances can also have an effect on the price.
We have ignored the price effect in the figure, by assuming that the load’s greatest
willingness to pay in real time is unaffected by the imbalances. We shall analyze the
effect of imbalances on price further in Paragraph 11.5.

Throughout this chapter we adopt the following notation. A superscript * denotes the
scheduled quantity. Note that when there are wholesale markets, the scheduled quantity
derives from a market equilibrium. The effective quantity delivered in real time is
denoted by superscript ef. The imbalance, which is the difference between the scheduled
and the effective generation (or load) by superscript imb. Load m is denoted as before as
Qm, and generation from plant i as Qi. The overall amount of load and generation that

cleared the wholesale market, i.e. that was scheduled is Q� . The effective one that is

injected and withdrawn in real time is Qef . The aggregate imbalance is Qimb .
The continuous line represents a quantity that has been effectively produced and/or
withdrawn, the dashed line that which was scheduled.

3 This is true if there is no congestion in the transmission lines, as it is assumed throughout this whole Part.
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Consider panel (a1). The negative imbalance is due to plant 1, that was scheduled for

Q�
1 but has effectively produced Qef

1 < Q�
1. As a consequence, plant 2, described by

a thin grey dashed line to the right of the loadQ� representing its marginal costs, is called
by the SO to produce even if it was not scheduled in the wholesale market because of its
higher cost. See that in the figure we have not represented the real-time effect, in order to
avoid making the picture too complex. Indeed, this could have been described by
drawing the marginal cost of plant 2, once called by the SO to clear the imbalance (the
continuous thin light-grey line in the picture), at a higher level than the cost of the same
plant at the day-ahead level.

Panel (a2) presents the case of a negative imbalance due to the load. In particular,
load 1 (described by the thick light-grey continuous line) has withdrawn more energy
than was scheduled (the thick light-grey dotted line). Therefore, load 2 is shifted to the
right, and plant 2 (the dotted thin light-grey line), that was not scheduled because of its
higher cost compared to plant 1, is called by the SO. Note that in the figure we have
described the case of the cost of plant 2 being higher than the willingness to pay of load
2. This can happen since, as noted, the marginal cost of balancing energy can be quite
high. The figure allows also us to show the difference between optimal scheduling and
the effect of imbalances on scheduling. If, in the day-ahead market, load 1 had submitted
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Figure 11.1 Positive and negative imbalances due to generation and load
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the withdrawal plan that was then effectively implemented, namely, Q1ef , the market
would have cleared by calling just plant 1 and load 1, which have a willingness to pay
higher than the marginal cost of energy provision. Plant 2 would not have been
scheduled. However, load 2 was scheduled in the wholesale market (the dashed thick
darker line), because load 1 had submitted a smaller program, and load 2’s willingness to
pay was higher than the marginal cost of plant 1. Once the imbalance occurred, then the
SO can either call a plant that was not scheduled (as in the picture), or cut the load that
was scheduled, if no new capacity serving the load existed (not shown in the picture).

Panel (b1) represents the case of a positive imbalance, due to plant 1 injecting more
energy into the grid (the continuous thin black line) than it was scheduled to (the thin
dotted black line). The graph shows the case of a fixed load. Since energy withdrawn and
injected must be balanced, plant 2 that was scheduled to injectQ�

2, is allowed in real time

to inject just the amount Qef
2 < Q�

2 (the solid thin light-grey line). This is called
a curtailment. Plant 2 has to be compensated for not having been able to execute the
right that it had acquired in the market. If some extra load that was not scheduled
(because of a lower willingness to pay than the marginal cost of plant 2) existed, then
plant 2 needs not be curtailed.

Panel (b2) finally illustrates the case of a positive imbalance due to the load, in

particular, load 1, that was scheduled for Q1� (the thick light-grey dotted line) but has

withdrawn just Q1ef < Q1� (the thick continuous light-grey line). The figure shows the
case of a single plant that is curtailed: it was scheduled for Q�

1 (the segment C1 f, in the
picture), but because of the positive imbalance, it is called by the SO to supply just

the quantity Qef
1 (the segment C1 b, in the picture). Notice that in this case load 2, which

is shifted to the left (the continuous thick darker line), has a willingness to pay higher
than the marginal cost of plant 1, but could have been depicted as well with a willingness
to pay lower than the marginal cost of serving it.

11.3 The Welfare Effects of Imbalances

Let us focus now on the welfare effect of the imbalances. Recall that total welfare is the
sum of consumer surplus and producer surplus. In a market, it is measured by the area
below the demand curve and above the supply curve, up to the equilibrium quantity. For
the electricity market, we have seen that the supply curve is given by the marginal
costs of the plants, while the demand curve is provided by the utility of the load.
At the day-ahead level, the equilibrium aggregate quantity is the scheduled one.
However, in the case of imbalances the overall quantity that is injected and withdrawn
in real time might differ from the quantity scheduled, being higher or smaller than the
scheduled one in case of positive or negative imbalances, respectively. An increase in the
costs (i.e. a reduction of supply), ceteris paribus, reduces total welfare. A reduction in
the load (i.e. of the demand curve), ceteris paribus, lowers total welfare. Finally, either
the overall quantity changes due to the variation in demand and/or supply derived from
a market equilibrium, or if it does not correspond to the equilibrium one, the welfare is
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reduced. Figure 11.2 summarizes these changes, using stylized linear demand curves for
simplicity of drawing. The welfare loss is given by the dotted area.

Let us consider the change in welfare due to imbalances. Imbalances can be positive
or negative, and due to generation or load. They impact the demand curve, if imbalances
are due to load, or the supply curve, if imbalances are due to plants. Moreover, if the
SO is not able to counterbalance the imbalance with a variation in generation or load of
the opposite sign, there is an aggregate imbalance quantity effect. Consider, for instance,
the case of a negative imbalance due to generation. The load curve (i.e. the demand
curve), is not affected. The supply curve is reduced, since some plants that were not
scheduled because they were more costly are called to replace the imbalance and so the
cost of energy rises. The same is true when some other plants can fully replace the
missing one; otherwise the delivered quantity in real time would be reduced compared to
the scheduled one by cutting the overall load. This is the aggregate imbalance effect.
The overall net effect on welfare is negative.

Table 11.1 summarizes all possible cases.
A negative net effect means that ex ante we can expect the total welfare to be reduced

because of an imbalance of that sign and nature. Undetermined means that ex ante
both a positive or a negative effect can arise, depending on the relative changes of
the parameters. See that the negative imbalances due to generation, which are indeed the
most frequent cases, cannot have a null aggregate effect. This is because in general the
supply curved is always reduced by the imbalance. The only exception is the case in
which the imbalance is due to the marginal plant and there are other plants with exactly
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Figure 11.2 Welfare loss due to reduction of supply, demand and aggregate imbalances in real time
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the same cost that were not dispatched because of insufficient load, a rather unlikely
case. A similar argument applies for positive imbalances due to the load.

What we have seen in this paragraph is just the wrong scheduling effect. However, in
addition, there is the real-time effect, that further increases costs or reduces utility. Thus,
in reality, it is more likely that imbalances reduce welfare rather than increase it, since
the negative impact on welfare is worsened by the real-time effect and the positive one is
lowered.

11.4 The Coexistence of Day-Ahead and Real-Time Markets

Imbalances arise, by definition, because of differences between scheduled and
realized programs of injection and withdrawal. If there were no scheduled programs
and all exchanges were to take place in real time, there would be no imbalances.
Thus, why not just have market exchanges in real time only? More generally, is it
advisable having exchanges that take place both at the day-ahead level and in real
time? In order to answer these questions, we need to look at the rationale of the
coexistence of the exchanges of energy at the day-ahead level and in real time, as
compared to day-ahead markets or real-time markets only. Consider the nature of
imbalances. They can be due to deliberately reporting to the market a production
(withdrawal) that is below the real level. However, there can be also involuntary
imbalances, depending on elements that are not under the full control of power
plants, such as climate, fuel availability, unforeseen circumstances and unexpected
maintenance needs, and so on. Some of these could be reduced by applying proper
forecasting techniques, reducing supply risks and in general applying the highest
effort to minimize them.

Thus, different market designs can provide different incentives to reduce imbalances.
There are two crucial parameters to be considered, namely, whether plants (loads) are

Table 11.1 Impact on welfare of imbalances. All cases

Impact on welfare due to changes in

imbalances due to
costs (supply
curve)

load (demand
curve)

aggregate
imbalance net effect

negative generation negative (a) null negative/null negative (b)
load null positive/null negative /null undetermined

positive generation positive/null null negative/null undetermined
load null negative (c) negative/null negative (d)

(a) = it is null only if the imbalance was due to a marginal generator and there were other
generators not dispatched with the same costs.

(b) = is null only in case (a).
(c) = it is null only if the imbalance was due to a marginal load and there were other loads not

dispatched with the same level of utility.
(d) = is null only in case (c).

142 Isolated Markets without Network Congestion

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781316884614.012
Downloaded from https://www.cambridge.org/core. University of Birmingham, on 12 Jun 2019 at 05:49:37, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316884614.012
https://www.cambridge.org/core


paid (charged) according to the scheduled or realized programs, and at what prices
imbalances are settled.

Let us consider the first aspect. Suppose that plants (loads) are remunerated (charged)
just on the basis of the scheduled programs (i.e. those that result from the clearing of the
wholesale market). Consider for the sake of simplicity the case of a negative imbalance.
Assume that plant i is scheduled for a production ofQ�

i . This means that in the wholesale
market it has reported a bid for a quantity up to Q�

i , and due to its cost it has been
accepted. Suppose that the plant knew in advance that (in a given hour) it could produce

just up toQef
i < Q�

i . If it was remunerated on the basis of the scheduled capacity, and not
the one effectively released, it would have no incentive to report its true limit. If it did so,
it would obtain the profit:

πi ¼
�
p� C

0
ið�Þ
�
Qef

i ; ð11:1Þ

where p denotes the SMP of the market;4 with the scheduled quantity the profit would be:

πi ¼
�
p� C

0
ið�Þ
�
Q�

i : ð11:2Þ

It can be seen that the profits in Equation (11.2) are higher than those in Equation (11.1).5

Thus plant i has no incentive to report its true production capability (i.e. to avoid generating
imbalance). A similar argument can be made for positive imbalance, with a caveat. If plants
(or load) were paid (charged) for the scheduled quantity, not the effective quantity, they
would have no incentive to report to the market a lower (higher) level that the effective one.
Thus, there would be no incentive to make a positive imbalance. Nevertheless, there would
still be room for involuntary imbalances.

As noted above, at first glance a simple way to avoid imbalances would simply be to
remunerate (or charge) plants (loads) on the basis of their realized rather than scheduled
injections or withdrawals. For instance, in the case of Figure 11.1, panel (a2), load 1

would be charged for its effective withdrawal Q1ef , load 2 would not be allowed to
withdraw and plant 2 would not be called. Ex post, there would be just the settlement of

quantity Qef
1 produced by plant 1 and withdrawn by load 1, as explained in Chapter 10.

However, such a solution implies that there would be no role for the day-ahead market,
and thus there would be nothing allowing the emergence of the willingness to supply and
the willingness to pay for electricity in each hour (or unit of time). But this is precisely the
reason why a market is needed. We are referring to the well-known problem of the
inefficiency of monopoly, or of vertical integrated industries, that is common to all
industries that have these features (see any industrial organization textbook for an

4 We have assumed for simplicity that the reduction in the schedule does not affect the SMP, which means that
the plant has no market power. The argument would not change if it had market power, provided that Q�

i is
defined as the profit-maximizing quantity, since then, either φ ¼ p coincides with it, or by definition it yields
a lower profit.

5 This is immediate with linear cost functions, as we have assumed here. With more complex cost functions
this might not be the case. However, if the quantity scheduled is the quantity that maximizes the plant’s
i profits, then by definition profits cannot be higher for any other quantity Qef

i ≠ Q�
i .
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analysis of these aspects, for instance Viscusi et al., 2005). In electricity systems,
however, there is also a specific need for day-ahead markets. They ease the task of
forecasting power flows in the grid for the SO, allowing it to see how much energy it can
expect to be injected and withdrawn at each node by each operator. This allows conges-
tion management of the grid. For this reason, the wholesale market is placed before real-
time delivery, but sufficiently close to it allowing market operators to have sufficiently
reliable forecasts of their real-time delivery possibility, and the SO checking the feasi-
bility of these real-time deliveries. If operators in markets were not charged or paid on the
basis of their supply and demand, there would be no incentive to report their true demand
and supply to the market. Then, either these schedules would not be compulsory, which
means that the market would be useless, or if used, the dispatching would be done on the
basis of these market schedules; but then all power plants would have the incentive to
report their costs as low as possible and their quantities as high as possible in order to be
dispatched and all the consumers to report their willingness to pay as high as possible and
their quantities as high as possible in order to be dispatched as well. The SO would then
have schedules of energy to be injected and withdrawn that would be very different from
the realized ones, and this would imply a lot of redispatching and balancing needs.

Therefore, the operators must be charged or remunerated on the basis of their
scheduled plans submitted to the wholesale market, not the effective levels, but at the
same time they have to be made responsible for their imbalances. This implies that
operators must be settled both at the day-ahead level and for real-time deliveries and
withdrawals. This is called double settlement (or two settlement). In order to do so, the
price of the imbalance must be determined. We describe below the double-settlement
mechanism, and show how prices of imbalances are determined.

11.5 The Double Settlement

In order to evaluate how energy is settled at both the day-ahead level and in real time, it is
necessary to evaluate the effect of imbalances on the price of energy. Let us consider the
following example, which refers to negative imbalances due to generation.

Example 11.1 Double Settlement of Negative Imbalances Due to Generation Suppose that
there is a cheap plant, call it plant 1, which is scheduled in a given hour for 160 MW. Its
cost of production is $10/MWh. The SMP of the day-ahead market is $30/MWh, thus
plant 1 is not the marginal plant (assuming that the market is competitive). There is
another plant 2, whose cost is $30/MWh, that is scheduled for 40MWh in that hour even
though its capacity is 50 MW. It is the marginal plant. The load is 200 MWh.
The subsequent plant in terms of costs is plant 3, whose cost is $40/MWh with
a capacity of 50 MW. It is not scheduled. The day-ahead schedule and profits, in
a given hour, are reported in Table 11.2.

Notice that the superscript DA refers to the wholesale, day-ahead market. See that the
total cost of optimal dispatching, at the day-ahead level corresponds to $2,800. Now,
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suppose that plant 1 in that hour creates a 60 MWh negative imbalance. As discussed in
the previous paragraph, because of the imbalance, 60 MWh cannot be produced at $10/
MWh, but plant 2 must be called for 10 MWh, and plant 3 for the remaining 50 MWh.
The SO has to pay $40/MWh to induce plant 3 to produce. Thus, now, total cost of
generation is $1,000 by plant 1 + $1,500 by plant 2 + $2,000 by plant 3 = $4,500. There is
an extra cost of $1,700 due to the fact that more expensive plants had to be dispatched in
real time. This is the wrong dispatching effect. This amount measures the inefficiency of
the imbalance (net of the real-time effect that we are not considering here). Suppose now
that each BRP is made responsible for its imbalances. Plant 1, which is creating an
imbalance, is buying energy from the SO, while plants 2 and 3 are selling this energy to
the SO. The price of this exchange is $40/MWh. The double settlement corresponds to
paying or receiving what is scheduled at the day-ahead level and what is being
exchanged in real time. Consider Table 11.3.

See that the column Exc.with.SO denotes how much the plant has to spend or gain to
buy or sell energy with the SO in real time; πRTi denotes the profits after the settlement of
real-time imbalances. Profits of plant 1 in day ahead are increased since it had revenues
for 160 MWh at the SMP of $30/MWh, while it had costs for just $1,000 since it
produces just up to 100 MWh. However, in real time, plant 1 has to pay the SO for the
imbalance, and plant 3 receives the payment. Thus, profits in real time correspond to the
SO charging plant 1 of 60 MWh of energy at $40/MWh and using these revenues to
remunerate plants 2 and 3. This is the double-settlement system. It internalizes the
inefficiency of the negative imbalance. We can see this, comparing profits of plants
without the imbalance (denoted as π�i ) and after the settlement of real-time imbalances
(denoted as πRTi ). These profits are reported in Table 11.4.

Table 11.2 Example of double settlement – 1

Plant ScheduledDA [MWh] Unit costs [$/MWh] Total costDA [$] ProfitsDA [$]

1 160 10 1,600 3,200
2 40 30 1,200 0
3 0 40 0 0
Sum 200 2,800

Table 11.3 Example of double settlement – 2

Plant
ScheduledDA

[MWh]
GeneratedRT

[MW] RevenuesDA [$]
CostsDA

[$]
Exc.with.SORT

[$]
πRTi
[$]

1 160 100 30×160 10×100=1,000 −40×60 1.400
= 4,800 = −2,400

2 40 50 30×40 30×50=1,500 40×10 100
= 1,200 = 400

3 0 50 0 40×50=2,000 40×50 0
= 2,000

Sum 200 200 0
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Because of the double-settlement system, plant 1 sees a reduction of profits of $1,800,
while plant 2 has an increase of $100. The algebraic sum of the changes accrues to
$1,700, which coincides with the loss in efficiency due to the extra costs. The fact that
the figures coincide is not down to chance. Plant 1 has created a negative externality to
the system since it has replaced 60 MWh of cheap energy at $10/MWh with a more
expensive generation. The SO had to pay $40/MWh in order to induce all the plants it
needed in order to cover the imbalance. Thus the value of the negative externality
induced by plant 1 is (40 – 30)$/MWh × 60 MW, i.e. $1.800. This is internalized to
plant 1 as a loss of profits. Plant 2, on the other hand, has produced a positive externality
since its positive imbalance of 10MWh costs $10/MWh less than the positive imbalance
of plant 3. The positive externality worth $100 is internalized in its profits. Plant 3
generates no positive externalities since it is the marginal plant in real time. The sum of
all profit losses and increase corresponds to the net effect of the negative externality of
the imbalance.

Let us look now at the case of a positive imbalance. Again, an example helps to explain
the double-settlement system. Let us see the case of a positive imbalance due to generation.

Example 11.2 Double Settlement of Positive Imbalances due to Generation Assume that
costs are as in Example 11.1 and that the case is inverted: plant 1, 2 and 3 are
scheduled for 100 MWh, 50 MWh and 50 MWh, respectively. Now the SMP of
the day-ahead market is $40/MWh since plant 3 is the marginal one. Plants’
profits are: π�1 = $3,000; π�1 = $500; π�1 = 0. Plant 1 creates a positive imbalance of 60
MWh, thus 10 MWh from 2 and 50 MWh from 3 have to be curtailed. The reduction in
overall costs generates a positive welfare change (i.e. a cost reduction of $1,700). Plant 1
sells this extra 60 MWh to the SO, which needs to compensate plant 2 and 3 for the
missed schedule. The price of energy in real time is reduced. An easy way to see this
latter effect is interpreting positive imbalances as sales of energy to the SO: whenever
there is a positive imbalance, it is as if the BRP is implicitly selling to the SO the extra
electricity that it is injecting or the reduction in the energy that it is not withdrawing.
Similarly, negative imbalances can be interpreted as purchase of energy from the SO: if

Table 11.4 Example of double settlement – 3

plant
π�i
[$]

πRTi
[$]

πΔi ¼ πRTi � π�i
[$]

1 3,200 1,400 −1,800
2 0 100 100
3 0 0 0
Sum −1,700

146 Isolated Markets without Network Congestion

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781316884614.012
Downloaded from https://www.cambridge.org/core. University of Birmingham, on 12 Jun 2019 at 05:49:37, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316884614.012
https://www.cambridge.org/core


there is a negative imbalance, it is as if the BRP is implicitly acquiring from the SO the
electricity that it had scheduled but not injected or the load that it had not scheduled and
has withdrawn. As a consequence of the positive imbalance created by plant 1, the latter
sells energy to the SO. Plant 2 and 3 buys energy from the SO. For each unit of energy
that is curtailed, they save the marginal cost of production of 40 and $30/MWh,
respectively. Thus, these are the values of the curtailments for plant 2 and 3.
The cheapest is the marginal value. In our case, it is $30/MWh. In the double-
settlement system, plant 1 receives the scheduled amount of the day-ahead market (i.e.
100 MWh at $40/MWh). It is producing 160 MWh and thus incurs a cost of $1,600.
Moreover, it sells 60MWh of positive imbalances to the SO, remunerated at the value of
the curtailments, $30/MWh: 30×60= $1,800. Table 11.5 summarizes the profits accruing
from the double settlement for all plants:

Comparing profits of plants without the imbalance and after the settlement of real-
time imbalances we see the changes reported in Table 11.6.

Plant 1 increases its profits, and the same is true for plant 3. The profits of plant 2 are
unchanged. As before, the algebraic sum of the changes corresponds to the positive
externality of the cost reduction (i.e. the positive externality is internalized by those who
have created it).

Looking at Examples (11.1) and (11.2), we see that now plant 2 has no profit
internalized, while a large share of positive externalities is captured by the profits of
plant 3. This can be explained in light of the fact that the different imbalances have
a different impact on the price of energy for the imbalances. In the case of
Example 11.1 the increase of profits of plant 2 was due to the positive externality

Table 11.5 Example of double settlement – 4

Plant
ScheduledDA

[MWh]
GeneratedRT

[MWh]
RevenuesDA

[$] CostsDA [$]
Exc.with.
SORT [$]

πRTi
[$]

1 100 160 40×100 10×160=1,600 30×60 4,200
= 4,000 = 1,800

2 50 40 40×50 30×40=1,200 −30×10 500
= 2,000 = −300

3 50 0 40×50 0 −30×50 500
= 2,000 = −1,500

Sum 200 200 0

Table 11.6 Example of double settlement – 5

Plant
π�i
[$]

πRTi
[$]

πΔi ¼ πRTi � π�i
[$]

1 3,000 4,200 1,200
2 500 500 0
3 0 500 500
Sum 1,700
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that was provided to the system by generating 10 MWh that are $10/MWh cheaper
than those of plant 3. In the present case, the positive imbalance allows the SO to
curtail 50 MWh of generation by plant 3 that are more expensive by $10/MWh than
the marginal balancing energy provided by plant 2. Thanks to the curtailment of
plant 3, the system saves $500, and this positive externality is internalized by the
plant that has made it, plant 3. Plant 2 generates no positive externality since it
becomes the marginal plant in real time. The internalization of the positive extern-
ality of plant 1 is worth $1,200. At first glance, this result seems wrong, since the
extra energy produced by plant 1 costs $10/MWh, while the SMP of the day ahead
was $40/MWh; thus there seems to have been a saving of $30/MWh. However, the
calculation makes clear that even if the positive imbalance implies a net positive
impact on welfare, it still comes at the cost of a mistake in scheduling ex ante. Had
the SO known that plant 1 was going to produce 160 MWh, it would have changed
the schedule, and as a result the SMP would have been set at $30/MWh, since the
marginal plant would have been plant 2 and not plant 3. Thus, the effective saving
induced by the extra production of plant 1 net of the price effect would have been
just $(30 – 10)/MWh × 60MWh (i.e. $1,200), as shown in Table 11.6.

What we have seen in the examples can be made as a general point. As discussed in
Paragraph (11.1), imbalances can be negative or positive. Let us denote the effect on the

price of energy exchanged in real time due to the imbalances as ω ¼ pimb � p�, the
difference between the price of energy exchanged in real time and the scheduled SMP.
See that imbalances have the following effect:

A) Negative imbalances. Some extra energy that was not scheduled is called and this
extra energy might be more costly. This is because of the optimal dispatch principle,
that prescribes that plants are to be ranked according to their marginal costs. Thus, if
the energy was not scheduled, this means that their marginal costs were not lower
than those scheduled. Thus, for negative imbalances ω ≥ 0.

B) Positive imbalances. Some plants that were already scheduled, produce more. Being
already scheduled means that their marginal cost was not higher than the marginal
costs of the plants that were not scheduled. Thus, either the marginal cost of the
marginal plant is not affected or the marginal cost is reduced: ω ≤ 0.

The profit of a plant i that is charged or obtains a price pimb for the imbalance in the
double-settlement system is:

πRTi ¼ p�Q�
i � CiðQef

i Þ þ pimbQimb
i : ð11:3Þ

Equation (11.3) applies for both positive and negative imbalances, since for the latter,

Qimb
i ¼ ðQef

i � Q�
i Þ < 0. If the imbalance is positive, plant i pays the cost of producing

the extra energy, and is remunerated from the SO. If it is negative, plant i pays the SO.
A similar equation can be written for imbalances due to the load, replacing the power
plant’s profits with the load utility function, recalling that the negative imbalance for the
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load is such that Q1imb ¼ ðQ1ef � Q1�Þ < 0 and that the utility function of the load is as
in Equation (10.5), i.e. Umð�Þ � p�Qm. Equation (11.3) can be simplified as:

πRTi ¼ p�Q�
i � CiðQef

i Þ þ ðp� þ ωÞQimb
i ;

¼ p�Q�
i � CiðQef

i Þ þ ðp� þ ωÞðQef
i � Q�

i Þ;
ð11:4Þ

which gives:

πRTi ¼ p�Qef
i � CiðQef

i Þ þ ωQimb
i : ð11:5Þ

Equation (11.5) allows immediate calculation of the profits accruing in real time
because of the double settlement, knowing the price of the day-ahead market, the cost
function of the plant, the quantity scheduled and imbalanced and the impact of imbal-
ances on the cost of energy exchanged in real time.

As we have see in Examples 11.1 and 11.2, the sum of all profit differentials between
profit in real time and day-ahead profits internalizes the balancing externalities, i.e.
provides an optimal dispatching on both day-ahead and real-time energy:Xn
i¼1

ðπRTi � π�i Þ ¼ jΔW j, where the r.h.s. denotes the absolute value of the change in

welfare due to imbalances. As is well known from any microeconomics textbook (see
for instance Varian, 2014), the welfare arising in markets in which all externalities were
internalized is maximized (i.e. the market outcome is efficient). The following result
summarizes how imbalances have to be treated in order to maximize efficiency:

In a theoretical setting, if all costs could be observed ex ante and there was no real-
time effect, ω can be calculated for every imbalance, since it corresponds to the
difference between the marginal cost of the marginal plant that in real time is called or
curtailed because of the imbalance, and the SMP of the Day-Ahead market. Recall that
this analysis applies to every hourly price (or price in any other unit of time), and that we
have not considered the real-time effect, which would further increase the cost and thus
price of energy in real time.

In a real-world setting it can be complex to measure in every period of time the
amount of net imbalances and their costs, in order to calculate the marginal price and the

Result

In the double-settlement system, BRPs are settled as follows:

• The BRP that has generated the imbalance is made responsible for it.

• The BRP is paid (or pays) the energy that it has effectively generated (or
withdrawn) at the SMP of the day-ahead.

• The BRP pays or receives a payment for the imbalance that is equal to the
quantity of energy that it has imbalanced, priced at the marginal cost of the
marginal plant that in real time is called or curtailed because of the imbalance.
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settlement of the imbalances. The SO can have difficulties in estimating or observing the
real-time costs of energy provision (or the real-time value of withdrawals). This problem
is exacerbated by the fact that imbalances can occur in time intervals that are shorter than
those of the day-ahead market. Therefore, typically, what is calculated is the average
imbalances’ costs over a given period of time. This, however, implies that there is
a welfare transfer across plants that provide energy in real time, and similarly for the
BRPs that generate imbalances. Thus, the double settlement, applied ex post by calculat-
ing the average cost of imbalances in given periods and then using these prices in order
to settle the imbalances, can generate welfare transfers across agents that can reduce the
efficiency of the double-settlement scheme. A possible solution that reveals the costs and
value of imbalances is creating a market, which shows the cost of balancing energy and
willingness to pay for it.

11.6 A Centralized Imbalance Market

As we have seen, BRPs implicitly buy energy from or sell it to the SO. A market setting
makes these exchanges explicit. A BRP that creates a negative imbalance buys energy
from the SO in real time. The imbalance is created by supplying less energy in real time
or withdrawing too much energy. Doing so, the BRP saves the cost of the energy that it is
not generating, or gains the utility of the extra withdrawal in case of the load. Positive
imbalances are generated by plants that supply more energy than the scheduled level, or
load that withdraws less. By supplying more energy, plants incur extra costs of genera-
tion. By withdrawing less, load does not receive utility from the energy that it does not
withdraw.

A centralized market for imbalances can be created, organizing the marketplace
for demand and supply of imbalances. The market counterpart of imbalances is
the SO. Thus, it is organized as a double auction in which the SO buys the
imbalances from the sellers and sells imbalances to the buyers. Participants in the
market have to be able to control imbalances. This requires the following
characteristics.

A. Market participants are those that have participated in the day-ahead, since, by
definition, the imbalance is the difference between what is scheduled at
the day-ahead level and effectively withdrawn.

B. Plants and load must be able to increase or reduce their production or withdrawals
compared to what is scheduled.

C. Imbalances must be standardized, i.e. a minimum unit measure of imbalances has to
be set and plants and load must be able to exchange any multiple of this standard unit
measure (for instance, 1 MWh).

For simplicity of notation, assume throughout this paragraph that Qimb
i ¼ jQimb

i j.
In other words, we treat imbalances as positive quantities of energy, that can be
sold (positive imbalances) or bought (negative imbalances) in a market by plants
and loads.
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Plant i, that acquires imbalance (i.e. makes negative imbalances), maximizes in the
imbalance market the following profit function:

πIMB
i ¼ CiðQimb

i Þ � pdQimb
i ð11:6Þ

See that i must pay the SO for the imbalances demanded, but it saves the cost of the

energy that it is not supplying in real time; pd denotes the price of imbalances, which is
a buying price. For the load, it maximizes the following utility function:

UmRT ¼ UmðQimb
i Þ � pdQimb

i : ð11:7Þ

The solution to the maximization problems in Equations 11.6 and 11.7 corresponds to

pd ¼ C
0
ið�Þ for the plant, pd ¼ Um 0 ð�Þ for the load. For all buying prices that are lower

than the marginal cost of providing energy or of the marginal utility of withdrawing it,
both plants and load are willing to demand imbalance energy from the SO. Thus the

marginal utility of the load and the marginal cost of the plants, up to price pd, provides
the demand curve of imbalances. This confirms what we have seen in Example 11.2.
The value of the curtailment, which is a negative imbalance, equals the marginal cost of
the energy saved.

If i creates positive imbalances it sells imbalances. It maximizes the following profit
function:

πIMB
i ¼ psQimb

i � CiðQimb
i Þ: ð11:8Þ

Plant i sells at ps the extra energy that it produces in real time, incurring the cost of
generating it. ps is the supply price. For the load, it maximizes the following utility
function:

UmRT ¼ psQimb
i � UmðQimb

i Þ: ð11:9Þ

As before, the solution to the maximization problems in Equations (11.8) and (11.9)

corresponds to ps ¼ C
0
ið�Þ for the plant, ps ¼ Um 0 ð�Þ for the load. For all selling prices that

are higher than the marginal cost of providing energy or of the marginal utility of
withdrawing it, both plants and load are willing to supply imbalance energy to the SO.
Thus, the marginal utility of the load and the marginal cost of the plants, up to price ps,
provide the supply curve of imbalances.

In a market equilibrium, pd= ps. Recall that plants and load that participate in
the balancing market are those that have participated in the DA. If all plants and
load that participated in the day-ahead could do so in the balancing market (i.e. if
they all respected conditions A–C above), and if the balancing market was com-
petitive, as we have assumed throughout the whole of this analysis, an equilibrium
price would arise given by the cheapest plant that was not dispatched in the day-
ahead market and is called in the case of a negative imbalance or that was
dispatched and then curtailed in the case of positive imbalances. This is described
in the following result:

Balancing Markets 151

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781316884614.012
Downloaded from https://www.cambridge.org/core. University of Birmingham, on 12 Jun 2019 at 05:49:37, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316884614.012
https://www.cambridge.org/core


Note, however, that a market for imbalances poses several questions. In real-market
settings, not all plants that participate in the day-ahead can participate in it, since they
might not all respect the criteria A–C above. Therefore, there might be a limited number
of participants in the market. This might give rise to market power problems. For this
reason, it is often common to set up markets for imbalances as pay-as-bid auctions (see
Chapter 12).

Learning Outcomes

• The flow of energy in real time can differ from what arises from market exchanges at
the wholesale level. The differences are called imbalances.

• There can be negative imbalances, that oblige the SO to look for some extra
energy to be injected or load to be curtailed to compensate for the lack of
supply or excess withdrawal, and positive imbalances that require the SO to
curtail some energy that was planned to be injected or look for extra load to be
served.

• Energy balance belongs to the category of ancillary services. It is common to
exchange ancillary services through long-term contracts, or impose supply obligations
on those that can provide them. Imbalances however can be exchanged in real-time
markets.

• Imbalances generate negative or positive externalities to the system. It is necessary
to internalize them in order to maximize welfare accruing from energy exchanges.
Joint settlement of energy exchanged at the wholesale level and also of the imbal-
ances internalizes externalities, maximizing welfare. This is called double
settlement.

• Double settlement requires defining the impact of imbalances on the energy cost
exchanged in real time. This implies calculating both the wrong scheduling effect
and the real-time effect accruing from imbalances.

• A market for imbalances can be created in order to reveal the marginal cost and the
marginal utility of imbalances and define the equilibrium price of imbalances.

Result

In a competitive balancing market, the equilibrium price is given by either:
i) the marginal cost of the cheapest plant that was not dispatched in the DA and is

called because of the negative imbalance, or the lowest marginal utility of the
load that was scheduled and is being curtailed;

ii) the marginal cost of the cheapest plant that was scheduled in the DA but is
being curtailed because of the positive imbalance of the lowest marginal utility
of the load that was not scheduled and is served.
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Appendix to Part III: A Market Game of the Wholesale
Electricity Market

To complete our analysis, we propose a web-based exercise that allows a deeper under-
standing of wholesale electricity market in practice. We refer to the wholesale market
model (Chapter 4) organized with a power exchange. The reader will be guided through
a tutorial explaining the basic functioning of an electricity producer that has to serve
a demand (i.e. load) coming from retailers. This simple simulation of the electricity
market is framed as a game with two producers, the player and the robot. The player
must choose capacity first, make offers on the wholesale market and then choose
production to meet demand. Demand comes from retailers that serve final consumers
and it is exogenous.

The objective of the player is to maximize his profit, not to beat the robot The market
is perfectly competitive, so each player cannot decide the selling price. This latter results
from the market equilibrium (SMP). In particular, the market price is given by the last
unit that is needed to cover the load. However, shortage, or load shedding, could occur.
In this case, the price goes up to the maximum administrative price (price cap,) which
can be interpreted as the VOLL. The game is repeated to cover a four-year period.

The game is designed to familiarize the reader with several concepts that we have
explained in Part III:

• The technologies to produce electricity: they are characterized by a given maximum
production capacity (called maximum production); investment costs (fixed costs); unit
production costs (variable costs) that are assumed to be constant. Notice that average
costs are calculated with respect to different operational conditions (i.e. with a plant
that works at a 100 percent capacity factor, or 50 percent or 10 percent). Additionally,
CO2 emissions are calculated. Different technologies are introduced gradually, from
gas plants, to coal, wind and hydro. This enables the player to think about their
different technological characteristics and advantages (or disadvantages!) in the
market game.

• Demand: load (i.e. demand) is exogenously given and is decreasing by blocks,
representing preferences of different consumers/retailers, yet quite insensitive to
price. It can be a peak or off-peak demand. In some cases, there is a slight uncertainty
as to demand; that is, the realized load is different from that which the player was
anticipating.

A pdf document detailing instructions for the game and the website where to play can
be found at https://lud.io/resources/site/manual/nrj.pdf. This game is an introduction to
more complete simulations that can be run on the website https://lud.io/energy-econom
ics. Let’s play and learn more about electricity markets!
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Part IV

Competition in Wholesale
Electricity Markets

The opening of the electricity market to competition and the different market design
choices made around the world have been analyzed through different economic models.
The latter have the objective of understanding the strategic interactions between plants
and the impact on electricity pricing. The bottom line of the different modeling
approaches is to understand whether and howmarket power can be exerted, in particular
by incumbents. In most economics textbooks, market power is defined as the ability of
a firm or group of firms to set market prices. Oligopolies (i.e. markets where firms
possess some level of price-setting ability) are often compared with perfectly competi-
tive markets in terms of their impact of on consumers’ welfare and firms’ profits.
In practice, antitrust and regulatory agencies also require sound methodologies to
understand if the ideal situation of “a level playing field,” or fair competition among
market participants, exists in reality.

Characterizing oligopolistic behavior in electricity markets is all the more compli-
cated as models have to encompass different production technologies, capacity con-
straints, non-storability, inelastic demand, coordination between the market and the
network in real time. Market design rules add further complexities to modeling competi-
tion in electricity markets.

Part IV tackles the issues of competition and market power in electricity markets, both
on the theoretical and the empirical sides. We first analyze the main models of market
power (Chapter 12) and then we turn to its practical measurement (Chapter 13).

Market power can lead to both allocative inefficiency (as electricity is not provided at
marginal cost) and productive inefficiency (as higher-cost plants substitute for lower-
cost plants and as higher-cost plants are induced to enter the market). The resulting
transfers from consumers to producers can be substantial. Market power in electricity
markets can be controlled, through a variety of policy interventions like policies that
promote entry, promote real-time pricing, long-term contracting, further horizontal and
vertical separation and well-targeted price controls. As Borenstein (2002, p. 198) writes:
“The difficulties with the outcomes so far . . . should not be interpreted as a failure of
restructuring, but as part of the lurching process toward an electric power industry that is
still likely to serve customers better than the approaches of the past.”

One final word about what we do not consider in this book. We shall not deal with
financial modeling of electricity pricing, which assumes perfect competition and focuses
on time series econometrics. Moreover, we do not analyze electricity price forecasting.
As noted in Chapter 7, electricity prices have complex periodic patterns, due to the
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seasonality of load and the randomness of primary energy sources that influence gen-
eration costs. We do not consider here the several econometrics techniques that have
been used to perform such an analysis. A detailed survey of the financial approach to
electricity prices and their forecasting can be found in Weron (2007). Finally, we do not
deal with the ownership structure of the industry and its dynamics, such as mergers,
acquisitions, partnerships, and similar aspects.
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12 Wholesale Market Competition

12. 1 Introduction

This chapter analyzes competition at the wholesale market level (i.e. the day-ahead
interaction). We focus on industrial organization models, after having summarized other
types of models. Each of these models shows that electricity markets are vulnerable to
market power, as electricity is not storable (or at least can only be partially stored and at
very high costs,) demand is inelastic and generally, due to the capitalistic structure of the
industry, few competitors serve consumers.

We detail the Cournot model, supply function equilibria and competition with uni-
form auctions. We focus here on short-term issues, in particular price formation in
wholesale markets, introducing some notions about the relationship between the grid
and market behavior. This latter topic will be also analyzed in Part IV. The long-run
analysis and the role of competition in investments will be considered in Part VII.

12.2 Classification of Models

In order to analyze market power in electricity markets, we need to start by a taxonomy
of different possible approaches to the analysis of market power. There are several
studies in the literature that provide an overview of the modeling approaches used for
electricity markets (see Nanduri and Das, 2007; Ventosa et al., 2005; Day et al., 2002;
Kahn, 1998; Smeers, 1997). They have classified them according to some arbitrary
criteria based on mathematical characteristics or on application orientation. In this book,
following Ventosa et al. (2005), Day et al. (2002) and Smeers (1997), we group
electricity market models according to their structure into three categories: optimization
models, equilibrium models, and simulation models. These three categories can be
further ordered according to the market environment assumed: perfect or imperfect
competition. Figure 12.1 shows a schematic representation of this classification.

We review here below the three categories proposed.

12.2.1 Optimization Models

The main advantage of optimization models is the availability of optimization algo-
rithms that allow large-scale modeling with a multitude of technical or economic
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restrictions. However, the inclusion of rather complex scenarios in this framework
comes at the cost of simplifying the market behavior of producers and consumers.

The simplest form of an optimization model is profit maximization under fixed
deterministic market prices, as in perfect competition analysis. This problem can
generally be expressed as a linear program or mixed integer linear program.
The model type can be improved by introducing price uncertainty, under given
distribution functions. Optimization models share the characteristics of risk manage-
ment methods and thus allow analysis of hedging strategies. Another family of
optimization models includes the possibility that a single firm fixes the market price,
assuming the supply of its competitors as given. It is also possible to relax the single
firm assumption, allowing for multiple firms, assuming however that each firm con-
siders the other firms’ output as given. Again, this approach can be differentiated in
deterministic and stochastic models depending on the representation of the demand
function (Ventosa et al., 2005).

The second branch of optimization models addresses whole markets by maximizing
total welfare given supply and demand functions, or by cost minimization given a fixed
demand level. The resulting price and quantity are numerically equivalent to a com-
petitive equilibrium setting. However, the formulation via a welfare maximizing, or
cost-minimizing, social planner considers aggregate supplies. The advantage of an
optimization formulation lies in the simplicity of adding additional constraints (power-
flow calculations, network constraints, etc.).

12.2.2 Equilibrium Models

Equilibrium models simultaneously satisfy each of the considered market participants’
first order conditions of their profit maximization (Kuhn-Tucker conditions) and the
market clearing condition equaling supply and demand. The Kuhn-Tucker conditions
and market clearing define a mixed complementarity problem,1 or can be formulated as

Optimization Models

Imperfect competition
Market analysis 

perfect competition

Simulation ModelsEquilibrium Models

Single firm profit 
maximization

Imperfect competitionPerfect competition Competition in prices, quantities,
supply functions, leader-follower

models, auctions

Figure 12.1 A taxonomy of market power models
Source: our adaptation from Ventosa et al., 2005.

1 AMixed Complementarity Problem associates each variable, xi to a lower bound, li, upper bound, ui, and an
Equation, Fi(x). The solution is such that if xi is between its bounds then Fi(x)=0. If xi is equal to its lower
(upper) bound, then Fi(x) is positive (negative).
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variational inequalities.2 The solution to an equilibrium problem (if it exists) satisfies the
Nash equilibrium condition that no market participant wishes to alter its decision
unilaterally (see Day et al., 2002). In this book, we develop the analysis building upon
these equilibrium models, whose advantage, compared to optimization models, is that
they address several market participants’ profit-maximization problems simultaneously.
Thus, some insights can be gained about the impact of strategic behaviors on market
outcomes. The main drawback is that they require specific properties of the profit
functions to guarantee that the Kuhn-Tucker conditions define an optimal solution and
the existence of a market equilibrium. The convexity assumption does not hold for many
specific problems in electricity markets, for instance, when there are quasi-fixed costs
and unit-commitment problems (see Chapter 7). Moreover, it cannot be assumed when
we consider the AC power flow dispatch problem.3 Therefore, equilibrium models
generally neglect these aspects. Similar to optimization models, solver algorithms for
applied equilibrium models can handle large datasets and thus allow the application of
strategic market models to large-scale approximations of real markets.

Following the game-theoretic approach to Industrial Organization analyses, the
strategic interactions of competitors within the market can take several forms. Day;
Hobbs and Pang (2002) identify the following types:

• Bertrand Strategy (competing in prices): the decision variable is the price offered by
the firm;

• Cournot Strategy (competing in quantities): the decision variable is the supply by the
firm given a demand function;

• Collusion: the principal idea is a maximization of joint profits among different firms;
the concrete collusion design with possible side payments and penalties can vary;

• Stackelberg: a “leader” is defined that correctly accounts for the reaction of “followers”
that do not consider how their reactions affect the leader’s decisions;

• Conjectural Variations: the reaction of competing firms to a firm’s decisions is
anticipated via functional relations;

• Supply Function Equilibrium (SFE): firms compete by bidding complete supply
functions instead of a single supply;

• Auctions: firms compete by submitting prices, and are dispatched according to the
merit order ranking (uniform auctions) or are paid according to their offers (pay-as-
you-bid auctions).

In addition to imperfect markets, equilibrium problems can also be applied to analyze
a perfect competitive market by assuming that prices are fixed and the firms minimize
costs. In Paragraph 12.3 we focus more deeply on these approaches, in particular on
Cournot and Supply Function Equilibria. Moreover, we shall also review the Uniform

2 Avariational inequality is an inequality involving a function, which has to be solved for all possible values of
a given variable, in a convex set.

3 Note that we focus on direct current (DC) flow, except in Part V where we develop the network approach.
However, a simplified DC equilibrium model that mimics the AC one can be constructed. For instance,
optimal dispatch with AC network constraints can be simplified into a DC optimal dispatch model, called
DC-Optimal Power Flow (DC-OPF).
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Auction model, which reflects realistically the organization of the majority of wholesale
electricity markets.

12.2.3 Simulation Models

The complexity of electricity markets often requires simplifications to obtain a solution
within an equilibrium framework. Simulation models provide a flexible setting for
market analysis when formal equilibrium approaches are no longer feasible. Agent-
based models have emerged as a preferred tool for dynamic market analyses. Static
equilibrium approaches typically neglect the fact that market participants base their
decisions on historic information which accumulates over the market processes.

Agent-based approaches can overcome these drawbacks. The main feature of agent-
based modeling is that market participants are modeled as computational agents that are
goal-oriented and adaptive. In general, the procedure is as follows: (i) define a research
question to resolve, (ii) construct an economy with an initial agent population, (iii)
define the agents’ attributes and the structural and institutional framework, (iv) let the
economy evolve over time and (v) analyze and evaluate the simulation results.
The majority of electricity-related papers focus on the market design analysis.
According to Ventosa et al. (2005), agents learn from past experience, improve their
decision making and adapt to changes in the environment (e.g. competitors’ moves,
demand variations or uncertain availability of primary energy sources, such as hydro
inflows, for instance). This suggests that adaptive agent-based simulation techniques can
shed light on features of electricity markets that static models ignore. The contribution of
simulation models has been significant as they incorporate more complex assumptions
than those allowed by formal equilibrium models.

12.3 Three Models of Market Power in Electricity Markets

We focus on the three main modeling approaches that analyze the strategies of power
producers in wholesale markets. Cournot competition is the simplest approach that
explains how firms compete by fixing quantities. The supply function model is one of
the first that has been suggested to fit plants’ strategies and encompass, under some
assumptions, both competition in quantities and in prices. Finally, the model of uniform
auctions reflects the rules used in many day-ahead markets.

12.3.1 Cournot Competition

We illustrate the basic model of Cournot competition with n firms, specifying the
hypotheses and the model solution.

Hypotheses

1) Electricity plants are characterized by cost functions of Equation (12.1):
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CiðQiÞ i ¼ 1 . . . n;with C0
iðQiÞ ≥ 0; ð12:1Þ

where Qi is the quantity produced.

2) There are no production capacity constraints.
3) Consumers are represented by the demand function described in Equation (12.2),

which depends on the total electricity produced
Xn
i¼1

Qi ¼ Q:

pðQÞ with p
0 ðQÞ < 0 ð12:2Þ

Model Solution
Firms simultaneously choose their production. Each player assumes production by
competitors as constant. The profit maximization is as follows:

maxQi πðQiÞ ¼ QipðQÞ � CiðQiÞ: ð12:3Þ

The first order condition (FOC) for profit maximization with respect to Qi, is:

pðQÞ þ Qi
∂p
∂Q

∂Q
∂Qi

� C
0
iðQiÞ ¼ 0: ð12:4Þ

Simplifying it, we can rewrite the FOC as follows:

p� C
0
iðQiÞ
p

¼ � Qi

p
∂p
∂Q

∂Q
∂Qi

: ð12:5Þ

Notice that
∂Q
∂Qi

¼ 1. Moreover, recalling the formula of demand elasticity η (that is

the degree to which demand responds to an infinitesimal change in price), i.e.:

η ¼ � ∂Q
∂pðQÞ

pðQÞ
Q

; ð12:6Þ

and multiplying the right-hand side by
Q
Q
we can write Equation (12.6) as follows:

p� C
0
iðQiÞ
p

¼ 1

η
Qi

Q
: ð12:7Þ

The ratio Qi/Q is the market share of firm i, denoted by si.
4 The so-called individual

Lerner index (Li) is the firm individual mark-up:

Li ¼ p� C
0
iðQÞ

p
¼ 1

η
si; ð12:8Þ

4 Note that if all firms have the same marginal cost (firms are symmetric), that is C
0
iðQiÞ ¼ C

0 ðQiÞ; all firms
will sell the same quantity and therefore the market share will be si ¼ 1=n.
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which indicates a useful relationship between the price-cost margin
�
p� C

0
iðQiÞ

�
=p,

the firm market share si and the demand elasticity η.5

The Cournot approach yields a simple outcome in terms of price and quantities, which
depends on the demand function parameters. Under linear demand and cost functions,
the Cournot model has a unique Nash equilibrium.6

Descriptions of the electricity market by assuming Cournot competition has fre-
quently been used to analyze market power (Stanfield et al., 2008; Borenstein et al.,
1995; Borenstein and Bushnell, 1999, for example). However, given the low demand
elasticities in the electricity sector, the prices predicted are too high, and output too low.
As Willems et al. (2009) argue, in Cournot models for electricity markets it is often
assumed that a fixed percentage of sales is covered by forward contracts. This coverage
factor is then used to adjust the model outcome. By varying the coverage factor, an
infinite set of equilibria, ranging from perfect competition to standard Cournot out-
comes, can be obtained.

12.3.2 Supply Function Equilibria

The Supply Function Equilibrium (SFE) shares with the Cournot model the assumption
of profit-maximizing producers but differs in the assumption regarding the free choice
variables and the behavior of the remaining market participants. In the SFE, each firm
choose an entire supply function assuming that the supply function of the others remains
fixed. Klemperer and Meyer (1989) showed that, absent uncertainty and given the
competitors’ strategic variables (quantities or prices), each firm has no preference
between expressing its decisions in terms of a quantity or a price, as long as it faces
a unique residual demand. On the contrary, when a firm faces a range of possible residual
demand curves, it expects a higher profit expressing its decisions in terms of a supply
function that indicates the price at which it offers different quantities to the market.
To ease the calculations, we illustrate this model in a duopoly case.

Hypotheses

1) Electricity plants i and j are characterized by the following cost function:

CiðQiÞ with C0
iðQÞ ≥ 0; ð12:9Þ

where Qi is the quantity produced.

2) There are no production capacity constraints.
3) Consumers are represented by a demand function which decreases in the price p.

It varies over time t:

5 This formula is used in Chapter 13 to obtain a measure of market power.
6 The Nash equilibrium is a concept used in game theory. The Nash Equilibrium is the solution to a game in
which two or more players have a strategy, and where each participant, considering an opponent’s choice,
has no incentive to change his/her strategy. Therefore, in the Cournot model, each producer finds the optimal
quantity to be produced when considering the quantity choices of the other players.
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Dðp; tÞ;with Dpðp; tÞ < 0: ð12:10Þ

4) Firms, i.e. power producers, simultaneously submit Supply Functions Si (p) con-
tinuously differentiable and non-decreasing in p :

SiðpÞ;with S
0
iðpÞ > 0: ð12:11Þ

The auctioneer determines the lowest equilibrium price p* such that each firm
produces over its supply function and the market clears:

Siðp�Þ þ Sjðp�Þ ¼ Dðp�; tÞ: ð12:12Þ

5) i’s set of ex-post profit maximizing points can be described as a supply function,
which intersects each realization of i’s residual demand curve once and only once
(e.g. the residual demand curves shift in parallel).

We have the following:

definition. Supply Function Equilibrium: A Nash equilibrium in supply functions is
a supply function pair fSiðp�Þ; Sjðp�Þg such that Siðp�Þ maximizes firm i expected profits,
given Sjðp�Þ.

Market clearing implies that firms produce on their residual demand:

QiðtÞ ¼ Siðp�Þ ¼ Dðp�; tÞ � Sjðp�Þ: ð12:13Þ

Model Solution
The profit maximization problem for firms is:

max
p

p½Dðp; tÞ � SjðpÞ� � Ci

�
Dðp; tÞ � SjðpÞ

�
: ð12:14Þ

Differentiating profits with respect to p yields the following First Order Condition
(FOC):

dQj

dp
¼ Qi

p� C0
iðQiÞ

þ Dpðp; tÞ: ð12:15Þ

In the symmetric case, C
0
iðQiÞ ¼ C

0
jðQjÞ ¼ C

0 ðQÞ: Therefore, we have:
dQ
dp

¼ Q
p� C0 ðQÞ þ Dpðp; tÞ: ð12:16Þ

Supply functions must be non-decreasing
dQ
dp

2 ð0;∞Þ
� �

which implies that there is

a continuum of equilibrium prices, whose boundaries are as follows:

C
0 ðQÞ ≤ p ≤C0 ðQÞ � Q

Dpðp; tÞ ð12:17Þ
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Klemperer and Meyer (1989) have shown that price and quantity in any SFE are
bounded by the Cournot and Bertrand outcomes. Bertrand equilibrium (i.e. marginal
cost pricing), corresponds to a horizontal supply curve. Cournot equilibrium resembles
a vertical supply function. This latter can be obtained assuming that the output of firm j is
not price responsive, as we show below. In fact, we would have the following problem:

max
p

p½Dðp; tÞ � kj� � Ci

�
Dðp; tÞ � kj

�
; ð12:18Þ

whose solution gives, as F.O.C.:

Qi þ ½ p� C
0 ðQÞ�D0 ðp; tÞ ¼ 0; ð12:19Þ

or

p ¼ C
0 ðQÞ � Qi

D0 ð�Þ ; ð12:20Þ

which formally coincides with the solution of the Cournot problem (Equation 12.5).
As Borenstein et al. (1999, p. 70) affirm: “The supply function model . . . has some

weaknesses that may limit its usefulness when applied to certain electricity markets.
In some markets, trades do not occur exclusively, or even primarily, through a supply-
function bid process. Bilateral trading of specified quantities is common in many
restructured markets around the world, as are futures markets and different forms of
spot markets . . . The supply function approach also does not lend itself well to markets
where there is a competitive fringe whose capacity may be limited due to either
generation or transmission constraints. Overall the supply function approach approx-
imates one important aspect of many restructured electricity markets more accurately
than the Cournot approach, but it is not as flexible as the Cournot approach in incorpor-
ating other institutional aspects of these markets. Furthermore, the supply function
approach produces multiple equilibria and the diversity of these equilibria grows as
the uncertainty of demand is reduced. The Cournot equilibrium represents an upper
bound on supply function equilibria and is generally easier to calculate, thus it may be
a more appropriate screening measure of the potential for market power.”

The SFE approach has been extensively used to describe and analyze the England and
Wales market (Green 1996). For instance, Green and Newbery (1992) develop an asym-
metric SFE model and show that the large firm finds price increases more profitable and
therefore has a greater incentive to submit a steep supply function. The small firm then
faces a less elastic residual demand curve and therefore deviates from its marginal costs.
The SFE model, however, has some drawbacks, which mainly depend on its computa-
tional difficulties. Except in some specific cases, as for instance linear supply functions and
constant costs or capacity constraints, the existence and uniqueness of a solution is hard to
prove. This indeterminacy makes also difficult to understand firms’ strategic incentives.
The hypothesis of continuous non-decreasing differentiable functions is not realistic.
In fact, as the Cournot model, the SFE approach does not consider some characteristics
of real wholesale markets where market clearing is obtained through auctions.
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12.4 Auctions

An auction is one of many ways that a seller can use to sell a product to potential buyers
when the valuations of that product are unknown. Thus, the product is sold at a price
determined by competition among buyers according to rules set in the auction format.
When there are pools or power exchanges (see Chapter 5), important questions arise as
to determine the market design in terms of number of auctions, lead time between
auctions and frequency. Different methods have been proposed: single auctions,
sequence of multiple auctions at different lead times, and continuous trading.7

In an electricity auction,8 all agents simultaneously send their bids to the organizing entity,
usually amarket operator or the system operator. In their offers, agents declare the amount of
energy inMWh,willing to sell/buy and atwhat price. Subsequently, the entitywho organizes
the market aggregates these offers according to economic merit-order criterion. That is, sale
offers are ranked in ascending order of price, while purchase offers are ranked in descending
order of price. Market clearing is then calculated at the point of intersection of both curves.
A clearing volumeof energy and afinal equilibriumprice are obtained. The equilibriumprice
is termed SystemMarginal Price, as we have seen in Chapter 10. The difference between the
amount of money that buyers were willing to pay whose offers have been retained less the
amount they pay is called consumer surplus, and similarly for producer surplus.9

In the energy markets, we found basically two different types of auction formats.10

• The pay-as-cleared or uniform auction (also called uniform price auctions).
The auctioneer ranks the bids in increasing order, assuming that bids are the true
marginal (linear) costs. The highest accepted bid, such that demand equals supply,
determines the system marginal price (SMP). All the producers that have bid below
the SMP will be remunerated with that price.

• The pay-as-bid auction, in which each cleared bid is remunerated at the bid (i.e. the
price offered in the auction).

We compare these two formats in detail, first under perfect competition and then
considering the possibility of market power. Table 12.1 focuses on the power plants’ bids
under perfect competition (PC). If power producers have market power, the comparison
is modified as shown in Table 12.2.

7 Continuous trading could be approximated to a sequence of infinite auctions. It should also be noted that by
virtue of the first-come, first-served principle, clearing is of the type pay-as-bid.

8 In powermarkets, in addition to auctions inwhich the product is electricity (inMWh), there are also auctions for
related products such as long-term markets and also ancillary services or capacity mechanisms. For simplicity,
at this point we will refer only to auctions for electricity, which occur, for instance, at the day-ahead level.
Auctions can be considered as an efficient market design choice to implement the first-best competitive
outcome, although, as we explain here, producers’ strategic behavior may not be circumvented.

9 There are other auction formats that are not covered here, including second-price auctions (also called
Vickrey’s auctions).

10 It is also a frequent occurrence, especially in US markets, that additional side-payments take place for
different reasons. In such cases we would speak of a discriminatory pricing rule.
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We can see that both auction formats may be prone to market power, but uniform
auctions seem to be more vulnerable to withholding, as we explain in the following
section.

12.4.1 Uniform Auctions and Market Power

Analyzing the link between market power and uniform auctions is not straightforward.
However, a strand of research has addressed this issue, considering strategic equilibrium
pricing in the wholesale market in uniform auctions (von der Fehr and Harbord, 1993;
Wolfram, 1997; Cramton, 2004; Crampes and Creti, 2005; Fabra et al., 2006; among
others). Regardless of some modeling differences, all the models point out the existence
of two sets of strategic equilibria: if demand is sufficiently low, firms (i.e. plants) cannot
sustain any price above a competitive bid equal to their marginal production costs; if
demand is high, the maximum price attainable in the market is reached. We illustrate this
fundamental result in a duopoly model with symmetric firms.

Hypotheses

1) Power plants i = a, b are characterized by the following linear cost function:

CiðQÞ ¼ cQi with C0
iðQÞ ¼ c ð12:21Þ

where Qi is the quantity produced.

Table 12.1 Comparison of auction formats under perfect competition

Uniform auction (PC) Pay-as-bid (PC)

SMP

Price Load Supply

Quantity

Pay-as-cleared

1) The optimal strategy for a power plant con-
sists in bidding at its marginal cost in order to
have every possible chance of being cleared
in the auction.

→ By bidding, plants reveal their marginal
costs.

Exp[SMP]

Price Load

Pay-as-you-bid

Supply

bids

Quantity

1) The optimal strategy for a power plant consists in bid-
ding at the market price that it anticipates. Under perfect
and complete information, all agents manage to perfectly
anticipate this equilibrium price.

→ By bidding, plants reveal information about their expec-
tations on the equilibrium price (Exp[SMP] in the
figure).

166 Competition in Wholesale Electricity Markets

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781316884614.013
Downloaded from https://www.cambridge.org/core. University of Birmingham, on 12 Jun 2019 at 05:50:25, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316884614.013
https://www.cambridge.org/core


2) There are (exogenous) symmetric production capacity constraints
Mmax

a ¼ Mmax
b ¼ M :

3) Consumers are represented by a totally inelastic demand D < 2M.
4) Firms simultaneously submit price bids Bi .
5) The maximum price is the price cap p̂ (this price cap can coincide with the VOLL or

not).
6) Firms’ bids are ranked in increasing order. This will form the supply function,

increasing and discontinuous in blocks.

Table 12.2 Comparison of auction formats under imperfect competition

Uniform auction (imperfect competition) Pay-as-bid (imperfect competition)

Price Load Supply

Quantity

Pay-as-cleared

1) Market power in prices: A producer who antici-
pates being marginal has an incentive to bid above
its marginal costs, as high as possible while cleared.

Price
Load Supply

Quantity

Pay-as-cleared

2) Market power in volumes: Producers with
a diversified generation mix have an interest in
withholding volumes offered in order to artificially
shift the supply curve to the left and thus increase
the equilibrium price.

→ Producers in their bids do not reveal their exact
marginal costs and available volumes.

Price Load Supply

Quantity

Pay-as-you-bid

1) Market power in prices: A producer who antici-
pates being marginal has an incentive to bid above
its marginal costs, as high as possible while cleared.
However, it is more difficult for an agent to antici-
pate the price than in the case of uniform auction.

2) Market power in volumes: Not easy to exert
because all agents have an interest to offer their
production capacity.

→ Producers do not reveal exactly either their infor-
mation, their marginal costs and available
volumes, but exerting market power is more diffi-
cult than under uniform auctions.
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The market price equilibrium in a uniform price auction corresponds to the following
rule:

1) all participants are awarded the market price, defined by the marginal unit that
equates demand and supply at the highest accepted price (i.e. the SMP).

2) The lowest bidder is awarded all the demand, up to its capacity.
3) The highest bidder serves the residual demand, if any.
4) If firms bid the same price, they will split the demand equally (proportional rationing

rule).

We can summarize the above rule for price formation by the equations below:

QiðD; BiÞ ¼
minfD;Mg Bi < Bj

1

2
minfD;Mg þ 1

2
maxf0;D�Mg if Bi ¼ Bj

maxf0;D�Mg Bi > Bj

8><>: ð12:22Þ

This is the equation that specifies the quantity attributed to each bidder at the
equilibrium.

p� ¼ Bj if Bi < Bj and D > M
Bi otherwise

:

�
ð12:23Þ

This is the equation the summarizes the price formation rule, and that gives rise to the
System Marginal Price.

Model Solution
To solve the model, we look for Nash equilibria in the price bids. Consider two cases:

Low Demand, i.e. D < M.
In this case, either firm can serve the demand (or stated differently, there is excess
supply). Therefore, if one competitor bids above marginal cost, the other can undercut to
get the whole demand. The bids adjustment stops at p� ¼ c, which corresponds to the
outcome of the so-called “Bertrand equilibrium.”11

We have the following:

High Demand, i.e. D > M.
In this case, no firm can serve the demand alone. Each firm calculates its own profits
taking the action of the others as constant. According to the rules of equilibrium

Result 1

In a uniform price auction with low demand, i.e., D < M, the SMP is p� ¼ c:

11 The Bertrand model examines the interdependence between rivals’ decisions in terms of pricing decisions,
when goods are homogeneous. See Cabral, 2017.
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formation, firms optimally find their profit-maximizing strategy by comparing the
following profits (i ¼ a; b; i ≠ jÞ:

πiðBi;Bj;MÞ ¼ ðBj � cÞðD�MÞ if Bi > Bj; ð12:24aÞ
πiðBi;Bj;MÞ ¼ ðBi � cÞðD=2Þ if Bi ¼ Bj; ð12:24bÞ
πiðBi;Bj;MÞ ¼ ðBi � cÞD If Bi < Bj: ð12:24cÞ

The profit in (12.24b) is Pareto-dominated by (i.e. lower) than the one in (12.24c), as
in this region D < 2 M. Thus, each firm would prefer having the other one setting the
SMP. Therefore, firm i (respectively firm j) has to choose the bid that makes firm
j (respectively firm i) indifferent between (12.24a) and (12.24c). Notice that (12.24a)
and (12.24c) are both increasing with bids, hence each firm has the incentive to bid the
price cap as long the competitor bids below it. There are therefore two sets of Nash
equilibria12:

• firm a bids Ba 2 c; cþ ðp̂ � cÞD�M
M

� �
, firm b bids the price cap p̂;

• firm b bids Bb 2 c; cþ ðp̂ � cÞD�M
M

� �
, firm a bids the price cap p̂:

In either of these equilibria, we have the following:

For the simple model we have solved here, Results 1 and 2 coincide with the economic
dispatching solution of perfectly competitive markets, that we described in Chapter 10.
Thus, a perfectly competitive uniform auction provides the same solution as a perfectly
competitive market’s allocation. This is straightforward: auctions are tools to make
explicit and transparent the process of market clearing, thus, they provide the same
solution and suffer from the same drawbacks as a centralized market. The simple auction
we have defined here can be extended to different cases, such as asymmetric costs and
capacities, elastic demand, multi-unit auctions, several bidders, endogenous available
capacity (see Fabra et al., 2006 or Crampes and Creti, 2005). The equilibrium pricing
outcomes remain similar: either marginal cost, if there is excess capacity, or the price
cap, if demand is high and all suppliers are needed to cover it.

Uniform auction models have also been extensively used to compare different auction
formats (in particular with respect to pay-as-you-bid, as in Bower and Bunn, 2000,
Rassenti et al., 2003), incentives to invest (Fabra et al., 2011), collusion (Dechenaux and
Kovenock, 2007). They still constitute a solid economic tool to describe wholesale
markets with some degree of realism.

Result 2

In a uniform auction with high demand, i.e., M < D, the SMP is p� ¼ p̂:

12 More precisely, these are the pure-strategy equilibria.
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Learning Outcomes

• Three types of models are used to describe producers’ strategies in the wholesale
electricity market, with a specific focus on market power: Cournot, Supply Function
Equilibria and Uniform Auction models. They are the most commonly used
approaches when assessing competition in empirical approaches.

• The Cournot equilibrium is a vector of price and quantity, which depends on the
demand function parameters. In Supply Function equilibria, firms choose an entire
supply function, assuming that the supply function of the others remains fixed.
Auctions are tools to reach an equilibrium, by submitting bids to the auctioneer.
Auctions in electricity markets can be uniform auctions or pay-as-you-bid.

• There are similarities and differences between the three models considered, in terms of
hypotheses, equilibrium concepts and firms’ strategic behavior.
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13 Market Power in Electricity Markets

13.1 Introduction

As argued in the previous chapter, electricity markets have special characteristics that
make them vulnerable to market power. Borenstein and Bushnell (1999, pp. 285–286)
summarize these aspects as follows:

“In most markets, there are other constraints that keep a single firm with a fairly small percentage
of production from driving up the price by a large amount. If the good is storable, the buyers, or
marketers in the middle, can store product to defend against such vulnerability. If end-user
consumers receive the price information before buying, their own hesitancy to pay extreme prices
discourages the seller from asking such a price. If there is supply elasticity, one firm demanding
a high price for its output will just shift market share to another supplier. Each of these attributes is
much less prevalent in electricity markets than in most other industries. The result is that the ability
of firms with even modest market shares to exercise market power is greater than in most
markets.”

In assessing the competitiveness of electricity markets, regulators and antitrust
authorities, as for instance the Federal Energy Regulatory Commission (FERC), define
market power as the ability to profitably raise prices for sustained periods of time, for
instance several hours if we refer to the wholesale market. As we have seen in Part III,
price spikes are quite frequent in electricity markets, but this does not necessarily mean
that the marginal firm setting this price is exerting market power: a sudden weather
change, unplanned maintenance, network congestion or change in load profile may also
explain price jumps. Therefore, understanding whether and how electricity firms affect
prices is not an easy task.

Over the period 1996 to 2014, the European Commission has taken twenty-three
antitrust enforcement actions in electricity markets to tackle abusive conduct by domi-
nant incumbents; exploitative abuses by dominant incumbents and incentives to set
similar prices (collusive behavior). For example, the Commission investigated E.ON’s
suspected abuse of its dominant position on the German wholesale market in 2008.
There were concerns that E.ONmay have withdrawn available generation capacity from
German wholesale electricity markets (to raise prices), and may have deterred new
investors from entering the generation market. The case resulted in a substantial com-
mitment by E.ON to divest 5,000 MW of generation plants along with its extra-high
voltage distribution network that structurally changed the German electricity market for
the benefit of consumers.
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Antitrust enforcement in the electricity sector has also included interventions to
prevent restrictions on trade in electricity between EU countries (e.g. the Swedish
interconnectors case, 2010). In 2014, the Commission imposed fines totaling
€5,979 million on EPEX SPOT and Nord Pool Spot – the two leading European spot
power exchanges – for agreeing not to compete with one another.

Many studies of market power and concentration have been carried out in wholesale
electricity markets, especially in the United Kingdom and California. A substantial body
of evidence has emerged that some plants have exercised market power in the past.
In California, although costs increased substantially between the summer of 1998 and
the summer of 2000, market power increased even faster, increasing total payments to
plants from $1.7 billion in 1998 to over $9 billion in 2000 (Borenstein, 2002; Borenstein
et al., 1999).

In general, the concept of market power in electricity markets can be interpreted in
two ways:

1. Structural market power, which refers to the ability of a firm to profitably raise the
price in an electricity market because of the market’s settings, such as the number of
firms, the level of demand, the type of product on sale, and similarly, regardless of
whether or not firms have effectively taken specific actions to raise the price.

2. Behavioral market power, which refers to the explicit actions taken by firms in order
to raise the price.

We discuss here how plants may exert behavioral market power and how to measure it in
electricity markets, by using the implication of the competition models summarized in
Chapter 12.

13.2 Physical Withholding to Exert Market Power

Physical withholding refers to the act of keeping power generation capacity out of the
market, particularly during times of high demand. It is possible that by subtracting
capacity from the market, firms can create price increases and through this obtain higher
profits. Therefore, in a market with capacity constraints, demonstrating the presence of
market power requires showing both that the market price is higher than the marginal
cost of all the firms in the market and that at least one firm is operating below its capacity.
Example 13.1 illustrates this case.

Example 13.1 Physical Capacity Withholding in a Market with Four Power Plants
Assume there is a market in which there are the four power plants, whose capacity
and costs are as follows:

• Plant A, has a capacity constraint at 10 MWh and a constant marginal cost of
$10/MWh.

• Plant B, has a capacity constraint at 20MWand a constant marginal cost of $20/MWh.
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• Plant C has a capacity constraint at 25 MWand a constant marginal cost of $25/MWh.

• Plant D has a capacity constraint at 10MWand a constant marginal cost of $35/MWh.

There are no fixed costs. The load in the market is 35 MWh, as shown in Figure 13.1.
If the four power plants belong to separate companies that behave competitively and

each of them makes supply offers to the market at its own marginal costs, the System
Marginal Price (SMP) will be $25/MWh. Now, suppose there is a firm owning plants
A and C. Under the scenario shown in the figure, this firm would earn profits of
($25/MWh – $10/MWh) ⋅ 10 MWh = $250 on Plant A and no profit on Plant C, which
is the marginal supplier in this market. But suppose that the firm decides to remove plant
C from the market, and thus does not submit a supply offer for it at all. The physical
withholding of plant C would result in the System Marginal Price increasing to $35/
MWh, as shown in Figure 13.2.
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Figure 13.1 Wholesale market with four plants
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Figure 13.2 Wholesale market with three plants: physical withholding
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Following the withholding of plant C, profits accruing from plant A would be
($35/MWh – $10/MWh) ⋅ 10 MWh = $350. Plant C does not produce, but removing
that plant from the market results in additional profits for the company that owns both
plants A and C. By withholding plant C, its owner has both the incentive and the ability
to exert market power. Notice that we have assumed that firms bid at their true marginal
cost, so we could say that they still behave competitively.

Crampes and Cretì (2005) model the situation described in Example 13.1 in a strategic
game, and find that profitable capacity withholding, leading to the possibility of exerting
market power, is most likely to arise in off-peak hours, when the potential gains from
effecting the market prices are highest. In this case, withholding will avoid SMP at
marginal cost of the marginal plant and create the opportunity for the price cap to
become the SMP.

This example shows that, in order to measure market power, several factors must be
taken into account: the number of firms, their market share, their costs and bids, and the
SMP. We explain in the next section how information on these parameters is used
effectively to measure the presence and the extent of market power.

13.3 Economic Withholding and Transmission Constraints

Example 13.1 showed a case in which power producers do not submit bids. This is called
physical withholding, in order to distinguish it from cases in which power plants can
affect prices by strategically submitting manipulative offers to the market, in order to
artificially increase prices. The latter is termed economic withholding, since plants
might remain dispatched but, by saturating the network capacity, can insulate some
segment of the market and increase the possibility to market power in those segments.
The relationship between power generation, transmission network, electricity pricing
and market power will be further developed in Part V. However, we introduce in the
example below a simple case showing how the transmission constraint might be used
strategically to enforce market power.1

Example 13.2 Economic Withholding in a Two-Nodes System Consider the two-nodes
network in the figure below. The marginal cost of plant 1 is $10/MWh and the marginal
cost of plant 2 is $20/MWh. We ignore fixed costs. The demand is located for simplicity
just at Node 2, and is given by P ¼ 200� ðQ1 þ Q2Þ: There is a 50 MW limit on the
transmission line.

Under perfect competition, the price at Node 1 is $10/MWh, while the price at Node 2
is $20/MWh. Plant 1 will produce 50 MWh (saturating the transmission line, as demand

1 In Part V we will further develop the concept of nodal prices that we apply schematically in this example.
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is located at Node 2), while plant 2 produces 130 MWh, since at P = 20, with Q1=50,
Q2=130. The total demand served is 180MWh. However, there is no reason for plant 2 to
submit a competitive offer. Plant 2 can immediately see that, since only 50 MW can be
transferred across the transmission line, it has a monopoly on serving any level of
demand higher than 50 MWh, which is its residual demand. This monopoly power
results specifically from the low capacity of the transmission line. If the capacity of the
transmission line were to be increased, this would erode some of the market power
possessed by plant 2. The residual demand curve is: PQ2 ¼ 150Q2 � ðQ2Þ2. Plant 2,
being a monopolist on it, sets the quantity at which marginal revenue equal marginal
costs. Revenues are PQ2 ¼ 150Q2 � ðQ2Þ2. The monopolistic quantity at node 2 is
Q2 = 65 MWh, with a corresponding price of $85/MWh. At node one, we have assumed
for simplicity that plant 1 behaves competitively, so total consumption is 135MWh. This
is the typical monopolist distortion, in that prices are higher and quantities are lower
relative to the competitive market outcome.

13.4 Detecting and Measuring Market Power

Different metrics can be used empirically to appraise market power. A first set of
measures, called concentration measures, refers to the preconditions that make market
power more likely to be exercised. Thus, concentration measures look at the structure of
the sector. Other indexes of market power are either linked to the price-cost margins and
market shares, or the relationship between residual demand and individual market share.
Let us start with concentration measures.

13.4.1 Measures of Concentration

In order to measure concentration, it is possible to measure either the number of
firms, or the concentration ratio. The latter is given by the coefficient CRm, which
measures the sum of the market shares of the m biggest firms. The number of firms is
a very rough indicator of market power, since it does not say anything about the
relative market share of each of them. Therefore, it is preferable to use a concentra-
tion ratio. There are several concentration ratios, depending on m. For each of them,
a threshold has to be identified beyond which an industry can be said to be concen-
trated. It is common to use CR4, and assume a threshold of 50 percent. Thus, a CR4

greater than 50 percent would be regarded as evidence of a concentrated industry.
This is, for example, the case for the wholesale markets of most European countries
(DG Energy, 2016). Measures of concentration are insensitive to the symmetry
between firms, which are an important feature of oligopoly models. According to
the properties of the Cournot model, if firms have the same marginal cost, they will
have an equal market share. If a firm is more efficient, it will have a bigger market
share than the others.
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The indicators of market share cannot take into account these characteristics of market
outcomes. This can lead to similar measures, which have very different underlying
distribution of market shares, and possibly competition. For instance, in a market there
can be eight equal firms, each having a market share of 12.5 percent, or a situation in
which there is one large firm having 41 percent of the market, and nineteen other equal
firms with an equal market share of 3.1 percent each. In both cases,2 CR4 is 50, but with
a very different market structure.

13.4.2 Measures of Market Power

The main indicators of market power that can be used for power markets are the Lerner
Index, the Herfindahl-Hirschmann Index, the Pivotal index and the Residual Supply
Index.

Lerner Index.
The model of Cournot competition allows some simple metrics of market power. Recall
that the individual Lerner index is:

Li ¼ p� C
0
iðQiÞ
p

¼ 1

η
si; ð13:1Þ

Where si is firm i’s market share, i.e.: si = Qi/Q . See that the following properties hold
true:

• Li > 0 means that the plant can charge a price above its marginal cost;

• The lower the number of firms, the higher the individual market share si, the higher Li
and so the higher distortion with respect to perfect competition.

In the Example 13.2, the Lerner Index for plant 1, that prices competitively, is ($10 –
$10)/$10 = 0. The Lerner Index for plant 2 is ($85 – $20)/$85 = 0.76, which denotes the
existence of market power.

From the individual Lerner index, it is possible to construct the aggregate or sectorial
Lerner index, by taking the average of Li calculated with respect of the weight that each
firm has in the market (i.e. its market share):

L ¼
Xn
1

siLi: ð13:2Þ

In Example 13.2, the industry Lerner index would be L = 0 – 57 × 0.76 = 0.43.

The Herfindahl-Hirschmann Index (HHI).
The Herfindahl-Hirschmann Index is defined as the sum of the square of the market
shares of n firms in a given sector:

HHI ¼
Xn
1

ðsiÞ2: ð13:3Þ

2 In the second case CR4 has been rounded.
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It is common to use market shares expressed as percentage terms in order to calculate
HHI, or, alternatively, to multiply it by 10,000. The Antitrust Division of the Department
of Justice (DOJ) in the United States uses the following levels:

• HHI < 1,000: non-concentrated industry;

• between 1,000 and 1,800: low-concentrated industry;

• 1,800: concentrated industry.
Assuming that firms compete in quantities, as in the Cournot model, it is possible to

relate the HHI to the industry Lerner Index. Recall the definition of the industry (or
sectorial) Lerner index presented in Equation (13.2). Substituting in it the definition of the
individual Lerner index calculated in Equation (12.8), we have the following relationship:

L ¼ ðsiÞ2
η

¼ HHI
η

: ð13:4Þ

In the words of Borenstein et al. (1995, p. 232):
Cournot competition does not fully describe the options available to firms in an electricity
market. Plants are not forced to bid quantities in a spot market, but are, in fact, free to bid any
supply curve, with a quantity bid corresponding to the special case of a vertical supply
curve. However, an estimate of a static Cournot equilibrium of the electricity market would
still provide a rough estimate of competitive behavior if firms face little demand uncertainty.
When there is no uncertainty, it turns out that of the many Nash equilibria that are possible,
the one produced by quantity bids (the Cournot strategy) is themost profitable. Thus, if there
were no uncertainty and cost data were available, an estimate of the price-cost margin from
the Cournot model could take the place of a structural index such as an HHI calculation.

For example, Cardell et al. (1997), using 1994 data, calculate HHI values for 112 regions
based on State boundaries and North American Electric Reliability Council (NERC) sub-
regions.At that time, approximately 90percent of these regions hadHHI values above 2,500.

However, using the HHI to assess market concentration, in power markets can
produce misleading results. In these markets, as we have seen, plants typically have
capacity constraints. This implies that different market structures can yield different
HHIs, but this might not affect the equilibrium pricing. Consider the following example
of a power system with a mix of two technologies:

Example 13.3 A Power Market with Different HHIs and the Same SMPs Suppose that in
the electricity markets there are two technologies, a baseload one (e.g. a nuclear power
plant), and a peaker (e.g. a fossil-fuel one). Let us consider first the case in which there is
a single baseload producer: The nuclear producer has a capacity constraint of 40 GW, and
a marginal cost c1; the fossil-fuel producer has a capacity constraint of 60 GW, with
a marginal cost c2 > c1; we leave out fixed costs for the sake of simplicity. There is a fixed
load of 50 GW. The systemmarginal price (SMP) will be p¼ c2. Plant 1 has a market share
of 40GW/50GW = 0.8, and plant 2 of 10GW/50GW = 0.2. So the HHI is 6,800. Suppose
now that there are two nuclear producers, of 20 GW each. Each nuclear power plant has
a 40 percent market share, with the fossil fuel one having the remaining 20 percent.
The HHI is ð40Þ2 þ ð40Þ2 þ ð20Þ2 ¼ 3600. Still the equilibrium price has not changed.
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Example 13.3 shows that the relationship between market structure (HHI) and market
power, as measured for instance by the Lerner index, is not linear, due to the impact of
capacity constraints on market outcomes. In order to overcome this problem, in the
electricity sector an HHI adjusted by the capacity constraints can be used (OECD, 2003).
Suppose that there are m capacity constrained firms whose market share is denoted by s.

By definition
Xn
1

si þ s ¼ 1. By multiplying the RHS of Equation (12.8) by ðsi þ s=nÞ;

and summing up over i (i=1 . . . n) we get

Xn
1

si þ s
n

� �
p� C

0
iðQiÞ
p

¼ HHIadj

η
; ð13:5Þ

where

HHI adj ¼
Xn
1

si si þ s
n

� �
: ð13:6Þ

Notice that if there is only one firm unconstrained, the adjusted HHI of the market is
then simply equal to the market share of that firm, since the market shares of the other
firms are irrelevant.

The Pivotal Supplier Index

The Pivotal Supplier Index (PSI), proposed by Borenstein et al. (1999), is an
attempt to incorporate the concept of marginal supplier into the empirical analysis
and the measurement of market power in electricity markets, including demand
conditions. This indicator examines whether a given producer or power plant is
“pivotal” or necessary in serving demand at a given point in time, in the sense that
absent this plant, load would have to be shed. The PSI can be defined as the ratio
of all the hours (or different units of times) in which the plant is pivotal over
a given period. For instance, if the period is a year and the unit of time is hours,
the PSI of plant i is:

PSIi ¼
X8760
j¼1

I Qdj �
Xn
f ¼1;
f ≠ i

Qmax
f

0BBBB@
1CCCCA=8760 ð13:7Þ

Where Qdj denotes the load of hour j and Ið�Þ is the indicator function. While theHHI
is a measure of overall market concentration, the pivotal supplier index is a measure of
the concentration of the system capacity surplus, that is, the possibility of matching total
system supply and demand at any particular time period. Example 13.4 shows how to
apply the PSI index of Equation (13.7).
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Example 13.4 The Pivotal Supplier Index Suppose there are two plants, with the
following capacity installed (and available): Q1 ¼ 450MW; Q2 ¼ 550MW. Assume
that in hour 1 the load is Qd1= 400 MW. No plant is pivotal in that hour. Now
suppose that in hour 2 the load is Qd2 = 500. Also in hour 2, plant 1 is not pivotal.
However, in hour 2, plant 2 becomes pivotal: PSI2 =1, since, if plant 2 withheld its
entire quantity, plant 1 would not have enough capacity to serve the entire load (thus
50 MW would have to be shed). Then PSI2 in the overall period would be ½ = 0.5
(i.e. plant 2 has been pivotal for 50 percent of the time, while PSI1 = 0, i.e. plant 1
has never been pivotal).

The ability of this index to represent situations of market power may also be limited.
There can be situations in which no plant is pivotal, and plants can still control the price.
Consider the following example:

Example 13.5 Market Power with Zero PSI Suppose a system has the following capa-
cities and load:

• 25 GWof power provided by equal CCGT plants, whose marginal costs is $40/MWh,

• Avery large number of small, equal suppliers, whose total capacity amounts to 30GW,
that are less efficient than the CCGT. Their marginal cost is $100/MWh,

• demand of 20 GW.

There would be no pivotal plants. This is true regardless of the number of CCGT
plants, since the other less efficient plants can always cover the load. However, if
there were fewer than five CCGT plants, each of them could exert market power by
withholding capacity and controlling the price. Suppose there are four CCGT plants.
They could form a cartel, by entering into the following agreement: they would
rotate in entirely withholding the capacity of each of them every fourth hour:
in hour 1, CCGT plant 1 would withhold its capacity, in hour 2 CCGT plant 2
would do so, etc., up to hour 5 in which plant 1 restarts withholding capacity, and so
on. By doing so, they could always set the price at $100/MWh, and benefit from
extra profits equal to (100 – 40) × 3 = $180/MWH every four hours. Still, the PSI
would be zero.

Residual Supplier index

The pivotal index is a binary variable, taking the values zero or one. It measures just
whether there are other plants that can serve the load, but not by how much a plant is
pivotal, in the event that it is so. This can be done, by measuring the ratio of the load that
has to be shed if a pivotal player withheld the capacity. This is called Residual Supplier
Index (RSI):
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RSIi ¼
Xn
f ¼1;
f ≠ i

Qmax
f =Qdj: ð13:8Þ

The RSI measures if in a given hour, the plant is pivotal, and if so, by how
much. See that if in hour j plant i is not pivotal, RSIi > 1, meaning that the plant
can be replaced because the supply capabilities of all other suppliers are sufficient
to meet demand. If on the contrary, plant i is pivotal, RSIi < 1. The smaller the
RSI, the greater the load that has to be shed, which implies that plant i has
a higher market power. From a practical perspective, for example, both the
FERC and the EC Competition Commission consider that if a plant displays an
RSI below 1.1 (or 110 percent), more than 5 percent of the time, there is too little
competition.3

Still, these indexes should be used with caution. In Example 13.8, for instance, with
four CCGT forming a cartel, the price would be 100, while the RSI of each CCGTwould
be = (30+18,75)/20 = 2,43, well above 1.

In both the PSI and the RSI, the examples show that these indexes cannot accurately
represent situations of market power that arise because of the behavior of the agents
rather than the structure of the market. The former can be seen, observing how producers
operate in the market (i.e. their bids).

13.4.3 Inferring Market Power by Bids

In a market with uncertain demand, the situation is different. A producer will face many
possible demand levels, even when it knows its competitors’ production levels. Firms
then engage in supply curve competition, discussed in Chapter 12 under the Supply
Function Equilibrium framework. As we have seen, in the SFE model, firms undertake
a supply curve competition. Suppliers are not bidding simple quantities as specified by
the Cournot model but entire supply curves, leading to a continuum of equilibria in
between Bertrand equilibrium (marginal cost pricing) and Cournot equilibrium.
The introduction of demand uncertainty could therefore mitigate the effects of market
power.

Twomey et al. (2006) point out that under the supply curve competition other, more
sophisticated methods of measuring market power exist. They consist in simulating
electricity markets, estimating with complex econometric techniques bid-cost margins
and firms’ strategies, as predicted by the Supply Function Equilibriummodel. Green and
Newbery (1992), Lucas and Taylor (1993), von der Fehr and Harbord (1995), Wolak and
Patrick (1996), Borenstein and Bushnell (1999) and Borenstein et al. (1999) have
followed this strand of research. The common factor of these studies is to analyze

3 See that the threshold is set at a value higher than 1 since it includes a 10 percent security margin on the
available capacity. This is done to take into account possible random increases of the load or reductions of
available capacity.
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firms’ strategies enforcing market power, as well as measuring the impact on consumers
of such non-competitive behaviors.4

Learning Outcomes

• Despite the disparities in the methods and indexes, there is enough evidence that
electricity markets are prone to market power, even if it is not always easy to
distinguish price spikes that emerge naturally from Load Shedding from high prices
due to exertion of market power.

• There are several measures of market power: Concentration ratios, Lerner indexes,
HHI, Pivotal Supplier Index, Residual Supplier index.

• Concentration indexes refer to the market share of the first m firms in the market.
The individual Lerner index measures the price-cost margin of a given plant.
The Industry Lerner index measures the weighted average of the individual Lerner
indexes of all market participants. The HHI measures the dispersion of market shares
across market participants. The Pivotal Supplier index measures whether a supplier is
necessary, in order to avoid having to shed the load. The Residual Supplier Index adds
to the Pivotal index the measure of by how much a given producer is necessary.

• A correct assessment of market power in the electricity market must be performed by
using several indexes andmeasurement tools, as all these approaches are complementary.

4 Excellent surveys on studies about market power in the United Kingdom and California can be found in
OCDE (2003) and DOE (2000).
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Part V

Introducing Transmission
Networks: Network Congestion
and Electricity Import-Export

In Part III, we analyzed the market setting of the electricity system under the simplifying
assumptions that there is no network, and load and production are directly linked.
Clearly, this is a simplifying assumption. As explained, the high voltage electricity
network is the backbone of the electricity system, and its nature and development have
determined the way electricity systems and markets are designed and operate. Network
systems are thus extremely important, in terms of both their physical extensions and
their economic values. For instance, in Europe, ENTSO-E regroups 312,693 km of high-
voltage lines (ENTSO-E, 2015). As ENTSO-E states, “if laid, out, these lines would
circle the earth circumference more than 7 times.” The economic value of these lines is
of considerable importance. At the beginning of 2016, the share of the network compo-
nent in electricity pricing for households spanned from 65 percent in Sweden to
15 percent in Malta (Eurostat Energy Data, 2017) and generally a few percentage points
less for industrial consumers.

Part V focuses on the economic analysis of power transmission and its coordination
with electricity markets. We start by setting a simple model where production and
consumption are connected by a single line (Chapter 14) and explain network pricing.
In Chapter 15, we then introduce externalities due to Kirchhoff’s laws in more complex
networks. Transmission facilities are used by all firms competing in the electricity
market. Therefore, granting non-discriminatory third-party access to transmission is
the most important and necessary condition for any liberalized and competitive elec-
tricity market to be established and work properly. In such a setup, where the transmis-
sion segment remains organized as a regulated monopoly, it becomes crucial to fix the
prices to use the existing network in the proper way. Chapter 16 details network pricing
in practice and shows the different options that have been taken in several countries.

In Chapter 17 we move to transmission capacity expansion, investigating the optimal
value of investment in the grid and the incentives to invest.

In Chapter 18 we introduce market instruments that can be used in order to manage
transmission capacity, namely, transmission rights.We discuss these, and show how they
can be used to hedge against price risks due to congestion.
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14 Electricity Transmission: Basic
Principles

14.1 Introduction

In this chapter, we extend the analysis of Part III by introducing the grid into the
economic analysis of electricity markets. We start from a simplified two-nodes trans-
portation network which links production and consumption. We also assume, for
simplicity, that generators operate in a perfectly competitive environment. The network
is represented as an independent operator, the System Operator (SO), under the crucial
assumption that it has no role in electricity production. Under these hypotheses, produ-
cers will be remunerated by the SMP, as shown in Chapter 10.

What is the right price of the transmission network? The nodal pricing model has been
developed, in order to answer this question (Caramanis et al., 1982; Bohn et al., 1984;
Bohn et al., 1988; Schweppe et al., 2013; Joskow and Tirole, 2000). Nodal pricing works
through the Direct Current Optimal Power Flow (DC-OPF)model. In this model, a given
network is replicated, treating power lines as if they were Direct Current lines, and the
cost minimization problem is solved assuming linear constraints due to Kirchhoff’s
laws. As before, the cost-minimization problem coincides with welfare maximization,
providing the optimal dispatching solution that guarantees the efficient operation of the
electricity system. This is the framework to which we refer. We assume that generation
capacity is given, and is large enough not to induce any load shedding. Thus, the solution
to the optimal dispatching provides short-term network pricing, for given transmission
capacity, under the hypotheses that there are neither market distortions (such as imper-
fect information or market power), nor capacity constraints on the generation side.

14.2 Optimal Dispatching with Transmission Constraints and Nodal Prices

The economic analysis of natural monopoly explains how network services should be
priced (see Chapter 6). Networks generally exhibit economies of scale, which means that
when a single SO builds and operates the infrastructure the total cost of the infrastructure
is lower than if there were several networks, which would increase the costs of the
service.

Nodal prices are the prices that enable the attainment of the welfare-maximizing
solution of the dispatching power problem in the network, in a decentralized way.
The optimal dispatching of a system is the net quantity that should be injected and
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withdrawn at each node in order to maximize social welfare, for a given load and the
technical, economic and locational features of power generation and transmission.

Thus, optimal dispatch represents the allocation that would be decided by
a benevolent and perfectly informed SO exclusively concerned with the efficiency of
the system, but untouched by any distributional concern. In other words, it is assumed
that the SO does not own any power plant and does not care about the consequences in
terms of prices that arise for load and power producers, as a solution to the OPF
problem.

To calculate network pricing, it is necessary first to provide a synthetic description
of the network configuration, given that for nodal prices it is crucial to specify where
power is introduced or withdrawn from the system (i.e. at which node plants and
consumers are located). Therefore, the underlying assumption is that all plants at the
same node are paid the local uniform price, associated to that node; the same is true for
the load. We start by the simplest case, namely, there is a single plant and a single load,
in the simplest possible network configuration. We describe a simple radial configura-
tion, where only one line connects consumers to producers. Then we introduce
different power plants characterized by asymmetric costs. Finally, we consider line
losses.

14.2.1 Case 1: A Single Power Plant

We shall use here the same framework as in Chapter 8, and in particular the one used in
Paragraph 8.4, which makes explicit the link between utility maximization and cost
minimization, written in terms of energy; recall, however, that for a given unit of time
(the hour) energy and capacity coincide. We assume that there is just one consumer.
We ignore the superscript m denoting different consumers, but use the superscript d to

help to distinguish the loadQd from production.We start from the simplest case in which
there is just one plant i. The plant and consumers are located at two different nodes. For
the sake of simplicity, we ignore the case of production capacity constraint. The crucial
point here is that there is a production node and a consumption node and one transmis-
sion line that links production to load. The transmission line sets the constraint that the
load must take into account. What follows summarizes the hypotheses and the
framework:

Hypotheses

• The Electricity plant i is characterized by the following simplified linear cost function:
CiðQiÞ ¼ ciQi þ FCi . For simplicity, we shall focus on short-run analysis, and
neglect fixed costs, setting FCi ¼ 0:

• There are no production capacity constraints.

• The Consumer is represented by the utility function UðQdÞ, with U
0 ð�Þ > c > 0:

• The usual load-balance constraint deriving from the Kirchhoff’s laws applies:
Qd ¼ Qi.
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• The transportation line has a capacity such that, at a given time, at mostKmax MWh can
flow.1 Kirchhoff’s laws imply the following constraint: Qi ≤Kmax.

• There are no physical losses due to the electricity flow.

To obtain network pricing, we proceed by maximizing social welfare. The first-best
solution gives the optimal quantities to be produced. Network pricing implements the
first-best solution. The social planner maximizes:

max
Qd ;Qi

UðQdÞ � C1ðQiÞ; s:t: aÞ Qd ¼ Qi; bÞ Qi ≤Kmax; cÞ Qi ≥ 0: ð14:1Þ

The first and third constraints are the usual load-balance and positive supply con-
straint. The second constraint refers to the transmission line, which can operate at its full
capacity or not. If it operates at full capacity, we shall say that the line is congested.

The Lagrange Equation is as follows:

L ¼ UðQdÞ � ciQi þ λðQi � QdÞ þ χðKmax � QiÞ þ μQi: ð14:2Þ

The Kuhn-Tucker conditions at the equilibrium are:

∂L
∂Qd

¼ 0→U
0 ð�Þ ¼ λ;

∂L
∂Qi

¼ 0→ci þ χ � μ ¼ λ;
ð14:3Þ

and the slackness conditions:

μQi ¼ 0; Qi ≥ 0; μ ≥ 0; ð14:4Þ
χðKmax � QiÞ ¼ 0; Qi ≤Kmax; χ ≥ 0: ð14:5Þ

Equation (14.3) provides the solution of the optimal power flow problem. For an
internal solution,Qi > 0, thus μ ¼ 0. However, it is possible that the transmission line is
congested or not. Thus, there are two possible pricing solutions:

If there is no congestion, Kmax > Qi and χ ¼ 0. Thus, the equilibrium price is reached

at that level of production where U
0 ðQ�Þ ¼ ci: It follows that the equilibrium price

coincides with the marginal cost (of the marginal plant), as is the case for any competi-
tively supplied commodity.

If there is congestion, Kmax ¼ Qi and χ > 0. Thus, the equilibrium price is reached at

that level of production whereU
0 ðQ�Þ ¼ ci þ χ . See that now the Lagrange multiplier χ

is positive, signaling the value of the network whose capacity is saturated. In fact, from

Equation (14.2) it is clear that χ ¼ ∂L
∂Kmax

. The multiplier χ represents the shadow value

of the transmission constraint, from a social perspective: its value is the increase in
utility due to a marginal rise in the transmission capacity, which clearly is positive only if

1 Notice that transportation capacity is generally defined in MW. In a given time unit, typically an hour, it is
measured in MWh.
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the line is congested. Therefore, χ represents the value of the transmission line. Nodal
pricing can be summarized as follows:

This result coincides with that for economic dispatching in competitive market pre-
sented in Chapter 10 without transmission lines. Indeed, when the line is not congested,
it does not constrain the optimal allocation of power across plants. An important
consequence of this can be summarized as follows:

Figure 14.1 illustrates the optimal solution without (panel a) and with congestion
(panel b), under assumption of a decreasing linear utility function.

14.2.2 Case 2: Asymmetric Plants, Located at Different Nodes

With respect to the previous case, we now allow for the existence of two production
plants. We assume that there is an efficient producer located at node 1. Its marginal
production cost is below that of the inefficient plant located near consumers, denoted by
subscript 2: C0

1ðQ1Þ ¼ c1 < c2 ¼ C0
2ðQ2Þ. See that now, the subscript denotes both the

Result

When there is no congestion on the transmission line, the equilibrium price
coincides with the marginal cost (of the marginal plant).

When there is congestion on the transmission line the equilibrium price is above
the marginal cost, and also includes the value of the transmission line.

(a) (b)

U´ (Qd)

Qi  = Kmax

ci 

U´ (Qd)

Qi 

ci 

Kmax

Figure 14.1 An example of equilibrium with a non-congested (panel a) and a congested (panel b)
transmission line

Result

When a transmission line is not congested, it has no economic value.
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plant and the node at which the plant is operating. As in the previous case, the optimal
dispatching is obtained by welfare maximization, under the load-balance, transmission
and positivity constraints.

max
Qd ;Q1;Q2

UðQdÞ � c1Q1 � c2Q2; s:t: aÞ Qd ¼ Q1 þ Q2;

bÞ Q1 ≤Kmax; cÞ Qi ≥ 0; i ¼ 1; 2: ð14:6Þ

The Lagrange Equation is as follows:

L ¼ UðQdÞ � c1Q1 � c2Q2 þ λðQ1 þ Q2 � QdÞ þ χðKmax � Q1Þ
þμ1Q1 þ μ2Q2: ð14:7Þ

The Kuhn-Tucker and slackness conditions are as follows:

∂L
∂Qd

¼ 0→U
0 ð�Þ ¼ λ; ð14:8Þ

∂L
∂Q1

¼ 0→c1 þ χ � μ1 ¼ λ; ð14:9Þ

∂L
∂Q2

¼ 0→c2 � μ2 ¼ λ; ð14:10Þ

μiQi ¼ 0; Qi ≥ 0; μi ≥ 0; i ¼ 1; 2; ð14:11Þ
χðKmax � Q1Þ ¼ 0; Q1 ≤Kmax; χ ≥ 0: ð14:12Þ

Equations (14.8) to (14.12) allow us to derive some useful properties of the optimal
dispatch model with transmission constraints:

The result can be easily proved. If both Q1 > 0; Q2 > 0; then μ1 ¼ μ1 ¼ 0 , by the
slackness conditions (14.11). By equating the Kuhn-Tucker conditions, we get
χ ¼ c2 � c1 > 0, therefore Q1 ¼ Kmax.

First-order conditions of the constrained maximization problem together with the
slackness conditions prove the previous result. Excess transmission capacity implies

Result

Both power producers are active at the equilibrium if the line is constrained
(necessary condition).

Result

If there is excess transmission capacity, the inefficient plant is not dispatched
(sufficient condition).
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Q1 < Kmax, which in turn means χ ¼ 0. Therefore, by equalizing the two first-order
conditions (14.9) and (14.10), we get: c2 � c1 ¼ μ2 � μ1. See that : c2 � c1 > 0. Now,
we have three cases: i) μ1 > 0, μ2 > 0: it is ruled out since we focus on interior solutions;
ii) μ1 > 0, μ2 ¼ 0, impossible given the non-negativity constraint of multipliers; iii)
μ1 ¼ 0, μ2 > 0, it implies Q1 > 0, Q2 ¼ 0.

From the previous results, we have:

The result immediately follows from the previous ones, considering that the positive
social marginal value of the transmission line is measured by χ, which is the value of the
marginal increase in the transmission line.

Nodal prices are calculated as prices that maximize welfare. The most efficient plant
should serve consumers as long as there is no congestion and the demand is sufficiently
low. Line congestion implies a price above marginal cost of the efficient producer. When
we consider the possible levels of load, we see that there are three possible situations
depending on the relative balance between demand and supply: no congestion, relative
congestion and absolute congestion.

• No congestion: electricity demand is below the transmission capacity of the line.
In this case only the efficient plant will be dispatched atU

0 ð�Þ ¼ Q1 < Lmax: The nodal
price coincides with the marginal cost p ¼ c1:

• Relative congestion: similarly to the previous case, but the production of the efficient
plant saturated the line Q1 ¼ Kmax: The nodal price is p ¼ c1 þ χ: The shadow value
of the transmission constraint here is positive: χ ¼ U

0 ðKmaxÞ � c1:

• Absolute congestion: the inefficient plant is called into operation to serve the load
above the production of the efficient one, which is constrained by the line capacity.
One can also interpret this situation by saying that the consumption nodes require
electricity from the inefficient plant that complements the import of more efficient
production. The nodal price is aligned to the marginal cost of the inefficient plant:
p ¼ c2: The shadow value of the transmission constraint is χ ¼ c2 � c1:

See that when there is absolute congestion, the value of the transmission line is equal
to the differential between the marginal cost of the two interconnected nodes. Since the
analysis assumes that the network configuration is given (i.e. it is a short-run one), nodal
pricing is also called Short Run Marginal Cost (SRMC).

Figures 14.2 illustrates these three cases.
In panel (a) of Figure 14.2 we can see that the intercept between the demand function,

namely, the load, and the marginal production cost of plant 1 corresponds to an
equilibrium quantity Q1 below the line capacity constraint. In panel (b), electricity
consumed is exactly equal to the line capacity, whereas in panel (c) the inefficient

Result

When both plants are active and there are asymmetric production costs, the
transmission lines between the two plants have a positive social marginal value.
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plant 2 provides the complement to what can be produced by the efficient plant 1, which
cannot transfer more than the line capacity constraint Kmax.

14.3 Transmission Constraints and Line Losses

Electricity transmission is constrained not only be line capacity, but also from the
physical laws regarding power transmission and power losses. Recall that, as explained
in Chapter 2, when electrons flow, there is an energy loss in the form of unused energy,
namely, heating, which is (roughly) proportional to the line resistance.2 Considering the
main parts of a typical transmission and distribution network, the average values of
power losses at the different steps can be calculated as follows:

1–2 percent – Step-up transformer from generator to Transmission line;
2–4 percent – Transmission line;
1–2 percent – Step-down transformer from Transmission line to Distribution network;
4–6 percent – Distribution network transformers and cables.

The overall losses between the power plant and consumers are then in a range between
8 and 15 percent. For instance, the U.S. Energy Information Administration estimates
that electricity transmission and distribution losses average about 5 percent of the
electricity that is transmitted and distributed annually in the United States.3

Transmission losses can be modeled as differences between production and consump-
tion. Let us consider here how losses can be modeled and impact nodal pricing. Focusing
on the impact of line losses, we assume that there is no transmission constraint.
In a simplified scheme, that neglects external factors, voltages, and so on, losses can
be represented by the following equation:

(c)(b)

U´ (Qd)

c2

c1

U´ (Qd)

c2

c1

(a)

Qd
 = Q1

U´ (Qd)

c2

c1

Kmax Qd
 = Q1 = K

max Qd
 = Q1 + Q1Kmax

Figure 14.2 Equilibrium with no congestion (panel a), partial congestion (panel b) and absolute
congestion (panel c)

2 For the sake of simplicity, in this book we use “resistance” as a general term, even though in AC circuits the
proper concept is impedance.

3 Source: EIA, www.eia.gov/tools/faqs/faq.php?id=105&t=3.
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LðQdÞ ¼ hðRÞQ2
i ; ð14:13Þ

where R is the line resistance, with h
0 ðRÞ > 0. Notice that marginal losses L

0 ð�Þ and
average losses LM are proportional:

L
0 ðQdÞ ¼ 2hðRÞQi ¼ 2LM : ð14:14Þ

14.4 Optimal Dispatching and Nodal Pricing with Losses

Due to the losses, electricity consumption is below electricity generation:

Qd ¼ Qi � LðQdÞ: ð14:15Þ

We focus on losses for simplicity, thus neglect the quantity and transmission capacity
constraint. The welfare maximization problem (14.1) becomes:

max
Qd ;Qi

UðQdÞ � CðQiÞ ; s:t: Qd ¼ Qi � hðRÞQ2
i : ð14:16Þ

See that now the load-balance constraint includes losses, given by Equation (14.13).
The Lagrange Equation is:

L ¼ UðQdÞ � ciQi þ λ
�
Qi � hðRÞQ2

i � Qd
�
: ð14:17Þ

Solving it, we have the following F.O.Cs:

∂L
∂Qd

¼ 0→U
0 ð�Þ ¼ λ;

∂L
∂Qi

¼ 0→ci ¼ λ
�
1� 2hðRÞQi

�
;

ð14:18Þ

which can be simplified as:

U
0 ð�Þ ¼ ci

1

1� 2
Lð�Þ
Qi

� �
0BB@

1CCA; ð14:19Þ

where we have made use of the following relation: 2hðRÞQi ¼ 2hðRÞQ
2
i

Qi
¼ 2

LðQdÞ
Qi

.

Notice that the average line losses are an increasing function of electricity generation.
In terms of nodal pricing, we get:

p ¼ ci

1� 2
Lð�Þ
Qi

� � ; ð14:20Þ
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The presence of losses alters the optimal dispatching of Power plants. Let us
consider, as an example, the case represented in panel (a) of Figure 14.2, assuming

that now there are losses LðQdÞ when importing energy in node 2. This is
described in Figure 14.3. Equation (14.19) shows that the marginal cost of the
energy imported in node 2 now becomes an increasing function of the quantity
imported, due to the losses which are proportional to the quantity imported. Let us
describe the equilibrium with losses with a superscript °. Figure 14.3 shows the
new equilibrium and compares with the equilibrium without losses, point D in the

figure. The existence of losses implies that beyond Q°
1 it becomes optimal using plant

2 in node 2 in order to serve the load, instead of continuing to import energy from plant 1.
Therefore, some of the load is now served by plant 2, for a quantity equal to

Q°
2 ¼ Qd � Q°

1. It is clear that losses imply an inefficient equilibrium, for two reasons:

1) the amount of energy Q°
2 that was produced, with no losses, by plant 1 at

a marginal cost c1 is now produced by plant 2 at a higher marginal cost; 2) the amount
of energy, that in Figure 14.3 equals D-B, which is not produced at all since in node 2 the
price of energy is now increased to c2.What is shown in Figure 14.3 can be generalized
as follows.

Learning Outcomes

• Nodal prices are the simplest way to implement the first-best solutions, corresponding
to welfare maximization, which gives optimal quantities.

Figure 14.3 Inefficient dispatching due to transmission losses

Result

When there are asymmetric production costs, the existence of transmission losses
makes the efficient plant less competitive, altering the optimal dispatching with-
out losses and inducing inefficiency.
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• If there is no congestion, the price coincides with the marginal cost of the electricity
producer, as is the case for any competitively supplied commodity. If there is conges-
tion, the price is above the marginal cost, which signals the scarcity value of the line.

• When plants with different costs supply the load and the relatively more efficient ones
must use the transmission facility, the inefficient plants are dispatched only if load is
above the line capacity (absolute congestion). If the demand is exactly equal (or less
than) the transmission capacity, only the efficient plants produce energy.

• Line losses have an impact on the marginal production costs of plants. Losses can
make more efficient plants less competitive, if they have to transport electricity,
altering the optimal dispatch and inducing inefficiency.
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15 Meshed Networks and Congestion

15.1 Introduction

In this chapter, we detail how electricity moves when different lines connect producers
and consumers. There are two possible configurations for power transmission lines.
Recall that in a System, lines connect nodes.Whenever the grid is made of lines such that
electricity can flow from one node to another on a single path only, we shall call this
network radial. The simplest radial network comprises two nodes and a single line
connecting them. If in the system there is more than one path that power can take to go
from one node to another the network is defined as meshed. We analyze the simplest
meshed configuration, a three-nodes network. Electricity may create a “loop,” or a circle
in a simple circuit with three-nodes with production and consumption. The question is
the same as in the Chapter 14: given a congested line, how does electricity flow into the
circuit and how can this be revealed by nodal prices?

We extend the nodal prices methodology to answer these questions and find optimal
electricity prices in a three-node network, where one line can be congested. We also
explain that congestion may create market power, eliciting strategies that include
production capacity withholding, but also more complex behavior.

The real situations under which physical laws constrain network transmission, occur
not only within a system, but also among all the interconnected systems. This latter case
is crucial, for instance in building integrated electricity markets among different coun-
tries, where loops may cause surcharge and congestion. How electricity markets cope
with the issues of cross-border transportation and congestion will be reviewed in light of
the theory of nodal prices, taking European markets as an example.

15.2 From Two-Nodes to Three-Nodes Systems

In the previous chapter, we described the optimal allocation problem in a system
comprising just two nodes. When we extend the network configuration to a three (or
more node) system, taking stock of the transmission capacity constraint becomes more
complex. Indeed, what matters for power transmission is the power line resistance,
which is linked to voltage and current through Ohm’s law (see Chapter 2).
The magnitude of the current flowing in a given path, for a given voltage, depends on
the resistance. If we assume that lines connecting nodes are made of the same material
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(same resistivity) and are of equal length, the length of the path determines the resistance
and thus the power flow. The following example helps to clarify the role of resistance in
the network.

Example 15.1 Equilibrium in a Two- and Three-Nodes System Suppose that there is
a system made of two nodes, node 1 and node 2. In node 1 there is a net supply of
power (i.e. a difference between supply and demand), of 100 MW. For instance,
Q1= 400 MW and Qd

1 = 300. In node 1, there is a net demand of 100 MW.
Suppose, moreover, that there are two interconnecting lines between the two nodes.
Let us denote for simplicity by fli;k;j the flow of energy on the path from node i to
node j, which might pass through node k, if present. Each line would transmit half
the power flowing from node 1 to node 2: 2fl1;2 ¼ 100 MW, thus fl1;2 = 50 MW.
This is represented in Figure 15.1.

This result, however, depends crucially on the fact that the two lines are equal and
follow the same path. Suppose, in fact, that instead of linking node 1 and 2, one line
passes through node 3. In other words, there is a single line between node 1 and 2, but
there is another interconnected node 3. Let us assume that node is a neutral node, in the
sense that in node 3 production and load are balanced. Moreover, for simplicity, we
standardize to one the length of a path and assume that all lines have the same length.
The resistance of the three-nodes network is thus standardized to three, which is also
the total length of the path that electricity follows. The direct path from the generation
node 1 to the consumption node 2 is half as long as the indirect path from node 1 to
node 3 and then from node 3 to node 2. As a consequence, it also has half of the
resistance. Therefore, the power flowing on the indirect path from 1 to 2 through 3 is
half that of the power going directly from 1 to 2; the ratio of the power on the direct
path over the indirect path is 2/1. Even if node 3 does not add to, or subtract energy
from, the system it still has an impact on the maximum energy transferrable, due to
Kirchhoff’s laws. The sum of the capacity installed is the sum of maximum

Node 1. Q1 = 400 MW

Q1 = 300 MWd

Node 2. Q2 = 300 MW

Q2 = 400 MWd

fl1,2 = 50 MW fl1,2 = 50 MW

Figure 15.1 Equilibrium in a two-nodes system
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transmission capacity of all paths, and the resistance of the path 1–3–2 is twice as much
as that of the path 1–2. Thus, from Kirchhoff’s laws, we have the following system of
equations:

fl1;2 þ fl1;3;2 ¼ 100MW;

fl1;2 ¼ 2fl1;3;2:
ð15:1Þ

Solving it, we have fl1;3;2 ¼ 33:3MW, fl1;2 ¼ 66:6MW. This system is represented in
Figure 15.2.

Whether the equilibrium flow in a three-nodes system is admissible or not depends on the
capacity limit of each line and on their resistance. Let us show this.We replicate the problem
(14.1), adding the constraint of the three-nodes network described in Example 15.1, with
node 1 as the production node, node 2 the consumption node, and the load-neutral node 3.
Moreover, as in the Example, we suppose that the capacity constraints on all lines are equal
and that there is just one transmission capacity constraint that can be binding, the one on the
line 1–2, since the ratio of the power on the direct path over the indirect path is 2/1, and all
lines are supposed equal. The welfare maximization problem writes:

max
Qd ;Qi

UðQdÞ � C1ðQ1Þ; s:t:

aÞ Qd ¼ Q1;

bÞ Qi ≥ 0; ð15:2Þ
cÞ fl1;2 ≤Kmax;

dÞ fl1;2 þ fl1;3;2 ¼ Q1;

eÞ fl1;2 ¼ 2fl1;3;2:

The first and second constraint are the usual load-balance and positive supply con-
straint. Constraints (c), (d) and (e) are given by Kirchhoff’s laws. Simplifying them, we

Figure 15.2 Equilibrium in a three-nodes system
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can rewrite the capacity constraint as
2

3
Q1 ≤Kmax and replicating the usual analysis,

when the line is congested, we reach the equilibrium condition:

U
0 ð�Þ ¼ c1 þ 2

3
χ ð15:3Þ

Comparing solution (15.3) with that in Chapter 14, we see that the nodal price in node
2 is reduced. It is clear that with the transmission constraint of Example 15.1 the flow
described in Figure 15.2 is not feasible.

Example 15. 1 (cont.) The line from node 1 to 2 in Figure 15.2 has a maximum capacity
of 50 MW. The solution in the meshed line would not be feasible. In the optimization
problem the constraint fl1;2 = 50MWmust be added, which implies that fl1;2;3 ¼ 25MW.
The entire 100MWof net demand in node 2 cannot be served, but just 75MW from node
1 to node 3 can be transmitted.

15.3 Nodal Prices in Three-Nodes Networks

In meshed lines, the existence of the externality implies that the first best equilibrium
might not be attained. However, it is important to take into account that power flow is
a contracted quantity. This means that the flow of power from node 1 to 2, counter-
balances the flow of power from node to 2 to 1. As a consequence, when there is
a meshed network and there are plants that are located at different nodes, several effects
occur.When a less efficient plant produces, this increases the cost of energy provision, as
we already know. However, in a multiple-nodes network, it is possible that the energy
produced by a less efficient plant counterbalances the flow of energy in the opposite
direction on a given path, and this might reduce the power flow constraint on that path.
As a consequence, this might induce a higher level of production from a more efficient
plant. In other words, energy production in a multiple-nodes system can produce
positive externalities if they relieve congestion on the lines. It is quite possible that the
extra cost due to the production of a less efficient plant is more than compensated by the
positive externality arising from congestion relief, and therefore the overall cost of
production is reduced. Let us show this, adapting an example from Crampes and Laffont
(2001). Suppose that there is a three three-node network with the same configuration as
the three-node network described in Example 15.1. In particular, suppose that the
resistance of the direct path is 1/2 the resistance of the indirect path. Assume that
there are two plants, located at node 1 and node 3. Plant at node 1 is more efficient
than plant at node 3: c1 < c3. Node 2 is the consumption node. For power production of

plant 1, constraints are as in problem (15.2): fl1;2 ¼ 2

3
Q1; fl1;3; 2 ¼ 1

3
Q1. For the power
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production of plant at node 3, the constraints work on the two paths from node 3 to node

2, namely, the direct one 3–2 and the indirect one 3–1–2: fl3;2 ¼ 2

3
Q3; fl3;1; 2 ¼ 1

3
Q3.

Figure 15.3 represents the power flows.
See that on path 1–3 the flow of energy from plant 1 counterbalances the flow from

plant 3 on the reverse path. Thus, the net effect depends on the module of the difference
between the two flows. Assume now that there is a transmission capacity constraint just

on the line connecting node 1 and 3. Kirchhoff’s laws imply
1

3
jQ1 � Q3j ≤Kmax . Thus,

the welfare maximization problem now becomes:

max
Qd ;Q1;Q3

UðQdÞ � c1Q1 � c3Q3; s:t:

aÞ Qd ¼ Q1 þ Q3; ð15:4Þ
bÞ 1

3
ðQ1 � Q3Þ ≤Kmax;

cÞ Qi ≥ 0; i ¼ 1; 3:

The Lagrange Equation is as follows:

L ¼ UðQdÞ � c1Q1 � c3Q3 þ λðQ1 þ Q3 � QdÞ þ χ Kmax � 1

3
ðQ1 � Q3Þ

� �
þμ1Q1 þ μ3Q3: ð15:5Þ

The Kuhn-Tucker and slackness conditions are as follows:

∂L
∂Qd

¼ 0→U
0 ð�Þ ¼ λ; ð15:6Þ

∂L
∂Q1

¼ 0→c1 þ 1

3
χ � μ1 ¼ λ; ð15:7Þ

∂L
∂Q3

¼ 0→c3 � 1

3
χ � μ3 ¼ λ; ð15:8Þ

Node 1. Q1 injection Node 3. Q3 injection

Node 2. Qd consumption

1
3

| − |

1
3

+ 2
3

2
3

+ 1
3

Q1 Q3

Q1 Q3

Q1 Q3

Figure 15.3 A three-nodes system with positive externality
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μiQi ¼ 0; Qi ≥ 0; μi ≥ 0; i ¼ 1; 3; ð15:9Þ

χ Kmax � 1

3
ðQ1 � Q3Þ

� �
¼ 0; Kmax � 1

3
ðQ1 � Q3Þ

� �
≥ 0; χ ≥ 0: ð15:10Þ

From the solution of the system of equations, assuming that both plants are active, i.e.,
μ1 ¼ μ3 ¼ 0, we derive the nodal price equations:

p1 : c1 ¼ p2 � χ
3

p2 : U
0 ðQdÞ ¼ λ

p3 : c3 ¼ p2 þ χ
3

ð15:11Þ

As before, without congestion ðχ ¼ 0Þ all the prices are aligned to the marginal

consumption utility. In case of absolute congestion, i.e. when
1

3
ðQ1 � Q3Þ ¼ Kmax;

nodal prices will be such that p3 > p2 > p1. Prices encourage generation at node 3
which is costlier but allow using cheap generation originated at node 1. Plant injecting
power into the grid at node 3 creates a counter-flow that alleviates congestion in the
network. Because of this positive externality, the optimal dispatch solution can require
a high-cost plant to generate power despite the availability of cheaper generating
capacity elsewhere in the network. In the case of meshed networks, the flow of electricity
is more complex than in the two-nodes configuration: as long as cheap generation is
available, it will deliver energy to reach consumers, even if this implies that a higher cost
plant is active at the equilibrium. For this same reason, in contrast to the one-nodemodel,
in a meshed network the shadow value of the transmission capacity constraint is no
longer exactly equal to the difference in the marginal costs of generation at the two
nodes. In the case of positive externalities, the latter is lower than the shadow value of
the transmission constraint, or conversely, the marginal value of the transmission
capacity is higher than the cost differential:

c3 � c1 ¼ 2

3
χ → χ ¼ 3

2
ðc3 � c1Þ ð15:12Þ

One of the objectives of network pricing is precisely to share the cost burden of the
network between consumers and line owners, as we will explain in the following
Chapter.

15.4 Transmission Congestion and Loop Flows: Some Examples

Network congestion occurs very frequently in electricity networks, due to the density of
the lines and the multiple locations of generation and consumption. As an example, the
European Commission (2001) distinguishes two phases of network usage that may
create congestion, namely the determination of available capacity and the capacity
allocation mechanism steps.
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Transmission congestion costs arise from the fact that when transmission lines
represent a bottleneck, as we have shown, it is not possible to generate electricity
from the cheapest sources. One way to allow the value of the constraint posed by the
network to emerge, as we have seen, is using nodal pricing. However, in reality, nodal
pricing creates several practical issues. Indeed, it requires calculating a price at every
single node. Electricity networks are quite complex, and often composed of thousands of
nodes. Thus, from a practical point of view, in order to solve the DC-OPF problem some
nodes are grouped together, on a proximity basis and/or depending on their nature (load
or injection nodes). Thus, even where nodal pricing is in use, some criterion must still be
adopted to group nodes and allow congestion to emerge and price it. The set of different
nodes that are grouped together is called a Zone. In a given zone, a single price arises.
Clearly, the more nodes are grouped in a zone, the larger the zone but the less the DC-
OPF is representative of the true network topology, and thus the less the congestion
pricing adheres to the true underlying value of each single line. Zonal pricing will be
discussed in Chapter 16.

How does congestion pricing occur in practice? There are two interesting yet different
examples of congestion pricing implementation in the United States. California is
divided into congestion zones. Transmission constraints are small within each zone,
but large between zones. A usage charge is imposed on all customers who send energy
across zones. The charges are determined from bids voluntarily submitted by
a scheduling coordinator to increase or decrease power generation in their zone at
a specified cost. In New England, in contrast, congestion charges are calculated on the
cost of out-of-merit dispatch. Costs are allocated to each load based on the percentage
each load represents of the total load. Although this method is simple to implement, it
does not produce price signals on how to alleviate the congestion. However, New
England ISO does not have a significant transmission congestion problem.

Another interesting case study is the United Kingdom, in Europe, where the biggest
source of bottlenecks is network capacity between Scotland and England. There is
a surplus of cheap energy in Scotland, which cannot always be transmitted to
England. This bottleneck is worsened by the rise of zero marginal cost wind generation
in Scotland, which further widens the price disparity between Scotland and England and
Wales, increasing the opportunities for profitable flow of electricity southwards and
worsening the transmission congestion. Congestion costs increase the balancing costs
and are averaged over all producers and consumers on a pro rata per MWh basis,
included in Balancing Services Use of System charges. However, since there is no
locational element to this cost, there is scope for competition and efficiency to be
enhanced (Competition and Market Authority, 2015).

Congestion can be associated to internal or cross-border transmission. However, since
interconnections between national transmission systems have not been built with the
primary objective of facilitating energy exchange among countries, congestion arises
more frequently on cross-border lines. As the energy moves freely through the grid from
generation to consumption, imported/exported electricity flows do not necessarily
correspond to commercial flows. The components of AC transmission systems are
mostly passive elements that do not allow any control of the power flows across them.
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Rather, the pattern of power flows is determined naturally by the parameters of lines and
transformers, the network topology (i.e. the way lines and transformers are connected in
substations), and the pattern of power injected into or withdrawn from the network by
the producers and consumers. We have seen in Chapter 2 that there are some instruments
for influencing power flows, such as voltage controllers, transformer tap changers and
switches at substations, but the means to control power flows without affecting power
quality or increasing power losses are very limited. This is often the case for power flows
on interconnection lines across borders. Two kinds of flows can be considered:

• Transit flows: the physical flows due to the commercial relationships between one
zone to another zone, on the basis of the contract path of electricity delivery.

• Loop flows: physical flows due to internal energy transfers in a given pricing zone.

It is not possible in a meshed AC network to identify those specific power injections or
extractions that contribute to the power flow on a specific line, because practically all
injections and withdrawals affect each line flow to some extent. Thus, some indirect
measure has to be taken to identify these flows. For example, Elia, the Belgian SO,
calculates the expected values of loop flows by cancelling all commercial exchanges on
the interconnectors, and considering the remaining flows as loop flows on an hourly
basis. This calculation is based on two days ahead forecast data. Loop flows at the
Belgium borders (toward the Netherlands and France) may range from approximately
200 MW to 1,400 MWon an hourly basis.1

The relevance of the cross-border flows has been documented by various studies. For
instance, Singh et al. (2016) report that about 50 percent of commercially scheduled
transactions between Germany and Austria flow through interconnections with other
countries, with Poland and the Czech Republic being the most affected. The study
estimates that the unplanned power flows from Germany into the European region
occur approximately 17 percent of the time in a year when the commercial schedules
between Germany and Austria exceed 3,000MW. The primary reasons identified for the
unplanned flows in the continental Europe grids region are: insufficient coordination of
cross-border markets, allocation of transmission capacity and increased renewable
generation in Germany. Loop flows create external costs on the host area (i.e. that
receives the flow) when the grid is not able to accommodate the flow and when the
scope of scheduled flows within the host area must be reduced. These impacts include
increased costs of security of supply and system services, as well as reduced capacity for
market trade within the host country or between the host country and other areas.

An interesting question is how loop flows are managed in the different systems.
In Europe, for instance, cross-border transmission access has traditionally been domi-
nated in the past by the “contract path” principle: market parties had to determine a path
of control areas from the transaction source to its destination, acquiring rights for each
interface on its path. However, with increased interconnections between countries in the
internal energy market, EU-wide rules have become increasingly necessary to manage
electricity flows effectively. These rules, known as network codes, are Regulations

1 See www.elia.be/~/media/files/Elia/Grid-data/Interconnections/New-Loop-Flows-calculation.pdf.
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containing legally binding rules to access networks for cross-border electricity
exchanges (European Commission, 2009).2

If congestion can be anticipated by the System Operators because the transmission
demand across a specific network interface exceeds the existing capacity more or less
permanently, the only solution will be to allocate the existing capacity in advance to
market participants. Typical examples are auctioning procedures or reservation proce-
dures based on priority rules. This allocation imposes limitations on activities but saves
excessive costs for later congestion management. A permanent market splitting occurs
with the creation of a zone, which can eventually be modified on the basis of the
evolution of the network topology.

As we shall see in Chapter 21, SOs also have to assess network security as part of their
operational planning activities, as soon as actual information about the planned genera-
tion dispatch is submitted by the market parties. If network congestion is detected at this
stage (i.e. if secure network operation based on the submitted schedules is not considered
possible), it is up to the SOs to initiate countermeasures to relieve the congestion and
thus to facilitate secure network operation. This stage of the process is referred to as
congestion management. Typical countermeasures to be taken are adjustments of the
network topology or devices like phase-shifting transformers that have an influence on
power flows, or adjustments of generation dispatch by the SOs (i.e. redispatching) (see
Chapter 5).

Learning Outcomes

• In meshed networks, physical laws governing electricity transfer across the lines have
to be integrated as constraints in the welfare maximization.

• Going from two- to three-nodes networks implies that Kirchhoff’s laws become
crucial in assessing the constraint to the optimal power flow, which depends on the
lines’ resistance.

• When at least one line is congested, in a three-node network, prices at the different
nodes differ and the marginal valuation of the network is proportional to the nodal
price difference. The example of the three-nodes network illustrates that the nodal
pricing in a three-nodes network differs from that of two-nodes networks, because of
the effect of the network externalities.

• Inefficient power plants can be called on to produce because this might reduce the
congestion on a line and thus generate positive externalities, reducing congestion.

• The creation of large zones requires specific rules to measure and manage congestion,
especially when it occurs across borders.

2 To achieve non-discriminatory network access, the European directives seeking to ensure liberalization of
electricity markets require the formerly vertically integrated electric utilities to unbundle at least their
accounts with respect to transmission and distribution network operations. In particular, for the transmission
level, an independent (at least in management terms) Transmission System Operator (TSO) must be
designated in each country or area to ensure non-discrimination in system use between incumbents and
new entrants.
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16 Transmission Pricing in Practice

16. 1 Introduction

In competitive electricity markets, where any party selling or buying electricity connects
to and make use of the transmission network, regardless of who owns and operates the
power grid, network regulation encompasses two dimensions: access and pricing.
In order to achieve non-discriminatory network access, it is generally required that the
formerly vertically integrated electric utilities unbundle at least their accounts with
respect to network operation and any other activities. For the transmission level, the
SO must ensure non-discrimination access to the network between the incumbents and
new entrants (Laffont and Tirole, 1996; see also Chapter 6 on regulation). Our focus here
is on transmission network pricing attached to transmission usage. We detail some
examples of network pricing implementation and we briefly conclude on congestion
management rules that will be further discussed in Chapter 17.

16.2 Network Pricing Classification

All the theoretical findings reported in the previous chapters on network pricing rely on
the key hypothesis that an efficient market exists which, at any time, delivers optimal
nodal spot prices. Nothing seems less realistic when one explores the real-world
electricity markets: with some exceptions, the models implemented in practice adopt
simpler solutions which, of course, depart from the most efficient one. The most
commonly used pricing rules are a mixture of two main classes (Crampes and Laffont,
1996):

• In theOpen Market model, payment at one point gives access to the whole network.
The point-of-connection tariff could be nodal, that is, linked to the costs of producing
electricity, or based on the accounting costs of assets.

• In the Transportation model, tariffs are related to distance. For instance, in the
contract path, entry and exit points are specified and the price refers to the cost of
the assets on the agreed transmission path.

Within this classification, transmission pricing methods can be classified in two
categories: cost-based methods, which are methods driven by transmission investment
costs and value-based methods, which are driven by generation costs.
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In the cost-based methods we can find the following methods:

• postage-stamp;

• contract-path;

• MW-mile;

• investment cost related network pricing (ICRP);

• area of influence and tracing methods.

In the value-based methods there are:

• zonal prices;

• short-run marginal cost (SRMC);

• long-run marginal cost (LRMC).

In this chapter, we discuss postage stamps for the cost-based methods and zonal prices
for value-based methods. For the cost-based methods, postage stamps are the most
widely used solution. For value-based methods, the theory of the SRMC has already
been introduced in Chapter 14 and 15. Note that SRMC is also referred as Locational
Marginal Pricing (LMP). Transmission LRMC is the investment and operation cost of
transporting one additional MW across the network when transmission capacity can be
altered. This will be analyzed in Chapter 17. However, before focusing on postage
stamps and zonal prices, we provide a brief review of the other methods as well.

Contract path andMW-mile methods were developed at the end of the 1980s and used
extensively mainly in the United States (Green, 1997). In the contract path method, the
SO and the customer agree on a fictitious path (contract path) for the service.
The contract path interconnects the points of injection and withdrawal, although it is
defined virtually, regardless of the effective power flow. Once the contract path has been
determined, all or a part of the transmission cost related to the specified path is assigned
to the transaction, and transmission charges are calculated.

MW-mile can be calculated depending on the distance or the electricity flow. In the
distance-based method, transmission charges are allocated according to the magnitude
of transacted power and the geographical distance between the points of delivery and
withdrawal (i.e. the product of power of the specific transaction and the distance that this
power virtually travels in the network). This is the case with the flow-based pricing
scheme, progressively introduced in Europe by the Regulation establishing a guideline
on Capacity Allocation and CongestionManagement (CACM), which entered into force
in 2015. In this method, energy exchanges between bidding zones are limited by power
transfer distribution factors and available margins on critical network elements.

ICRP method was developed by the National Grid Company (UK) and it is currently
used for calculation of the Transmission Network Use of SystemCharges in England and
Wales. The method is based on a transportation model to determine the optimal capacity
of the network. It is based on the marginal investment cost of additional demand or
generation, using a DC load flow transportation model.

The Area of Influence method was developed in Chile at the beginning of the 1990s
and it is currently in use in Chile and Bolivia. It requires the calculation of a pro-rata
quantity to allocate the cost of the transmission assets included in the area of influence
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among the users that share the same common area, this latter defined as the set of lines,
substations and other facilities affected by the power production of one generation unit.
The basic toll is a fixed charge that contributes to the maintenance and investment of
the lines serving the influence area. Tracing methods to allocate transmission system
costs over producers and demand have been studied from the academic point of view,
but they are not in practical use. These methods decompose the network flows into
components associated with individual customers. Distribution factors for such flows
are defined through a sensitivity analysis and indicate the relation between a change in
power injection in a certain bus and a change in the power flow in a particular line.
An optional tracing method using generalized generation distribution factors has been
used in Chile to calculate the pro-rata quantity among users that share the same common
Area of Influence (Rudnick et al., 1999).

16.2.1 Postage Stamps

The postage stamp method is widely used worldwide. For instance, in the European
Union, most SO implement a national postage stamp system, which has hardly any
reference to nodal prices. A postage stamp rate is a fixed charge per unit of energy
transmitted within a particular zone, regardless of the distance that the energy travels.
Postage stamp rates are based on average system costs and may have a variety of rate
designs, based on energy charges (cents per kWh), load charges (cents per kW), or both
energy and load charges. Rates often include separate charges for peak and off-peak
periods, may vary by season, and, in some cases, set different charges for weekday
versus weekend and holiday usage. Transmission services are also generally offered on
both a firm-basis and non-firm basis. Firm in energy transmission means that the
SO guarantees service subject to emergency curtailments or system congestion.
In contrast, non-firm transmission services are more economical than firm service, but
are subject to curtailment or interruption, often with little or no advanced notice by
the SO.

Like the postal service, postage stamp does not depend on the distance; the price is
independent of the connection point and it is not directional. All nodes are viewed as
belonging to a wide unique zone, which is often identified with the national territory.
The main argument in favor of this kind of pricing is that it is very simple to implement
and maintains some sort of equity between all system users. But such schemes are not
efficient, since they have no relation with the power flow and the injection and with-
drawal nodes. Furthermore, in cross-border exchanges, multiple transmission fees can
apply for a single transaction. This accumulation of access charges, called pankcaking,
is clearly inefficient and penalizes long-distance power deliveries.

Although postage stamp tariffs continue to be a commonly used solution, for instance
for the case of the ENTSO in Europe, there is a trend in the opposite direction of
economic signals. This is the case with the most recent guidelines contained in the
European Regulation 1228, where it is stated that “a proper system of long-term
locational signals would be necessary based on the principle that the level of network
access charges should reflect the balance between generation and consumption of the
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region concerned,”1 and that “it would not be appropriate to apply distance-related
tariffs.”2 Moreover, the regulation makes clear that “congestion management methods
implemented by Member States shall deal with short-run congestion in a market-based,
economically efficient manner, whilst simultaneously providing signals or incentives for
efficient network and generation investment in the right location,”3 and “price signals
that result from congestion management systems shall be directional.”4 These are the
features of the flow-based model that is being adopted by various European counties.

16.2.2 Zonal Prices

As noted above, a zone is a set of nodes that are properly grouped. Zonal pricing
aggregates several nodes into a predetermined number of zones. This solution was
first proposed by Hogan (1998). Under zonal pricing, the power system is divided into
several zones and the costs are evaluated within each zone. Within each zone, the price
of access to the grid is uniform (as in the Open Market model), while the price of
transferring energy from one zone to the other is related to distance (as in the
Transportation model). The optimal size of the zones should be the result of a trade-
off between more competition among power producers (and consumers) and the loss of
efficiency in the dispatching of the grid.

In each zone, price is formed following the principle of economic dispatching that
we have already introduced (Chapter 10). In order to identify zonal prices, nodes are
first grouped in possible subsets (i.e. zones). Then, the market is considered as unique
(i.e. all nodes are grouped together: if the day-ahead production/consumption plan
respects all network constraints across all possible subsets zones, there is no conges-
tion and a single price for the whole network emerges). The equilibrium price
corresponds with the intersection of national (or system-wide) demand and supply
curves, as in an unconstrained optimization. On the contrary, if a network constraint is
saturated, then the geographical market is divided into two sub-markets, each one
aggregating all the zones above and below the saturated constraint. Then market
demand and supply curves are constructed for the sub-markets (taking into account
the quantity that can flows between zones up to the transmission limit) and the process
of market clearing is reiterated in each zone. If no further congestion occurs, two zonal
prices result. In the case of permanence of network saturation, the process of splitting
out the markets continues until all constraints are satisfied. When there is no conges-
tion in the grid, we say that the market is coupled, or that there is market coupling.
When more than a single zone arises, we say that the market is split, or that there is
market splitting.

Figure 16.1 presents an example of unconstrained network. Zone A is dispatched by
a total of 700MWh coming from two plants, 1 and 2, which produce at a marginal cost of
€20/MWh and €30/MWh, respectively. Zone A load is 650 MWh, therefore 50 MW can

1 Regulation EC No. 1228/2003, (12), p. 2. 2 Ibid., (14), p. 2. 3 Ibid., Annex, Art. 1, p. 9.
4 Ibid., Annex, Art. 4, p. 9.
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be supplied to zone B. This is the potential export. Transmission limits are 100MW, thus
the potential export is within the limits. In zone B, load is 200 MWh. Plant 3, producing
at a marginal cost of €40/MWh provides the additional 150 MWh, dispatched to zone
B. In the merit order approach, the SMP is €40/MWh and, since the line is not saturated,
there is no congestion and a single price arises. There is thus a unique market, namely,
market coupling.

If now plant 1 increases its supply to 700 MWh the line becomes saturated. See
Figure 16.2. Zone B demand will be served by the electricity that transits on the network
and by an additional 100 MWh coming from plant 3. There is market splitting: the
market is split in two zones, with different prices. Zone A price is €30/MWh and
zone B price is €40/MWh.

In multiple zone networks, the process of market splitting can give rise to different
market configurations, depending on which line is congested and thus which constraint
is binding, as described in Figure 16.3.

Markets that are based on zonal pricing are formed by repeating the process described
above, and observing how many zones emerge through market splitting. If it comes to
pass that one zone, for instance, on average over a relevant period of time, is split, this
means that there are relevant transmission limits between that zone and the other ones.
Thus, that zone is fixed as a market zone. Over time, market zone configuration can

Zone A. Load:
650 MWh

Transit: 50 MW

Total dispatched supply in Zone A:
700 MWh

Zone B. Load:
200 MWh

Total dispatched supply in Zone B:
200 MWh

PA= PB= €40/MWh

Q1 = 550 MWh
€20/MWh

Kmax = 100 MWh

Q2 = 150 MWh
€30/MWh

Q3 = 150 MWh
€40/MWh

Potential export
50 MWh

Import
50 MWh

Figure 16.1 Equilibrium in a zonal market: market coupling
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Import
100 MWh

Zone A. Load:
650 MWh

Transit: 100 MW

Total dispatched supply in Zone A:
850 MWh

Zone B. Load:
200 MWh

Total dispatched supply in Zone B:
200 MWh

Potential Export
200 MWh

Q1 = 700 MWh
€20/MWh

Q2 = 150 MWh
€30/MWh

Q3 = 100 MWh
€40/MWh

Kmax = 100 MWh

PA= €30/MWh <  PB= €40/MWh

Figure 16.2 Equilibrium in a zonal market: market splitting in two zones

Zone A

PA = PB = PC

Zone B

Zone C

Zone A

Zone B

Zone C

Zone A

Zone B

Zone C

PA = PB < PC PA < PB < PC

Figure 16.3 Equilibrium in a zonal market: market splitting in more than two zones
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change to take stock of the evolution of the network. For instance, in Australia’s NEM
the zone (called region) of Snowy was abolished and split between New South Wales
and Victoria. In Italy, the Calabria market zone was merged into the South zone, forming
a larger market zone.

16.3 Distributional Issues with Network Pricing

Transmission networks provide electricity transportation from plants to consumers
located at different geographical locations on the network. Generation facilities are
generally located close to the primary sources of energy, for instance hydroelectric
power plants are located beside rivers with appreciable inflows and height differ-
entials, coal-fired thermal plants are located close to coal mines or harbors with
facilities to disembark the coal and sea water for cooling, and combined-cycle gas
turbines are located close to gas pipelines city-gates. Consumers are geographically
dispersed depending on the economic activity they perform, for instance, residen-
tial and commercial customers are located in cities and towns and industrial
consumers are located in places where they optimize transportation costs of the
different production factors.

Since assets of the transmission network are sunk costs, these costs must be charged to
the users of the network (producers and consumers). Indeed, the grid provides positive
externalities to network users, and from a theoretical point of view, the network charge
should be tailored to internalize those network externalities. As for positive externalities,
there is clearly a free riding problem: nobody in the energy market would wish to pay
a higher transmission charge than its competitor, on the one hand, and no one would wish
to reveal its true value, if they can play strategically, on the other hand. Therefore, the
payment of those charges must be a regulatory obligation for all participants in the
energy market.

Different countries take different approaches in allocating the total costs of trans-
mission network services to be recovered from power producers and load customers.
The split of total transmission charges between generation and load should take place
according to the total benefits that generation and load obtain from the grid. However,
given that estimating these benefits may turn out to be very difficult, in most cases,
a 50/50 split of costs between the two groups may be adopted. System authorities can
limit the costs to be paid by producers, since their operational decisions may be more
sensitive to the level of transmission charges than those by loads (Olmos and Arriaga,
2009).

In practice, different solutions are adopted. Many countries apply transmission
charges only to load (e.g. Germany and the Netherlands) while others (e.g. the United
Kingdom) choose to split charges between plants and load. A similar issue arises in
relation to investments to deliver security of supply, with one caveat: to the extent that
security of supply is mostly required by the demand side, due to the higher economic
impact of power outages on consumers rather than plants, service criteria can be
allocated to consumers only.
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16.4 Transmission Pricing: Some Experiences

This section illustrates a few instructive cases in the practical aspects of transmission
pricing, namely, the United States, where different solutions are adopted, and Italy, as an
example of zonal prices.

16.4.1 Transmission Pricing in the United States

The Energy Policy Act in 1992, introduced competition in the electricity sector and
included provisions instructing the Federal Energy Regulatory Commission (FERC) to
issue an order making transmission services available to any party. In 1996, FERC
issued Order 888 and 889 which required utilities to unbundle transmission, distribution
and wholesale generation services and established transmission service as a common
carrier service. The orders also required jurisdictional utilities, which own, control or
operate transmission lines, to file non-discriminatory open access tariffs to FERC
for approval. Order 889, also known as the OASIS rule, requires utilities to share
transmission capacity, pricing and other information necessary to grant an open non-
discriminatory access transmission service. The order also notes that utilities may wish
to go beyond functional separation and devote transmission to an Independent Systems
Operator (ISO). The ISO would coordinate the use of the transmission system and
ensure that the principle of non-discriminatory use of the transmission system is upheld.

The biggest operating ISOs5 are: California ISO (CAISO); Electric Reliability Council
of Texas (ERCOT); Pennsylvania, New Jersey, Maryland (PJM); ISO New England6

(ISO-NE); New York ISO (NYISO); Southwest Power Pool7 (SPP); Midcontinent ISO8

(MISO).
The responsibilities of ISOs are very broad, going beyond the role of ensuring equal

and fair access to the transmission system. ISO functions can be classified broadly under
two categories: the facilitation of a wholesale power market, and pricing of the network
and related facilities. The relative importance of the functions within these two cate-
gories and the details of how they are performed vary among ISOs.

Traditional transmission pricing in the United States is based on a routing scheme, the
contract path or MW-mile. Much of the interest in transmission pricing reform involves
moving away from utility-by-utility contract path pricing to regional transmission tariffs
based on power flows and congestion pricing. The difference in nodal prices, namely,
congestion costs, can either be assigned directly to those users that cause the congestion
or shared among all users. The revenues that the ISO obtains from congestion, the
so-called congestion rent, are distributed in different ways. In California, for instance,
such revenues are used to reduce the access fees that all transmission customers pay.

5 The ISO map can be accessed at www.ferc.gov/industries/electric/indus-act/rto.asp.
6 ISO-NE serves Connecticut, Maine, Massachusetts, New Hampshire, Rhode Island and Vermont.
7 SPP includes all or parts of Oklahoma, Kansas, Nebraska, South Dakota, North Dakota, Montana,
Wyoming, Texas, New Mexico, Arkansas, Iowa, Missouri and Louisiana.

8 MISO groups all or parts of Mid-West United States, Arkansas, Mississippi, Louisiana and Manitoba
(Canada).
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Another possibility is to create a system of transmission congestion contracts. These
contracts would establish a comprehensive set of rights either to make power transfers,
or to receive compensation for the inability to do so through redistribution of congestion
rents to the holders of transmission congestion contracts (see Chapter 17 for a detailed
description).

Most ISOs have proposed zonal pricing, considered as an interim method. The most
noticeable exception is PJM, the biggest electricity pool in the United States, which
implements nodal prices in the real-time market. These prices are calculated every five
minutes, based on the actual system operations security-constrained economic dispatch.
Separate accounting settlements are performed for the day-ahead market, where the
settlement is based on scheduled hourly quantities and on day-ahead hourly prices, and
the real-time market, where the settlement takes into account hourly integrated quantity
deviations from day-ahead scheduled quantities and real-time prices integrated over
the hour. The day-ahead price calculations and the real-time price calculations are based
on the concept of nodal pricing.

Some regions use a megawatt-mile method for pricing transmission (e.g. SPP,MISO).
This approach is a distance-based method that takes into account parallel power flows.
This pricing approach gives no credit for counter flows and is administratively much
more complicated than other methods, as each transaction must be calculated; rates must
therefore be re-calculated for each change to a transaction or each additional transaction.

There are also firm transmission service contracts which are long-term contracts.
Non-firm agreements can be either short or long term. Under the FERC Order 888,
utilities are required to offer both location specific and network transmission service.
Location-specific services have specified points of delivery and receipt, transmission
direction, and quantities. Network service is typically negotiated through a longer-term
contract and involves flexible delivery points and quantities.

Table 16.1 summarizes the main choices for transmission pricing in the United States.

16.4.2 Zonal Pricing in Practice

In Australia, NEM form a zonal market. In Europe, most countries use postage stamp
tariffs. In Italy and in the Nord POOL, which groups several Nordic European countries,
zonal pricing is adopted. The Italian market is an interesting case since it is a zonal
market that spans the whole national market. It comprises six geographical zones (plus
foreign virtual zones which represent transit flows with neighboring countries and poles
of limited production in which there is limited load and bottlenecks to some relevant
power plants). The twenty administrative regions which make up the Italian territory are
aggregated into geographical zones (North, Centre-North, Centre-South, South, Sicily,
Sardinia). Historically, the zone configuration was due to relevant bottlenecks, but prices
across zones are converging, and zones are increasingly coupled. For example, over
the year April 2016 to April 2017, almost all average zonal prices followed the same
trend (increasing from €30/MWh to a maximum of €79/MWh at the beginning of 2017,
then decreasing). A relevant exception is Sicily, which is an island with a limited
transmission capacity with the continent, that suffered from relevant transmission
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congestion and due to the limited internal supply, experienced prices that remained on
average around €52/MWh over that period.9

Learning Outcomes

• Network pricing can be based on the open market model (if payment at one point gives
access to the whole network), or the transportation model (if payment depends on the
distance).

• Transmission pricing methods can be classified in two categories: cost-based methods
(postage-stamp, contract-path; MW-mile, investment cost related network pricing,
area of influence and tracing methods), and value-based methods (zonal prices, short-
run marginal cost, theoretical long-run marginal cost).

• The international context in electricity transmission regulation shows a wide variety of
pricing schemes. The most frequent types are methods based on Short Run Marginal

Table 16.1 Transmission pricing in the United States

Pricing

ISO Transmission rates Congestion management

California ISO Initially zonal (based on customers’
service territory location), actually
uniform pricing

Zonal; ISO may schedule voluntary trades;
users pay for inter-zonal congestion, receive
value for relief; adjustment bids for intra-
zonal redispatch

ISO-New
England

Postage-stamp access charge by region
after transition period

ISO dispatches out-of-merit resources when
capacity available, charges by hour and area

PJM ISO Zonal (network service); ISO uses
locational MP

Locational MP

New York ISO Zonal (based on customers’ service
territory location)

Uses voluntary bids (increment or decrement);
nodal pricing reflects congestion

Texas ISO Access charge plus impact charge per
MW-mile

Ensures redispatching; all users share costs (for
planned transactions), individual users
otherwise

Midwest ISO Zonal rates (based on customers’ service
territory location) actually uniform
pricing

ISO provides information for transmission
customers; all users share costs incurred to
avoid curtailment of firm supply

IndeGO Access charge by region, capacity
reservation for price certainty

Take bids on power purchase/sale to create
reverse flow; paid by those causing
congestion

(Northwest)

DesertSTAR Zonal Take bids on power purchase/sale to create
reverse flow; paid by those causing
congestion

(Southwest)

Source: Adapted from NECA (2015).

9 Note that while producers receive zonal prices in the occurrence of congestion, buyers pay the National
Single Price (PUN) for the electricity bought in the pool, which is an average of zonal prices weighted by the
zonal purchases.
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Costs at different locations on the network, such as transmission rights schemes in use
in several systems in the United States; simple postage-stamp methods, used in many
European countries; and zonal pricing, as in the Nord pool, in Italy and in Australia
NEM.

• Cost reflectivity, which is one of the main objectives of transmission pricing, is not
always achieved, even if there is a progressive movement toward increasing usage of
nodal prices, as is the case for PJM in the United States.

• There are different approaches for allocating the total cost of transmission network
services to be recovered from power producers and load customers, the 50/50 solution
not being the most frequently used.
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17 From Nodal Prices to Transmission
Capacity Expansion

17.1 Introduction

The analysis we have performed so far in this Part was aimed at evaluating the impact of
the transmission constraints on electricity prices, assuming the network capacity con-
straint as given. We have shown that the value of the marginal expansion of the grid
equals the price differential among nodes due to the congestion, if any, weighted by the
externalities that the grid generates. However, we did not consider the role of incentives
to transmission capacity expansion. We shall do it here. In particular, in this chapter we
investigate the optimal value of investment in the grid and the incentives to invest
(Joskow and Tirole, 2005). We investigate these issues under the criterion of welfare
maximization.

17.2 Interconnections and Net Export Curves

In order to evaluate the incentives to transmission capacity expansion, we start from the
simple 2 node network described in Paragraph 14.2.2, namely, the case of two asym-
metric plants (or set of plants), located at nodes, or zones, 1 and 2, whose cost functions

are such thatC
0
1ðQ1Þ < C

0
2ðQ2Þ;withC0

iðQiÞ > 0, i =1,2. Load is located at node 2, and is

represented by a demand function UðQdÞ large enough not to be satisfied by the power
flowing just from node 1. Moreover, assume that there is permanent congestion on
the transmission line. Denote as pi the market clearing prices for power generation at
node i. We can define node 1 as an exporting node, and 2 the importing one. Notice

that since at equilibrium the line is congested, Q1 =Kmax and Q2 =ðU 0 ðp2Þ � KmaxÞ.
Under all these assumptions (and ignoring line losses), we follow the nodal price

model, when the line is congested. The equilibrium nodal prices will be:

p1 ¼ C
0
1ðKmaxÞ

p2 ¼ C
0
2

�
U

0 ðp2Þ � Kmax
�
> p1

ð17:1Þ

Let the SO receive as a remuneration for having made available and managing the grid
the difference between the price at the exporting and the importing node, per each unit of
energy that is being exported, which is limited by Kmax. Therefore, its remuneration is:
(p2 − p1)Kmax. Such a remuneration is called congestion rent.
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definition. Congestion Rent (CR): the remuneration the SO receives from a con-
gested line. It equals to the difference between the prices at the importing and the
exporting node for the whole energy flowing on the congested line.

Notice that the congestion rent is the value of each unit of energy flowing, multiplied
by the flow on the line, this latter depending on the line capacity.

We can relax the assumption of no load in node 1 and provide a graphical representa-
tion of the generation and load at each node and the transportation capacity. This helps to
visualize the congestion rent. Let there be two nodes, 1 and 2. From now onward, we
shall use nodes and zones as synonymous. Each zone has its load and generation.
Assume also that the cost of generation in zone 1 is cheaper than in zone 2. We start
from a theoretical situation of no interconnection between zones 1 and 2. It would be the
case of two purely separated markets. Let us plot the energy demand and supply curve of
each of the two zones on a single picture, as in Figure 17.1.

We have represented a case in which the quantity cleared in zone 1 and 2 are equal, for

ease of representation. In Figure 17.1 this quantity isQ1 ¼ Q2 ¼ ~Q . We can see that for

zone 2 is exist a load above ~Q that is not served because the willingness to pay for it is
below the production cost. This quantity can be defined as the net demand of zone 2.
Similarly, in zone 2 there are production possibilities that are not exploited because the
willingness to pay in that zone is below the production cost. This is called the net supply
of zone 1. Together, net demand curves and net supply curves are called net export
curves. They are described in the figure as the thick part of the demand curve of zone 2
and supply of zone 1, respectively.

Assume now that some transportation capacity Kmax is added. Let us draw it on
a graph with the net export curves. This is done in Figure 17.2.We can see that the energy

$

MWh

U2(Q2 )
d

U1(Q2 )
d

C2(.)

C1(.)

Q ∗Q

p1

p2

′

′

′
′

Figure 17.1 Energy demand and supply in two zones
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price in zone 2 decreases, and the price at the export zone rises. The new price in zone 1

is pn1, the new price in 2 is p2n. However, as long asK
max does not bridge the gap between

the prices at the exporting and importing nodes, there would always be a positive
difference between prices. This difference is what remunerates the owner and manager
of the interconnecting line between 1 and 2, for all the energy that transportation
capacity Kmax allows flowing on the line. Therefore, the remuneration of the SO is the
Congestion Rent. In Figure 17.2, the congestion rent is the grey rectangle highlighted.

The welfare arising from power flow, including the SO, when there is a given

level of transmission Kmax is W ¼ CRþ Qd
2 � Q1: For marginal variations ofKmax we

can neglect the impact of the change in the transmission capacity constraint on
the equilibrium (nodal) prices; thus the welfare change would be given by
∂W

∂Kmax
¼ ∂CR

∂Kmax
¼ ðp2 � p1Þ:

We already know this result from Chapter 14, namely, the welfare increases in a radial
network with a congested line are given by the price differential on that line. Note,
however, that this is a short-run result, since it assumes a given level of Kmax and
consider just marginal variations of it. For this reason, as noted, it is referred to as the
Short Run Marginal Cost principle, since under perfect competition the price equals
the marginal cost of generation. We move now to the long-run, and investigate what the
optimal level of Kmax is. Net export curves provide a simple answer to this question.
We first investigate the optimal level of interconnection when there are no costs of
investments in the line, and then what occurs if we take into account investment costs in

$

MWh

p2

p1

p ∗

p2
n

p1
n

Q ∗QK max

U2(Q2 )´ d

C1(.)´

Figure 17.2 Net export curves and congestion rent
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interconnecting capacity. Let us start from the welfare analysis without transmission
capacity investment costs.

17.3 Welfare Analysis in the Absence of Interconnection Costs

The area encompassed between the two net-export curves, absent transmission
capacity, represents the amount of energy that can be usefully exchanged between
the two zones, or nodes, if an interconnection line existed, and that cannot be
transferred when there is no interconnection. Therefore, it is a loss from the social
welfare point of view, summing the welfare losses of those who could export energy
from zone 1 and those who could import it in zone 2 but cannot, through a lack of
interconnection. For all this amount of energy, there are buyers willing to pay more
than it would cost to produce and supply energy to them, but cannot acquire energy,
without interconnection capacity. Therefore, from an economic point of view, the
area between the two net export curves measures the deadweight loss that arises
because of the inefficient dispatching due to the absence of interconnection capacity.
What would be the optimal level of interconnection, if there was no cost of building
or expanding the interconnection line?

We can answer this question by looking at the net export curves of Figure 17.2.
Analytically, the area of welfare loss due to the absence of interconnection can be
measured by the Harberger triangle, which approximates linearly the Deadweight
Loss (DWL, also known as the congestion cost) in the two zones due to the lack of
interconnection. When an interconnection capacity of amount Kmax is introduced, it
allows the transfer of energy from zone 1 to zone 2; it also affects the prices, reducing the
price of the exporting zone and increasing the importing zone.We cannot neglect such an
effect, as we are considering relevant changes in transmission capacity. The area of the
Harberger triangle is measured by the following equation:

DWL ¼ 1

2

�
pn2ðKmaxÞ � pn1ðKmaxÞ

��
Q� � Q1ðKmaxÞ

�h i
; ð17:2Þ

where pn1ðKmaxÞ denotes the price in zone 1 that is reached when an interconnection
capacity of amount Kmax is introduced. It is therefore a function of Kmax. Similarly for
pn2ðKmaxÞ;Q� is the amount of energy for which the price at zone 1 and 2 would coincide
(i.e. the quantity that would eliminate congestion between zone 1 and 2);Q1ðKmaxÞ is the
quantity of energy that can be transferred from zone 1 to 2 thanks to the interconnection
capacity of amount Kmax. Equation (17.2) shows that the loss in efficiency due to the
absence (or limited) interconnection depends on the price that can be reached at each
node, when the line is introduced, times the amount of energy that can be transmitted,
which is a function of the interconnection capacity.

The problem of maximizing welfare subject to a transmission capacity constraint is
the solution to the corresponding dual problem of minimizing welfare losses due to
insufficient interconnection (i.e. minimizing the DWL):
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min
K max

DWL ¼ 1

2

�
pn2ðKmaxÞ � pn1ðKmaxÞ

��
Q� � Q1ðKmaxÞ

�h i
: ð17:3Þ

The F.O.C.s are:

∂DWL
∂K max

¼ 0→
1

2

�
pn2ð�Þ � pn1ð�Þ

� ∂Q1ð�Þ
∂Kmax

� ∂pn2ð�Þ
∂Kmax

� ∂pn1ð�Þ
∂Kmax

� ��
Q� � Q1ð�Þ

�� �
¼ 0:

ð17:4Þ

The term
∂Q1ð�Þ
∂Kmax

measures by how much the power flow rises when one unit of
transmission capacity is installed. In radial networks, when there are no losses and no
security margin, we have Q1ðKmaxÞ ¼ Kmax (see Chapter 14) and therefore we can set
∂Q1ð�Þ
∂Kmax

¼ 1: Thus, Equation (17.4) simplifies to
�
pn2ð�Þ � pn1ð�Þ

�
¼ ∂pn2ð�Þ

∂Kmax
� ∂pn1ð�Þ
∂Kmax

� �
ðQ� � KmaxÞ:

Let us focus on the term between square brackets the above equation. It is clear to see
that condition (17.4) is satisfied when Kmax is such that pn1 ¼ pn2 ¼ p� and Kmax = Q*.
Denote as Kmax� this level of Kmax. In other words, the optimal level of transmission
capacity without any transmission cost would be at the level at which the interconnecting
line is no longer congested (i.e. up to that level for which all the energy needed in node 2
can be transferred from node 1). This implies that both the DWL and the congestion rent
are driven to zero.

The above result clearly depends on the assumption that there are no interconnection
costs. It provides just a benchmark against which to compare the solution of the problem
when there is a given transmission investment cost. We shall investigate what happens
when transmission expansion costs are introduced in Paragraph 17.4. However, before
doing so, we study the relationship between the investment remuneration scheme and the
optimal level of investment. Clearly, if a planner could set up the optimal structure of the
grid, it would choose Kmax�. However, recall that the transmission service is a natural
monopoly, managed by the SO. When the SO is remunerated for its activity on the basis
of the congestion rent, can we expect the same benchmark solution of no DWL to arise?
In order to answer this question, we investigate whether such a theoretical level would be
reached, when the decision on grid building (or expansion) is left to the SO, in the
benchmark case of no investment costs. We show below that this is not the case. If it was
left free to choose the level of Kmax an SO would choose the level of investment in
transmission capacity that would maximize its own rent. Such a level is below the

Result

In an hypothetical world with no transmission investment costs, the optimal level
of investment in transmission capacity would be such that no congestion arises.
As a consequence, both DWL and congestion rents would be eliminated.
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optimal one. Assume that the SO wishes to maximize its own congestion rent, which is
a function of the interconnection capacity Kmax:

max
K max

CR ¼
�
pn2ðKmaxÞ � pn1ðKmaxÞ

�
Kmax

h i
: ð17:5Þ

The F.O.C. of this problem is:

∂CR
∂K max

¼ 0 →
�
pn2ð�Þ � pn1ð�Þ

�
þ ∂pn2ð�Þ

∂Kmax
� ∂pn1ð�Þ

∂Kmax

� �
Kmax

� �
¼ 0: ð17:6Þ

The optimal level of Kmax for the SO is that level of Kmax that solves:�
pn2ð�Þ � pn1ð�Þ

�
¼ � ∂pn2ð�Þ

∂Kmax
� ∂pn1ð�Þ

∂Kmax

� �
Kmax: ð17:7Þ

Notice that
∂pn2ð�Þ
∂Kmax

< 0 and
∂pn1ð�Þ
∂Kmax

> 0; thus
∂pn2ð�Þ
∂Kmax

� ∂pn1ð�Þ
∂Kmax

� �
< 0. As Kmax rises,

the price differential shrinks, which would induce a CR decrease. However, the RHS of
Equation (17.7) also increases, which induces an increase of the CR. Call the level of

Kmax that solves Equation (17.7) KmaxSO. The optimal level is such that KmaxSO < Kmax�.
The latter inequality can be simply deduced by observing that at Kmax�,�
pn2ð�Þ � pn1ð�Þ

�
¼ 0, which clearly cannot satisfy Equation (17.7), and�

pn2ð�Þ � pn1ð�Þ
�
is a positive decreasing function of Kmax. Thus even in a hypothetical

world of no investment costs, we cannot expect the SO to choose the optimal social level
of transmission investments.

17.4 Optimal Transmission Investment with Investment Costs

We now introduce transmission investment costs. To keep the analysis simple, we
assume that there are constant average costs of investments in transmission capacity:
Kmaxð Þ ¼ βKmax. As before, nodal energy prices fully reflect consumers’ willingness to
pay, all network externalities are internalized in nodal prices, transmission network
constraints and associated point-to-point capacity are non-stochastic, and no plant has
market power. Moreover, we consider congested lines in radial networks, thus
Q1ðKmaxÞ ¼ Kmax: The optimal expansion of the capacity with investment costs now
becomes the problem of minimization of all costs, namely, of the welfare loss arising
because of congestion (i.e. DWL and the cost of the expansion of transmission capacity).
For the planner, the problem (17.3) becomes:

min
K max

DWLþ CðKmaxÞ ¼ 1

2

�
pn2ðKmaxÞ � pn1ðKmaxÞ

�
ðQ� � KmaxÞ

h i
þ βKmax ð17:8Þ

By replicating the analysis carried out earlier, we see that the equilibrium is reached at
the level of Kmax that solves:
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1

2

�
pn2ð�Þ � pn1ð�Þ

�
� ∂pn2ð�Þ

∂Kmax
� ∂pn1ð�Þ
∂Kmax

� �
ðQ� � KmaxÞ

� �
¼ β: ð17:9Þ

Call Kmax;β the level of Kmax that solves Equation (17.9). Since
�
pn2ð�Þ � pn1ð�Þ

�
is

a decreasing function of Kmax and β > 0; it follows that Kmax;β < Kmax�. Therefore, the
first best equilibrium is reached for that level of installed transmission capacity for which
the congestion is not eliminated. In other words, when investment costs are taken into
account, it is not optimal to expand transmission capacity up to the level that completely
eliminates the congestion. On the contrary, the optimal investment is set at the level at
which the marginal cost of the investment in the transmission capacity equals the
marginal social gain in the reduction of the inefficiency due to the congestion. This is
true for any two nodes linked through radial lines, and is termed Long Run Marginal
Cost, since it refers to the long-run, when transmission capacity can be adjusted.
The following result summarizes the findings:

As before, if the SO is remunerated through the congestion rent, it chooses the optimal
level that maximizes its congestion rent, net of the transmission investment cost. When
the latter is positive, the SO further reduces the optimal amount of transmission capacity
compared to the case of no investment costs. This can be seen by replicating the analysis
of problem (17.5), under the assumption that the SO has to pay for the transmission
capacity expansion:

max
K max

CR� CðKmaxÞ ¼
�
pn2ðKmaxÞ � pn2ðKmaxÞ

�
Kmax � βKmax

h i
: ð17:10Þ

Equilibrium is reached at that level of transmission capacity Kmax that solves:�
pn2ð�Þ � pn1ð�Þ

�
þ ∂pn2ð�Þ

∂Kmax
� ∂pn1ð�Þ
∂Kmax

� �
Kmax ¼ β: ð17:11Þ

Call the level of Kmax that solves Equation (17.11)KmaxSO;β. It follows that

KmaxSO;β < KmaxSO < Kmax�. Thus, the optimal level of investment chosen by the
SO is such that the transmission line is constrained. Notice moreover that the larger
the investment costs, the smaller the level of the capacity set by the SO.

With transmission capacity costs, we have that KmaxSO;β can be higher, lower or equal

to Kmax;β. This can be seen observing that, at Kmax;β, it must be that:

Result

When there are transmission investment costs, it is not optimal to expand the
transmission line up to the level of capacity that eliminates congestion.
The optimal level is set at that level at which the marginal cost of the investment
in the transmission capacity equals the marginal social gain in the reduction of the
inefficiency due to the congestion (Long Run Marginal Cost principle).
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�
pn2ð�Þ � pn1ð�Þ

�
¼ ∂pn2ð�Þ

∂Kmax
� ∂pn1ð�Þ
∂Kmax

� �
ðQ� � KmaxÞ þ 2β; ð17:12Þ

while at KmaxSO;β, the following equation holds:�
pn2ð�Þ � pn1ð�Þ

�
¼ þ ∂pn2ð�Þ

∂Kmax
� ∂pn1ð�Þ

∂Kmax

� �
Kmax þ 2β: ð17:13Þ

Simplifying Equations (17.12) and (17.13), we see that Kmax;β ¼ KmaxSO;β if and only

if β ¼ � ∂pn2ð�Þ
∂Kmax

� ∂pn1ð�Þ
∂Kmax

� �
:

This implies that, when the investment decision on grid expansion is left to the SO, it
is quite possible that it chooses a level that does not maximize social welfare, because it
aims at maximizing its own profits. Only by chance can it be that the two levels coincide.
Note that we have framed the analysis in a radial network framework, but this assump-
tion is not necessary for the result. Oren et al. (1995), for instance, have shown that in
a meshed network a capacity expansion, for instance a new line that transforms the
network from radial to meshed, can indeed worsen the congestion. As a consequence,
the SO (or whoever makes the investment on the basis of the maximization of the
congestion rent), when selecting the investment level, need not choose the amount and
type of capacity that maximizes welfare.

For this reason, in those systems in which the SO is remunerated on the basis of the
congestion rent, and not on the basis of some cost-plus regulatory rule on the invested
capital, investment decisions on transmission capacity expansion are not left to the
SO but are regulated or agreed with or at least supervised by the responsible regulatory
authority. This is, for example, the market design of the ISOs in the United States or the
TSOs in Europe.

17.5 Transmission Capacity Expansion and Market Failures

The analysis of the previous paragraph assumed perfect competition at each node. What
happens when there are imperfections in energy markets that create a distortion in price
signals? There are a number of possible price distortions that can be obstacles to
reaching the optimal equilibrium. Some of the possible reasons why market prices
may turn out not to be optimal include market power, regulatory interventions like the
imposition of price caps, the absence of a complete representation of consumer demand
in the wholesale market, the discretionary behavior of SOs, or randomness in the load
and or the costs.

Consider, for example, the role of market power. Assume that there is a plant with
market power in zone 2, where import is constrained. When the producer exercises
market power, it will do so by withdrawing capacity and increasing the price in zone 2.
The market will therefore clear at a price in excess of marginal cost of plant in zone 2.
In such a situation, the measured congestion rent will then overestimate the cost savings
associated with the replacement of one unit of power generated in 2 by one unit of power
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generated in 1, suggesting an over-incentive to reinforce the link and ignoring the
potential impacts of the other market imperfections. As a result, market power in the
importing area creates high incentives for transmission investment. This might even
reduce total welfare.

Another fundamental problem is that a line expansion can improve competition and
lower welfare at the same time. An example adapted from Brunekreeft and Newbery
(2006) can help to illustrate this effect. Consider Figure 17.3.

Suppose that plant in node 2 is a monopolist, while plants in node 1 are under perfect
competition. Assume that the marginal cost of generating power in node 1, c1, plus the
marginal cost of building the transmission line from 1 to 2, β, is higher than the marginal
cost of power production in node 2, c2. Because of the perfect competition assumption in

node 1, p1 ¼ c1. Moreover, assume for the sake of simplicity that
∂pn1ð�Þ
∂Kmax

¼ 0. Let us

compare the case of no transmission line with the case of a line of capacityKmax. Without

transmission line, the price in node 2 is the monopolistic price pM2 , to which corresponds

an amount of energyQM
2 . Let p

M
2 > p1. Suppose an SO can invest in the transmission line

in order to obtain the congestion rent. From Equation 17.7, it would do so choosing the

amount of capacity Kmax such that pM2 > p1 þ β (see that p1 ¼ pn1 by assumption).

Indeed, pM2 would be the monopolistic price calculated by plant 2 on the residual
demand, namely the demand net of the amount of energy imported from 1.
The corresponding monopolistic quantity on the residual demand is Qn

2. The overall

CA

B = Q2

B

$

MWh

p2
n

p1 + β

p2
M

M

A = Q2
n

C = Q2  + K maxn
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Figure 17.3 Market power in the importing node
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amount of energy that load withdraws now in node 2 is Qn
2 � Kmax. Now, compare the

welfare effect of importing energy from 1 to the welfare without imports. The extra cost
of energy imported from node 1, which includes the cost of building the line, compared
to the cost of energy production node 2, is ½ðp1 þ βÞ � c2�Kmax. Indeed, due to transmis-
sion investments costs, it costs more to import energy from 1 than producing it in 2. This
can be termed negative import effect. The extra import allows however reducing the
DWL due to the monopolistic power, since now there is a higher energy to be used in
node 2. This can be termed positive competition effect, since it represents the reduction
in the monopolistic power of the plant in zone 2.

The net effect on welfare arises from the comparison of the two effects. When the
latter is higher than the former, the expansion in the interconnection would be detri-
mental from a social welfare perspective. In Figure 17.3, the dashed area plus the grey
area is the negative import effect; the positive competition effect is the grey area plus the
dotted area. The grey area cancels out. The areas to be compared are the dashed and the
dotted ones: if the former is larger than the latter, the overall welfare effect is negative.
The positive competition effect would occur at the expense of higher cost of importing
energy. It would have been better to regulate the monopolist in order to induce it to
increase its production, rather than expanding the transmission line, even if this implies
a reduced market power for the monopolist.

The overall effect of a capacity addition is determined by several factors:

• The higher the difference between generating costs in the two regions and the higher
the costs of building the line β; the more likely it is that the overall effect is negative.

• The elasticity of demand is closely related to the competition effect: if demand is
relatively inelastic, the competition effect of the line will be small.

• As the size of the line increases, the increase in welfare brought about by the
competition effect decreases (due to downward sloping demand), whereas the
decrease in welfare due to the negative import effect is constant (under the assumption
of constant marginal costs). Thus, in this scenario, the overall effect of transmission is
likely to be welfare decreasing beyond some critical size of the line capacity.

When there is market power, power plants can make strategic use of import con-
straints. A few models have addressed the link between transmission congestion and
market power. Borenstein et al. (2000) show that, in the presence of transmission
constraints, it can be profitable for plants to withhold output in order to constrain the
transmission line that links those plants that would not have been constrained under
perfect competition. Borenstein et al. (1995) cite empirical evidence from Northern
California to this effect. Oren (1997) presents an alternative scenario with the transmis-
sion constraint located between two strategic plants in a three-node network. Stoft
(2002) solves the corresponding Cournot game and Joskow and Tirole (2000) provide
the following interpretation: the transmission configuration can turn the output of plants
at two different nodes into “local complements.” Therefore, in a duopoly, this situation
increases the incentive for a plant to withhold output, as this limits the other producer’s
output and increases the price. Cardell et al. (1997) show that, if plants that behave
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strategically own generation assets at two production points in a three-node network,
they might increase output at one node relative to a competitive scenario if this reduces
the total energy delivered to the other node due to loop flows and therefore increases the
price at this second location.

Learning Outcomes

• In a congested network, the difference between nodal prices is called the congestion
rent.

• When two zones are connected, the difference between demand and supply in each
zone beyond the internal market clearing quantity generates net export curves. They
can be used to display the congestion rent.

• The optimal level of transmission capacity without any transmission cost would be at
the level at which the interconnection line is not congested. When transmission line
expansion costs are introduced, it is no longer optimal to eliminate the congestion.

• The welfare maximizing network investment equates the value of a marginal reduc-
tion in inefficiency due to lack of transmission capacity to the marginal cost of
investment.

• The SO would choose the investment level that maximizes its own rent (congestion
rent). This level does not coincide with the socially optimal one.

• Market power exercised by firms in different interconnected zones distorts the optimal
investment level. Firms can play strategically, creating congestion and insulating
some zones where producers can set their prices. Network expansion that reduces
monopolistic power in some zones can improve competition and simultaneously
reduce total welfare.
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18 Transmission Rights and Price Risk
Hedging

18.1 Introduction

In the previous chapters, we have seen that it is not optimal to fully eliminate transmis-
sion congestions. Thus, in the grid it is possible to have transmission lines that are
congested, that is, transmission capacity is a scarce resource. Like any scarce resource,
transmission capacity has a value, and like any good that has a value, it can be traded in
a market. By defining rights of using the scarce resource and commercializing them, the
value of transmission capacity and the associated externalities can emerge. This is the
role of markets for transmission rights. They are a way of showing the theoretical value
of the transmission capacity that we have identified in the previous chapters.

Transmission rights can be seen as complementary tools to implement first-best
allocation through nodal prices. Thus, not surprisingly, transmission rights markets
have been implemented in markets based on nodal pricing, such as those in the northeast
United States, such as PJM. In other countries, there have been intense discussions on
the need for congestion hedging from transmission price risk. As reported by Kunz et al.
(2016), in Europe, transmission rights between pricing zones used to be grandfathered in
the form of Physical Transmission Rights (see below) between pricing zones (usually
countries) to match commercial contractual arrangements for cross-border transactions,
although this system is progressively being phased out. In the Nordic Pool and in Italy
Financial Transmission Rights take the form of bilateral contractual arrangements with
limited liquidity, since they are not issued by SOs.

In this chapter, we first explain what transmission rights are in Paragraph 18.2,
distinguishing between financial and physical rights. Then in Paragraph 18.3 we show
the equivalence between Physical Transmission Rights and Financial Transmission
rights. In Paragraph 18.4 we show how financial transmission rights can be coupled
with other financial products to hedge against price risk. Finally, in Paragraph 18.5, we
point out the practical difficulties of providing the exact measure of transmission
capacity limits.

18.2 Physical and Financial Transmission Rights

When there is congestion, a power exporter cannot be sure that its energy will be
dispatched at the importing node. In other words, in order to deliver energy at the
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importing node, it needs to be able to use the transmission line. As we have seen, under
congestion the transmission capacity is a scarce resource. How is this scarce resource to
be allocated among different potential users? In other words, when there is more than
one potential exporter, and not all of them can use the full transmission capacity since the
amount that they require exceeds the transmission capacity constraint, how is this
transmission capacity to be allocated among them? One simple way to answer these
questions is to create a market for the scarce transmission capacity. An exporter that
wants to use a transmission line to deliver electricity to an importing node, can do so by
acquiring such a right in the market. These are called physical transmission rights:

definition. Physical Transmission Right (PTR): a contract that gives to its owner the
right to use a congested network along a predefined path.

PTRs allow network users to inject or withdraw electricity at different locations in the
grid. Thus, they are market mechanisms that can insure their owners against the delivery
risk as a result of location-specific energy contracts (Bushnell, 1999). When there are
PTRs, a power producer (consumer) must possess a given amount of PTR to have that
amount of supply (load) scheduled or transported over the congested interface. Once it
has such a right, there is no additional charge for using the transportation network, even
if congested. The market for these rights, then, determines the market-clearing price of
congestion.

However, creating a market for PTRs may be difficult. Apart from the market power
in the market for rights that can distort congestion values, which is a common problem
for all marketplaces, there are also electricity-specific issues. Electricity transmission
is an unusual commodity. One issue with PTR is that transmission capacity must be
measured ex ante and allocated. However, there is a time misalignment between the
timing of the market exchanges of the PTRs and their usage. The allocation process of
PTRs typically takes place in discrete periods, for instance every month. This occurs
because there has to be enough time to group rights and perform the auction with
a sufficient level of liquidity. On the contrary, the effective possibility of transmitting
capacity in real time depends on the physical status of the grid at every point in time,
which in turn depends on injections and withdrawals at every node, losses, and all the
physical constraints of the grid. Thus, it is possible that a given PTR that has been
commercialized cannot be used when needed since that capacity is not physically
present at that moment. In this case, the PTRs would overestimate the effective
capacity of the grid. However, the opposite problem can also occur. PTRs may
underestimate the transmission capacity as this is very difficult, when assessing the
amount of PTRs that can be issued, taking into account the fact that counter-flows
actually increase the available transmission capacity. Finally, there is also a price
signal risk issue. As noted, the buyers of PTRs must acquire them in advance of the
delivery, on the basis of the expectations of the price differentials on the transmission
lines. They must also communicate to the SO the fact that they intend to use their rights
at some specific point in time, for instance in a given hour. This is called nomination.
Nominations also take place before delivery, since the SO must timely check the
feasibility of the dispatch schedule that arises in a given zone as a result of the
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nominations plus all the other internal supply and demand schedules. As a result, it is
quite possible that, due to the result of the accepted schedule, the nominations go in the
wrong direction, in the sense that the owner of the PTR, expecting that a line is
congested from node i to node j, nominates the capacity in order to export from i to
j, but the resulting equilibrium price is p1 > pj. Clearly, this would be inefficient since
it would imply using the transmission capacity in the wrong direction (i.e. buying and
using a PTR that is worthless).

PTRs are not the only transmission rights that can be used to price congestion. It is
possible to tackle the problem of the allocation of scarce transmission capacity
through a different approach. Buyers and sellers submit bids to the SO to buy and
sell power at different nodes on the network. The network operator then chooses the
lowest cost bids to balance electricity supply and demand, subject to the physical
laws that govern electric power networks and the capacity of the network to carry
power reliably. As explained in Chapter 12, the bid price of the last bidder selected
at a given node becomes the market-clearing price at this node. Therefore, a power
producer which is delivering electricity to customers and that is behind a congested
line receives a lower net price than plants located downstream, next to consumers.
As we have seen in Chapter 17, the price difference between the withdrawal and
injection node gives rise to the congestion rent. Thus, one way to allocate scarce
transmission capacity among capacity users is to transform the congestion rent into
a financial product and commercialize it (Joskow and Tirole, 2000). This is what
financial transmission rights are:

definition. Financial Transmission Right (FTR): a contract that pays to its owner
the real-time cost of transmission on a given path, entitling him/her to obtain the
difference between the nodal prices of two interconnected nodes.

On the basis of the rules, FTR can be grandfathered to users, if the SO wants or has to
divest the CR to buyers (power plants and consumers), or sold through a competitive
mechanism. In the latter case, the SO, by issuing an amount of FTR that is equivalent to
the amount of energy transmissible on the congested lines, cashes in ex ante the expected
value of the CR.

Those who have obtained or acquired FTR over the congested line receive
a share of the congestion rent, equal to the share of the rights they hold over the
total amount of shares issued to cover the congestion rent. An example can help to
explain this aspect.

Example 18.1 Financial Transmission Rights Suppose that there is a transmission line
whose capacity is 100 MW, that is always congested throughout a year. Assume that an
FTR has a size of 1 MW. There are 100 FTR. Let the price differential on the two nodes
be equal to $20/MWh per each hour of the year. The CR is $20[/MWh] × 100[MW] ×
8760[h] = 17,520,000[$]. If a buyer acquires 50 FTR, it obtains a 50 percent share of the
CR, i.e., 8,760,000[$].
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If the price differential changes across hours, as normally happens, in the example
above we would have to replace the price differential with the expected price differential
over the entire time spell, but nothing else would differ.

18.3 Value Equivalence of PTRs and FTRs

At first glance, it seems that FTRs and PTRs are completely different objects. However,
they provide the holders with the same service, namely, insuring them against the risk of
energy not being dispatched due to congestion. Therefore, they have the same value. Let
us show this result, first pointed out by Chao and Peck (1996).

Consider first the market equilibrium with PTRs.
Let us define the market clearing price of the PTR as ηPTR. When there is congestion

and the transmission capacity is a binding constraint, the rights to use it has a market
value ηPTR that is greater than zero. Plants in the exporting node, node 1, receive for their
power supply, in each hour, a price that corresponds to the difference between the price
they receive from the customers in delivery node 2 (i.e. p2), and the market value of each
PTR they must acquire in order to deliver energy. Note that if the transmission right lasts
for a time spell that equals T (e.g. one year), in each time unit (e.g. one hour), the cost of
the PTR would be 1/T of the overall costs of the PTR. For simplicity of notation, we
normalize T = 1.

When both energy and rights markets are perfectly competitive, equilibrium prices at
each node coincide with the marginal production cost at the exporting node and the
marginal utility of consumption at the importing node, assuming for simplicity that there
is no demand at node 1 and no supply at node 2. When there is congestion, the PTR has
a positive value; thus there will be an amount of PTRs equal to the maximum amount of
capacity tradable, i.e.Kmax. The equilibrium value of the PTR arises as the solution to the
following system of equations:

p1 ¼ p2 � η ¼ C
0
1ðKmaxÞ

p2 ¼ U
0
2ðQd

2 � KmaxÞ
ηPTR ¼ ðp2 � p1Þ

ð18:1Þ

with p2 > p1 and U
0
2ðQd

2 � KmaxÞ denotes net demand at node 2, C
0
1ðKmaxÞ net supply at

node 1.
Let us compare the equilibrium in Equation (18.1) with that in the case of financial

transmission rights.
Assume a system of FTRs is in place, and an amount equal toKmax rights is issued. For

simplicity, let the FTR be measured in the same unit measure of Kmax, for instance 1
MW, thus Kmax denotes both the transmission capacity of a line and the number of
financial rights issued on that line. As explained above, financial rights give holders
a proportionate share of the congestion rent received by the SO when the transmission
constraintKmax is binding. In other words, holding one unit of financial rights entitles the
owner to receive ðp2 � p1ÞT , where T denotes the duration of the FTR (e.g. one year).
As before, for simplicity we set T = 1. Therefore, total payments to FTR holders will
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amount, in equilibrium, to (p2*−p1*)Kmax:Assuming again that there is no market power
in the generation market and in the market for rights, the value of an FTR, call it ηFTR, is
simply equal to the difference in the equilibrium (nodal) energy prices, i.e.:

p1 ¼ C
0
1ðKmaxÞ

p2 ¼ U
0
2ðQd

2 � KmaxÞ
ηFTR ¼ ðp2 � p1Þ

ð18:2Þ

It is clear that ηPTR in Equation (18.2) coincides with ηFTR in Equation (18.1), thus the
market value of the two types of rights coincides.

18.4 Transmission Rights and Risk Hedging

Financial rights are financial products. In particular, they are financial derivatives on
congestion rent. They allow the risk of the nodal price difference to be shifted from the
power producer to the issuer. As for any financial product, a properly built portfolio
enables elimination of diversifiable risk, by founding an asset that is negatively covariate
with it. In the case of financial transmission rights, the price risk can be fully hedged
using FTRs and Contracts for Differences between power exporters and importers.
Contracts for Differences are defined as follows:

definition. Contract For Differences (CFD): a contract written between a plant, at
the exporting node 1, and a consumer, at the importing node 2, such that the plant at 1
agrees to pay the consumer the difference between the negotiated strike price pS and the
spot price, p2, in exchange for a fixed payment.

CFDs are financial products that shift price risk from power consumers to power
producers. Suppose that a power producer, located at the exporting node 1, sells an
amount x of CFD to a consumer at the importing node 2. By agreeing to receive (or pay,

if p2 < pS) p2 > pS per each unit of time (e.g. each hour), the consumer would be
exposed to a constant payment in the year (or any other period of validity of the CFD)

equal to pSxT . As before, let us normalize T = 1. If the spot prices at nodes 1 and 2 were
always the same, there would be no price risk and no gain or losses between the producer
and the consumer. The only CFD that the producer would be willing to sell is that with

the strike price p1 ¼ p2 ¼ pS for otherwise it would incur a loss. However, for all those
times in which prices at nodes 1 and 2 differ, the producer is exposed to a price risk.
Whenever the spot price for power is higher at the consumer’s node than at the
producer’s node, the customer pays the energy p2 but is receiving back from the producer

ðp2 � pSÞx. The overall expenditure for those hours would be �p2Qd � ðp2 � pSÞx.
If the customer buy an amount of CFD, x, that equals the amount of energy it acquires,

Qd , it would thus gain ðpS � p2Þx, which corresponds to the transfer from the producer.
By building a portfolio with an amount of FTR, Kmax that equals the amount of energy

exchanged through CDF (i.e. x), both producers and consumers can fully hedge against
price risk (Bushnell and Stoft, 1996, 1997). This is shown in Table 18.1, where we have
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assumed that the producer is located in node 1, markets clear, there is no load shedding,

Qd ¼ Q1, and signs before quantities denote production (positive) or withdrawals
(negative). Note that, as we already know, when lines are constrained the optimal
dispatch from congested lines coincides with the maximum capacity of the line, i.e.
Q1 ¼ Kmax.

Since CFDs and TCCs are both purely financial and thus unrelated to physical
changes such as increased production or consumption, any deviations of the physical
flows from the flows stipulated in the financial contracts only affect the settlement in the
real-time market. Consequently, the hedging strategy has no impact on the decision to
supply or consume an additional MW in real time. The nodal price affects this decision,
and a competitive price leads to an efficient choice.

The correspondence between FTRs and power flows must be made explicit. This is
done by issuing an amount of FTRs that is feasible, namely, that respects the constraints
imposed by Kirchhoff’s laws on power flow. A power flow on a network lists the power
flowing on every line and its direction of flow. In a linear approximation of a network, two
power flows can be measured by adding the flows on every line and taking account of
cancellations due to counterflows. Some power flows are considered infeasible because
the flow on at least one line violates that line’s power-transmission limit. All other power
flows fall into the category of the feasible ones. An FTR from node 1 to node 2 specifies
that there will be a power flow from 1 to 2, but it does not specify the effective power that
will flow on any line: this will be calculated given the characteristics and the shape of the
grid, assuming that the unit measure of power of that specific FTR is injected at 1 and
withdrawn at 2. Similarly, every set of FTRs corresponds to the sum of all the power flows
corresponding to each FTR in the set. Any set of FTRs that corresponds to a feasible power
flow is a feasible set; other sets are infeasible. The set of FTRs that are issued is restricted
to be a feasible set. FTRs in a feasible set account for counterflows.

A final aspect refers to the issuing strategy. In particular, when FTR are grandfathered,
the SO operator collects the congestion rent (CR) in the wholesale market and refunds
much or all of it to the FTRs owners. If the SO sells the FTRs, it obtains a revenue. Call it
RFTR. We might ask under what conditions the CR covers the overall amount of
reimbursement of FTR holders, called Hedge Payments (CH): CH < CR. When this

Table 18.1 Hedging portfolio of CFDs and FTRs

Payments

Producer (node 1) Consumer (node 2)

Q1 ¼ Q Qd ¼ �Q

Electricity market p1Q p2Q
CFD x at strike price pS ðpS � p2Þx �ðpS � p2Þx
Total pSx� p2xþ p1Q �pSxþ p2x� p2Q
FTR Kmax from 1 to 2 ðp2 � p1ÞKmax ––
Total with Kmax ¼ x (FTRs match CFDs) pSKmax þ p1Q� p1Kmax �pSKmax � p2Qþ p2Kmax

With optimal dispatch (Kmax ¼ Q1) pSQ �pSQ
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condition occurs, we say that there is revenue sufficiency. Indeed, CH are a cost to the
SO. Without revenue sufficiency, the SO would go bankrupt or need to be subsidized to
continue operating. There will be revenue sufficiency as long as:

CH < CR þ RFTR ð18:3Þ

Hogan (1992) has shown that for a direct-current (DC) approximation to a meshed
network, if the set of FTR distributed by the SO is feasible, condition (18.3) holds even
when RFTR = 0. In other words, the revenue sufficiency condition holds under grand-
fathering, provided the set of issued FTRs is feasible.

18.5 Measuring Transmission Capacity

In the analyses performed above, we always assumed thatKmax was a precise measure of
the maximum transmission capacity. This is not the case. Measuring transmission
capacity in the reality is a complex issue. Transmission capacity varies in real time,
depending on the effective network configuration, including power injections and with-
drawals and losses. Indeed, transmission capacity can be regarded as a stochastic
variable, since it depends on stochastic factors, which implies taking into account
expectations and risks. Thus, in real-life an issue arises about how to measure transmis-
sion capacity.

Different calculation methods can be applied to measure the transmission capacity.
The most common one is the use of Available Transmission Capacity (ATC). This
latter is defined as the Total Transfer Capability (TTC) less the Transmission Reliability
Margin (TRM) and the sum of the existing transmission commitments (which includes
retail customer service) and the Capacity Benefit Margin (CBM). The TTC is the amount
of electric power that can be transferred over the interconnected transmission network in
a reliable manner while meeting all specifically defined pre- and post-contingency
system conditions. The TRM is the amount of transmission transfer capability that
provides a reasonable level of assurance that the interconnected transmission network
will be secure. TRM accounts for the inherent uncertainty in system conditions and its
associated effects on ATC calculations, and the need for operating flexibility to ensure
reliable system operation as system conditions change. The CBM is the amount of firm
transmission transfer capability preserved for retailers where their load is located, to
enable access to generation from interconnected systems to meet generation reliability
requirements.

One alternative to the ATC is the usage of the Operating Transfer Capability
Limit (OTC). The latter are the maximum value for the most critical system
operating parameters(s), which meets: (a) pre-contingency criteria as determined
by equipment loading capability and acceptable voltage conditions, (b) transient
criteria as determined by equipment loading capability and acceptable voltage
conditions, (c) transient performance criteria and (d) post-contingency loading
and voltage criteria.
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The two measures defined above are linked, since TTC cannot exceed the OTC.
However, they provide distinct figures for Kmax, a further difficulty that has to be taken
into account when assessing investment and hedging strategies with transmission
capacity.

Learning Outcomes

• The creation and allocation of a system of tradable property rights over a network
decentralizes congestion pricing in such a way that congested network lines are
efficiently allocated. Transmission rights are complementary in the process of imple-
menting the first-best allocation, together with nodal prices.

• Physical transmission rights are a contract that gives to its owner the right to use
a congested network along a predefined path.

• Financial transmission rights are a contract that pays to its owner the real-time cost of
transmission on a given path, entitling him/her to obtain the difference between the
nodal prices of two interconnected nodes.

• Physical and financial rights have the same market value.

• Contracts for differences are contracts that insulate the holder from price fluctuation at
its node. A portfolio of financial transmission rights and contracts for differences
allows both power producers and consumers to fully hedge against price risk.

• Difficulties may arise in defining and measuring the amount of transmission capacity.
There are different calculation methodologies that provide distinct information on
real-time constraints.
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Part VI

Economics of Electricity Retail
Markets

In Chapter 4, we introduced the Wholesale and Retail model as the model in which all
activities are fully liberalized, including electricity retail. The purpose of this Part is to
review the characteristics and specific features of electricity retailing markets.

In general, in most industries, the role of retailers is to provide final customers with
added-value services. The type and magnitude of costs and benefits from retailing
activities vary widely across industries, final customers’ characteristics, geographical
locations and market structures. Electricity retailers perform two main activities: on one
hand, they provide consumers with a complex service by aggregating inputs from all
upstream actors (generation, transport and distribution); and on the other hand, they
facilitate upstream firms’ sales by finding, arranging and managing relationships with
potential and actual buyers. However, in the electricity sector, retailing has some specific
features that we will consider here. As we saw in Part III, wholesale electricity prices
vary every hour. However, only a fraction of consumers are exposed to real-time pricing,
with many customers, typically households, paying constant prices. Thus, a first element
that retailers must take into account is that they are exposed to extremely volatile
upstream prices, and rather rigid downstream ones. Secondly, electricity retailers’
opportunities to provide value-added services seem more limited than in other sectors,
unless innovation in electricity consumption occurs, since consumers buy a homoge-
neous, intangible and indistinguishable product, namely, the ordered flow of electrons
called electricity. Thirdly, consumer behavior is quite passive in terms of looking for best
deals when buying electricity, with many being reluctant to switch retailers. Finally,
electricity is often considered a necessary good which must be provided in any circum-
stances and to all consumers that require it.

In Chapter 19 we focus on theoretical models of competitive electricity retailing
activities, their impact on retail markets, and properties in terms of allocative efficiency.
In Chapter 20 we underline some critical implementation issues and practical examples
from different countries. We shall explain the extent to which retail competition delivers
concrete advantages to consumers, from lower electricity pricing to faster innovation,
and whether regulation is still needed to ensure customer protection.
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19 Retail Competition: Supplying
Electricity to Final Consumers

19.1 Introduction

There is no consensus in the literature on how to model markets and competition in
electricity retail. A few models dealing with retail competition address specific features
of retail pricing, in particular dynamic rates, under the implicit assumption that retail
competition should lead to rates that are more sophisticated than flat prices. The existing
models thus focus on the mix between fixed and fluctuating prices to end users.
Additionally, the limited profit opportunities together with low switching rates question
the benefits arising from introducing competition in electricity retailing (Pollit, 2008;
Su, 2015). This chapter summarizes the very few models of retail competition that focus
on the potential price distortions due to the coexistence of fixed and time-varying end
users’ prices.We also provide a brief overview of some experiences of retail competition
and time-varying prices. Clearly, when one tries to evaluate the advantages of competing
suppliers, it is difficult to disentangle the effects of incomplete deregulation from other
barriers that avoid retail competition to deliver the desired outcomes.

19.2 Real-Time Pricing under Competitive Retail Markets

Some scholars (Borenstein 2005a and 2005b, Holland and Mansur 2006, Joskow and
Tirole 2006) have analyzed real-time pricing together with fixed pricing and its con-
sequences on reliability (Joskow and Tirole, 2007) and CO2 emissions (Holland and
Mansur, 2008). Competition in retail markets is generally seen as a slightly modified
version of price setting (e.g. Bertrand) modeling, with the noticeable complexity of the
time structure of retail pricing. This latter aspect is a crucial element of retail electricity
markets. To understand why it is so, let us define the general characteristics of time-
varying retail pricing.

According to Borenstein (2005a), time-varying retail electricity pricing has two main
design issues:

a. granularity of prices: the frequency with which retail prices change within the day or
week; and

b. timeliness of prices: the time lag between when the price is set and when it is actually
effective.
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Flat retail rates display no granularity, as there is a single price for days and nights,
weekdays and weekends; and price setting is not timely as it is set months before some of
the hours to which it is applied. The opposite hypothetical extreme would be a real-time
pricing program in which prices change every minute and are announced only at
the minute in which they are applied. This is the model that has been most extensively
studied in the literature.

definition. Electricity Real-Time Pricing (RTP): a system of retail pricing that has
a very high degree of both price granularity and price timeliness.

Under RTP, the frequency with which prices are defined changes within a day and the
time lag is very short, for pricing to be effective.

RTP is not a specific feature of electricity retail markets only: there are other industries
that see highly volatile wholesale prices and that adjust retail prices very quickly to
reflect changes in the wholesale price of the good, such as the fresh food and gasoline
industries, for instance.

In the electricity sector, as noted, in most cases retail electricity prices under RTP
change hourly. Prices are typically set either a day ahead, or in real time. In the day-a-
head formulation, the retail provider announces all twenty-four-hourly prices for a
given day at one time on the prior day. In the real-time approach, the retail provider
announces prices on a rolling basis, typically with the price of each hour determined
between fifteen and ninety minutes prior to the beginning of that hour. Generally, RTP
contracts are signed by large industrial consumers that optimize the costs of electricity as
an input.

RTP, however, would expose consumers, particularly small and residential ones, to
a price volatility that is difficult to manage for an essential commodity like electricity.
Thus, in the real world, time-varying prices display limited granularity and timeliness.
The types of possible time-varying prices that are applied in reality can be broadly
classified as follows.

(1) Time-of-use (TOU) pricing is often used for large industrial and commercial
customers. Under TOU, the retail price varies in a predetermined way within certain
blocks of time. The rates for each time block, such as peak periods, intermediate
periods and off-peak ones, for instance, are adjusted infrequently, only two or three
times a year in most cases. Price is the same during a given period throughout the
month or season for which the block is set.

(2) Interruptible contracts also present the features of time-varying prices. Customers
served by this kind of contract accept curtailments when the system is short of
capacity, against specific TOU prices or receive compensations.

(3) Critical peak pricing (CPP), usually starts with a TOU rate structure, but then it
adds one more rate that applies to specifically predetermined “critical” peak hours,
that the retailer can call on short notice. While the TOU program has poor granu-
larity and timeliness, as discussed above, CPP allows a very high price to be called at
very short notice. Thus, CPP is similar to interruptible programs except that prices
are not set so high as to cause most customers to reduce consumption to zero.
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In practice, interruptible programs are usually proposed only to large customers,
while CPP is envisioned to be used much more broadly.

19.3 Retail Competition and (In)efficiency of Real-Time Pricing

Let us analyze here RTP in retail competition, following the approach of Borenstein
and Holland (2005) and Holland and Mansur (2006). In this paragraph, we show
their main analytical result, namely, the inefficiency of having both RTP and flat-
rate prices.

The authors consider an economy in which there are competitive retailers, and
perfectly competitive wholesale markets. At the retail level, there are two types of
consumer, those who are under RTP, and those who have a fixed time-invariant retail
price. There is an exogenous fraction α of consumers who pay real-time prices that vary
from hour to hour (i.e. pt). The remaining fraction of consumers 1− α pays a flat retail
price that remain the same for every hour, that is, pt ¼ p.

As we have seen in Parts I and II of this book, power demanded at the wholesale level
must equal power supplied at every point in time. It is assumed that there are T hours, and
that the wholesale load in hour j is represented by a demand curve which depends on
prices at each hour:

Qd j ¼ Qd jðpÞ;with ∂Qd j

∂p
< 0: ð19:1Þ

The wholesale aggregate demand in a given hour is the sum of the demand of the
customers in the two groups, which depends on the retail price that each of them faces,
i.e. pj and p:

g
Qd jðp j; pÞ ¼ α

g
Qd jðp jÞ þ ð1� αÞ gQd jðpÞ: ð19:2Þ

Note that given the properties of the demand function, the aggregate demand
decreases with respect to both real-time prices and flat prices. The demand curve
elasticity depends on the fraction α of customer in real-time pricing. If α = 0, the demand
curve is vertical. The elasticity rises as α rises: having consumers with RTP confers price
elasticity to aggregate demand.

Power plants are assumed to behave competitively and have the same cost structure as
in Part III. The equilibrium of the wholesale market provides in hour j the equilibrium
wholesale price p�j . Note that as we have seen in Chapters 9 and 10, p�j is either the

marginal cost of the marginal plant or the VOLL.
Retailers are assumed to be in perfect competition in a retail market. They buy energy

in the wholesale market and sell it to retail customers. In doing so, they face a time-

invariant marginal cost of retailing C
0
rð�Þ ¼ cr per each MWh supplied. Their profit

function is:
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πr ¼
XT
j¼1

½αðpj � p�j � crÞgQd jðpjÞ þ ð1� αÞðp � p�j � crÞgQd jðpÞ�; ð19:3Þ

where the first term represents the net profit from serving the flat-rate consumers and

the second term is the retail profit from selling to RTP consumers; pj and pj are the
equilibrium retail prices, in each hour, for customers with RTP and under the flat-rate,
respectively:

pj ¼ p�j þ cr; ð19:4Þ

p ¼ cr þ
X

p�j
g
Qd jð�ÞXg
Qd jð�Þ

: ð19:5Þ

The price in Equation (19.4) is a time-changing price rate, which corresponds simply
to the usual price equal to marginal cost rule, for the retailer. It is a mark-up on the
wholesale price given by the marginal cost of the retailing activity. Price in Equation
(19.5) on the contrary is a time-invariant plant rate. It corresponds to a mark-up on
marginal cost of retailing, given by the weighted average of wholesale prices; weights
are given by the relative weight of the load required by time-invariant customers in
a given hour over their whole load for the entire period.

Borenstein and Holland show the following two results:

The proof of result 1 rests on the consequences of the application of a well-known
principle of competitive markets, namely, the First Fundamental Theorem (FFT) of
Welfare Economics:

definition. First Fundamental Theorem of Welfare Economics: when individuals
are free to trade in a competitive marketplace and there are no externalities in produc-
tion or consumption, the resulting distribution of resources in the economy is Pareto
efficient: no person can be made better off without making some other person worse off.

The FFT ensures the efficiency of the competitive equilibrium. In equilibrium, the
price system is such as to indirectly coordinate the activities of all market participants, so
that all resources move to their most highly valued uses.1 In the case of the retail

Results

In a market with a positive fraction of customers who do not have retail RTP (i.e.
with α ≠1), the wholesale competitive equilibrium is inefficient.

If the customers’ distribution across types was such as that all retail customers
face real-time prices (i.e. α = 1), the competitive equilibrium is Pareto efficient.

1 Work by Kenneth Arrow, Gerald Debreu and Francis Bator in the 1950s provided formal proof of the
conditions under which the market equilibrium is Pareto-efficient (see Mas-Colell et al., 1989).
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competition, the requirements of the welfare theorems are not met if α < 1, since there is
a missing market. Customers on flat retail prices cannot trade with customers on real-
time prices or with producers, because all electricity transactions must occur at the same
price for all flat-rate customers. In other words, there is a misalignment between trades at
the wholesale level (which occur every hour) and trades with the flat-rate customers
(which occur over a longer time scale, e.g. every year). This does not occur if α = 1 since
all trades would occur every hour, which explains result 2.

The main message of the Borenstein and Holland model is that, even if both the retail
market and the wholesale market are competitive, this is not sufficient to provide an
efficient allocation of resources: the fact that there are customers that do not respond to
real-time wholesale prices at the retail level induces an inefficiency in the wholesale
market. These authors also provide a number of other interesting results, that we
describe in the next paragraph.

19.4 Retail Competition in the Borenstein and Holland (2005)
Model: Specific Issues

Borenstein and Holland (2005) discuss other aspects of retail competition with RTP and
flat rates that we summarize in this paragraph, focusing on their key messages. For
simplicity, we neglect the (constant) marginal cost of the retail activity, i.e. we set cr= 0
in Equations (19.4) and (19.5).

19.4.1 Second-Best Pricing

Borenstein and Holland show that when both RTP and flat-rate customers coexist,
the second-best optimal flat rate would be equal to:

psb ¼ cr þ

X
p�j

∂
g
Qd jð�Þ
∂p

0@ 1A
X ∂

g
Qd jð�Þ
∂p

: ð19:6Þ

Equation 19.6, neglecting the marginal retail costs, differs from that in Equation 19.5
by the weights of the wholesale price. In particular, in the second-best equilibrium, the
weights of the wholesale price are proportional to the relative slopes of the demand
curves.

19.4.2 Fraction of Consumers on Real-Time Prices

In the short-run increasing the fraction of customers who are under RTP (i.e. α),
decreases wholesale prices during peak times and drives up wholesale prices during off-
peak times, reducing volatility in wholesale prices. Specifically, whenever the wholesale
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price is above marginal cost pricing for the retailer, increasing the fraction of customers
on real-time prices decreases quantity demanded and hence drives down wholesale
prices, and vice versa.

19.4.3 Welfare Gains

Welfare gains from increasing the fraction of customers on real-time prices can be
analyzed by dividing customers into five segments: existing RTP customers, custo-
mers that switch from flat rates to RTP, customers remaining on flat rates, power plants
and retailers. They show that only existing RTP customers are made worse off by an
exogenous increase in α, because the reduced volatility in wholesale prices mitigates
the gains that they previously made from shifting consumption to off-peak times.
Power producers and retailers remain unaffected (competition keeps them at zero
profit). Customers that switch to RTP must be weakly better off. Finally, customers
that do not switch gain from the decrease in flat rate. The net effect on total welfare is
ambiguous as long as some customers remain on flat rates. However, assuming linear
demand the net effect on welfare of a rise in the share of RTP customers is unambigu-
ously positive.

19.4.4 Endogenous Consumers’ Switching

Borenstein and Holland also consider the incentives for consumers to switch from being
under a flat-rate to a real time retail pricing scheme, assuming that it implies some costs,
for instance of acquiring a real-time meter. Indeed, if switching was costless, all
consumers would switch to RTP, and the only equilibrium would be with α = 1. Even
with a positive cost, if it was sufficiently low, all customers would still have an incentive
to switch. However, as the cost of switching rises, an equilibrium area is reached in
which some customers prefer not to adopt RTP. This result assumes homogeneous
customers. With heterogeneous customers the analysis is more complex. There can be
an elasticity effect, since the impact on the wholesale price of both RTP customers and
customers on a flat rate depends on the elasticities of those who switch. Moreover, there
can be an adverse selection problem: when RTP customers and flat rate customers
coexist, those with high load in peak hours and relatively low load in off peak hours,
that do not switch, are cross-subsidized by those with relatively low peak load and
relatively high baseload. The latter customers have higher incentives to switch, but their
switch might raise or reduce the wholesale price.

19.4.5 Long-Run Effects of Retail Competition

Borenstein and Holland also consider the relationship between retail competition and the
long run analysis of wholesale markets (i.e. when power producers can choose the level
of investments in capacity). In Part VII we show that perfectly competitive wholesale
markets provide the correct long-run incentive for power plants’ investments. However,
when RTP is considered, the authors have shown that the wholesale equilibrium is not
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efficient. It is, therefore, no surprise that this inefficiency reflects the investment choice:
because of the flat retail price, the first-best outcome is not achieved in both capacity
investment and power production.

19.4.6 Empirical Evidence on RTP

Borenstein (2005b) uses data from the Californian market to calibrate and simulate the
impact of RTP. The critical inputs for the simulation are load profiles, demand elasti-
cities, and cost characteristics of the production technologies. The main findings of this
study are as follows:

• The benefits of RTP outweigh the costs for the largest customers.

• The incremental benefits of putting more customers on RTP decline as the share of
demand on RTP grows.

• Time-of-use rates are a poor substitute for RTP, as they capture only 20 percent of the
efficiencies of RTP.

• Even with moderate demand elasticity, RTP will significantly change the composition
of generation. The biggest effect will be a large decline in the amount of installed peak
capacity. Mid-merit capacity would likely also decline and baseload capacity would
increase, though these changes would be small compared to the potential for drastic
reductions in peak capacity.

All in all, as long as flat rates persist, the benefits from retail competition and RTP seem
difficult to reach.

19.5 RTP versus Two-Part Tariffs

Joskow and Tirole (2006) point out a few limitations of the Borenstein and Holland
(2005) paper. First, it does not allow for two-part tariffs and instead assumes that all
prices are single-rated. Secondly, it ignores the market distortions due to load profiling.
Finally, the model assumes that customers are identical, whereas Joskow and Tirole
extend their analysis to customers that vary according to a scale parameter.

Joskow and Tirole model equilibrium prices under retail competition with andwithout
technical devices directly installed at the customers’ place (smart meters) that allow the
monitoring of real-time consumption and permitting real-time pricing. They extend
Borenstein and Holland’s paper by considering two-part tariffs, which outperform
uniform rate tariffs, and load profiling (which is a specific form of TOU), rather than
real-time pricing. Load profiling consists of measuring the load of a given customer at
regular intervals, typically one hour, thirty or fifteen minutes, which leads to less
efficient market outcomes than RTP.

The key message of the paper is that the first-best outcome is achieved with smart
meters and real-time prices (i.e. prices that reflect market conditions in the wholesale
market). Considering a monopolistic retail sector, instead of a perfectly competitive
one, as in Borenstein and Holland (2005), Joskow and Tirole show that with customers

Retail Competition 243

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781316884614.020
Downloaded from https://www.cambridge.org/core. University of Birmingham, on 12 Jun 2019 at 05:57:34, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316884614.020
https://www.cambridge.org/core


using traditional meters, a two-part tariff achieves a second-best outcomes because
electricity bills are calculated as weighted averages, thus not accounting for effective
usage. Traditional meters and retail competition lead to a welfare level even below
the second-best outcome, because retailers must rely on load profiling. When multiple
firms share a customer base and effective time-varying usage is not known, retailers buy
electricity in the wholesale market for their retail customers, based on average and not
real customer usage, and they too face the wrong prices.

Joskow and Tirole also show that first-best outcomes are achieved with responsive
customers, because the optimal retailer strategy is to pass wholesale prices on to
consumers (i.e. charge real-time prices). When there are imperfectly reactive customers,
who take into account transaction or information costs, retail competition provides
a second-best outcome. The authors also consider a case where real-time meters are
installed but real-time pricing by retailers is prohibited. Under the assumption that all
customers are identical, retail competition leads to the second-best outcome achieved
under traditional meters and load-profiling: the optimal uniform price allows customers
to pay a price equal to the wholesale price weighted by the slopes of the individual
demand curves.

19.6 Real-Time Pricing in Practice

Joskow and Wolfram (2012) note that despite its attractiveness, the adoption of RTP is
difficult to generalize. They point out that, as shown by several studies, redistributive
effects among consumers that adopt RTP and those who are served at flat rates might
explain the persistent barriers to dynamic prices. Christen Associates in Energy
Consulting (2016) report that fourteen US States and the District of Columbia presently
have retail competition, and eight states have suspended or rescinded it. Because many
states limit liberalization downstream, the dividing line among states is somewhat
ambiguous. In US jurisdictions with retail choice, roughly half of commercial and
industrial load has switched to competitive suppliers, while under 10 percent of resi-
dential load has done so. Retail competition is facilitating the diffusion of dynamic
pricing programs.

Hu et al. (2015) point out that dynamic pricing adoption is quite different in the United
States and Europe, due to seasonal characteristics of the electricity demand and the
generation mix. The peak load in the EU usually occurs during the winter period.
In contrast, the peak of the US electricity load occurs in summer and power consumption
is usually the lowest in winter. The average peak-to-average ratio from 2009 to 2012 is
1.382 for the United States and 1.265 for the EU. High summer peaks due to air condition-
ing are very frequent. The United States insists on demand response in order to shave these
peaks, whereas Europe has deployed smart meters to better monitor consumption.

Lack of consumer engagement and potential redistributive effects among different
classes of consumers continue to explain resistance to RTP in Europe too. There are
a few exceptions, however, as Eurelectric (2017) reports.
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In Finland, consumers can choose dynamic pricing for electricity. In practice, this
results in a price that is very transparently based on the Nord Pool spot price.
The customer pays the hourly price, together with a retailer’s premium and a monthly
fixed fee. Approximately 10 percent of customers are on this tariff (as of over 3.4 million
metering points, about 340,000 customers). The consumer can check the prices for
each hour of the next day, for instance from a website. The prices are published
according to the spot market timetable, so for the day-ahead at around 2pm the prices
for the next twenty-four hours starting at midnight are “locked.” The customer pays
according to his/her hourly consumption times the price for that particular hour. This
requires that the customer has hourly metering, which is the case for practically every
consumer in Finland.

In Norway, about 65 percent (80TWh/year) of the electricity delivered is on dynamic
pricing based on spot prices with hourly metering. This is mainly due to the fact that
industrial customers using 100,000 kWh/year or more apply spot pricing with hourly
metering.

Learning Outcomes

• Competition in retail markets can be interpreted as a slightly modified version of price
setting (e.g. Bertrand) modeling, under retail Real-Time Pricing (RTP).

• Retail Real-Time Pricing describes a system that has two main features: the frequency
at which prices are set changes within the day, and the time lag for pricing is very short.

• The missing market arising because there are both flat retail price consumers and real-
time consumers implies that the short-run competitive equilibrium is inefficient,
unless there are only customers under RTP (possibly using smart meters).

• The long-run competitive equilibrium does not in general achieve the second-best
optimal electricity allocation and capacity investment.

• Traditional meters and retail competition lead to a third-best outcome, because
retailers must rely on load profiling.

• Competitive retailing with RTP is not yet widespread: a few examples exist in the
United States and Europe.
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20 Assessing the Benefits of Retail
Competition

20.1 Introduction

Assessing the benefits of retail competition seems a difficult task. As highlighted in the
previous chapter, there is no general model of retail competition that can be used as
a reference. In the absence of a shared vision on the ideal competition benchmark, it is
difficult to estimate and measure market performance at the retail level following the
introduction of competition. Moreover, in the retail sector, economic efficiency must
often be counterbalanced by the political need to ensure consumer protection and access
to electricity, which is perceived or assumed to be an essential good. This latter goal can
be achieved by specific regulatory interventions that also impact retail competition. For
instance, the existence of specifically tailored tariffs for household consumers could be
justified for redistributive purposes, even though these might lower or impede the
contestability of the retail market.

In this chapter, we analyze in Paragraph 20.2 the potential gains from retail competi-
tion along three pillars: efficiency, product differentiation and innovation. Then in
Paragraph 20.3 we consider the impact of consumer inertia on retail competition.
Finally, in Paragraph 20.3 we discuss the regulatory provisions that ensure consumer
protection and quality of the service. Some examples from different European countries
illustrate the main arguments.

Overall, the literature review and its key messages summarized in this chapter suggest
that the benefits deriving from retail competition to small consumers have been over-
stated with respect to what we observe in reality.

20.2 Benefits from Retail Competition

In addition to the standard argument that a competitive sector is efficient, we review here
the other potential benefits from retail competition, which also encompass the quality
dimension of the electricity service to end consumers.

20.2.1 Efficiency

Direct efficiency gains in electricity retailing services derive from awidespread adoption
of cost-based pricing and a more efficient organization of retailing activities. Using 1996
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data, Joskow (2000) gives an estimate of the potential saving for the average customer in
United States of switching to a competitive retailer who is in charge of all retailing
services. The competitive retailer is able to provide services at a maximum discount of
25 percent compared to existing tariffs of distributors. However, according to Littlechild
(2009), efficiency gains may be more significant since they may originate not only from
direct retail operations but also from upstream procurement, which is estimated to
account for about 50 percent of the final retail price. In Littlechild’s view, market forces
acting over time are able to reintroduce the correct incentives to dynamic efficiency.

These papers suggest that when there is competition, only the best offers of the
efficient suppliers can survive and expand at the expense of unwanted contracts or/and
inefficient sellers.

Retail competition can help to solve the problem of double marginalization. Let us
explain this point. When firms have market power, they will set price above marginal
cost, which causes a welfare loss. This problem is accentuated when there is a firm with
market power that buys an input from another firm that also has market power.
The producer of the input will price above marginal cost when it sells the input to the
other firm, who will then price abovemarginal cost again when they sell the final product
that uses the input. This means the input is being marked up above marginal cost twice:
once by the producer of the input, and once again by the firm that uses the input to make
its final product, that is double marginalization. The elimination of this effect (Goulding
et al., 1999) can generate efficiency gains. In the electricity sector, this effect is at stake
when firms active along the ESC retain some degree of market power. From this
perspective retail competition is seen per se as a positive element of liberalization
reforms.

20.2.2 Pricing

In theory, efficiency gains may be passed through customers in the form of lower final
prices. However, this effect is difficult to measure, as has been shown by several
empirical studies.

In general, the energy component of electricity pricing encompasses both wholesale
and retail pricing, therefore it is quite complex to disentangle the variation of wholesale
prices from those on the retail margin.

Some authors have tried to estimate the impact of reforms such as privatization and
liberalization on final prices and on efficiency (see for instance Newbery and Pollitt
1997, on British data, Steiner (2001) and Hattori and Tsutsui (2004) on OECD coun-
tries). Joskow’s (2006) paper is the only one that properly accounts for retail competi-
tion. The author compares the changes in electricity prices between 1996 and 2004 in the
US states that have introduced retail competition with those that have not. He finds
evidence that households in the states where reforms have been adopted benefitted from
larger reductions in prices (with the exception of Texas), while for industrial customers
this trend does not show up. This result however cannot be completely attributed to retail
competition, since in the same period several other reforms have been undertaken in the
electricity sector (increased competition in generation, better regulation of distribution
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and transmission services, etc.). Borenstein and Bushnell (2015), stressing that retail
restructuring have implied providing customers with the possibility of access to new
providers who produced or acquired wholesale power for sale to end users, compare end-
user prices of US states under full liberalization and those that have remained under
some form of regulation and public interest power. Average rates in states that did not
restructure have continued to increase since 2007, though at a slightly slower pace than
between 1998 and 2007. Overall there is almost no difference in the change in average
rates for the two groups over the full sample from 1998 to 2012. Gas prices seem to have
driven retail electricity prices for both kinds of firms. Su (2015) finds that in those
US states that have implemented retail competition, residential customers have bene-
fitted from significantly lower prices. The price reduction, on average, ranges from 0:87
to 1:02 $/kWh. Commercial and industrial customers, on the other hand, have not
benefitted from any significant price reductions associated with restructuring.

At the downside level (i.e. concerning competition among retailers to find, acquire
and maintain their customers), several authors agree that retail competition can increase
retailing costs, through rising advertising, and promotional, transactional and system
duplication (e.g. billing or customer assistance) costs; there is no shared agreement,
however, on the final balance between these costs and competition benefits. For instance,
Littlechild (2000) affirms that in the long run efficiency gains may offset increased
advertising and promotional costs, whereas Joskow (2000) and Defeuilley (2009) are
more skeptical about this prediction.

20.2.3 Differentiation and Equipment Innovation

Retail competition is expected to bring to the market new offers and contractual
arrangements, as well as widening the range of services, such as risk-hedging or
energy management services. Furthermore, competitive pressure on retailers may
indirectly force other players, such as distributors or equipment providers, to develop
and install new measuring and reading devices and empowered equipment for quality
services. However, according to several authors, this does not necessarily appear to be
the case for the electricity retail sector. The potential for product differentiation and for
developments in the range of value-added services for which small and residential
customers are willing to pay an extra fee appears to be constrained in the electricity
industry.

Empirical evidence in European countries partly disproves this negative view as to the
limited room for product differentiation. If the demand for additional services such as
energy management or multiple fuel contracts has been prompted largely by larger
customers, competition in electricity retailing did stimulate demand for new types of
products (mainly green options) and innovative contractual arrangements for pricing
(wholesale price plus mark-up contracts, fixed-price contracts, standard variable con-
tracts, flat-rate contracts) which were also available for small and residential customers.
The diffusion of these products nonetheless remains heterogeneous. For a survey of
newly introduced products see, for example, von der Fehr and Hansen (2010) on the
Norwegian market and Littlechild (2002) on the UK market.
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As an example of retail pricing and competition, we give some details of the European
markets in the Box 20.1.

Box 20.1 Retail Pricing and Retail Competition in Europe

The Legislative Context

In contrast to the price of fossil fuels, which are usually traded on global markets
with relatively uniform prices, there is a wide range of electricity prices in Europe,
twenty years after opening electricity generation and supply up to competition.
Directive 96/92/EC and 2003/54/EC established that as of July 1, 2004 business
customers were free to choose their supplier, extending this option as of July 1,
2007 to all consumers (including households). Some EU Member States antici-
pated the liberalization process, while others were much slower in adopting the
necessary measures. In July 2009, the European Parliament and Council adopted
a third package of legislative proposals (Directive 2009/72/EC) aimed at ensuring
a real and effective choice of suppliers, as well as benefits for customers.

Electricity Prices for Household Consumers

For medium-sized household consumers, electricity prices during the second half
of 2016 were highest among the EU Member States in Denmark (€0.308 per
kWh), Germany (€0.298 per kWh) and Belgium (€0.275 per kWh), as shown by
Figure 20.1. The lowest electricity prices were in Bulgaria (€0.094 per kWh),
Hungary (€0.113 per kWh) and Lithuania (€0.117 per kWh). The price of elec-
tricity for households in Denmark and in Germany was more than three times as
high as the price in Bulgaria. Note that the energy component of the retail price
includes both average generation and retailing costs. The relative importance of
the energy component together with the retail component, compared with network
costs can be seen in Figure 20.1; the share of the latter was relatively low inMalta,
Greece, Cyprus, Bulgaria, the United Kingdom, Spain, Italy and Ireland.
The EU-28 average price – a weighted average using the most recent (2015) data

for the quantity of electricity consumption by households – was €0.205 per kWh.
Electricity prices for household consumers in the EU-28 increased in 2008,

decreased in the first half of the year with the economic and financial crisis in
2009, but were stable in the second half of that year, and then increased continuously
from the first half of 2010 to the second half of 2016, apart from a fall of 2.4 percent
in thefirst half of 2016. One of themain reasons for these changeswas the increasing
support for Renewable Energy Sources, which is financed by levies on household
prices. The relative amount of tax contribution in the second half of 2016 was
smallest inMalta (4.8 percent) where a lowVATrate is applied to the basic price and
no other taxes are charged to household consumers. The highest taxes were charged
in Denmark where 67.8 percent of the final price was made up of taxes and levies.
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Box 20.1 (cont.)
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Note: annual consumption: 2,500 kWh < consumption < 5,000 kWh
(’) This designation is without prejudice to positions on status, and is in line with UNSCR 1244/1999 and
the ICJ Opinion on the Kosovo declaration of independence.

Taxes and levies other than VAT
Basic price (without taxes and levies)

Figure 20.1 Electricity prices: households
Source: Eurostat. Available at: http://ec.europa.eu/eurostat/statistics-explained/index.php/
Electricity_price_statistics

Electricity Prices for Industrial Consumers

During the second half of 2016, electricity prices for industrial consumers (with an
annual consumption between 500 MWh and 2,000 MWh), were highest in Italy
and Germany out of the EU countries. The EU-28 average price – a weighted
average using the most recent (2015) national data for the quantity of consumption
by industrial consumers – was €0.114 per kWh (see Figure 20.2).

Electricity prices for industrial consumers increased in 2008 and during the first
half of 2009, decreased during the second half of 2009, and increased again each
half year through to the first half of 2013. In the second half of 2013 the average
price fell slightly, before increasing quite strongly (4.3 percent) in the first half of
2014 to reach a peak of €0.123 per kWh. From the second half of 2014 onwards,
a decreasing trend was observed. The proportion of non-recoverable taxes and
levies in the overall electricity price for industrial consumers is, in general, lower
than for household consumers.
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Box 20.1 (cont.)
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Note: annual consumption: 500 MWh < consumption < 2 000 MWh. Excluding VAT.
(’) This designation is without prejudice to positions on status, and is in line with UNSCR 1244/1999 and
the ICJ Opinion on the Kosovo declaration of independence.

Figure 20.2 Electricity prices: industrial consumers
Source: Eurostat. Available at: http://ec.europa.eu/eurostat/statistics-explained/index.php/
Electricity_price_statistics.

Relative Level of Competition

According to the Agency for the Cooperation of Energy Regulators (ACER/
CEER 2016), effective competition in retail energy markets requires, among
other things, a sufficient number of suppliers, rivalry between suppliers, rewards –
in the form of monetary gains and/or better services – for consumers active in the
market, and simple, low-cost and timely switching processes. Based on
a competition analysis (using a specific indicator computed by the Agency), the
most competitive markets for household customers in 2015 were the retail elec-
tricity markets in Finland, Sweden, the United Kingdom, Norway and the
Netherlands. Weak retail market competition was observed in household electri-
city markets in Greece, Bulgaria and Cyprus.
In comparison to 2014, changes in the competitive indicator for retail electricity

markets were driven for most countries by dynamics in four sub-indicators: i)
number of suppliers with market share above 5 percent; ii) average annual net
entry; iii) numbers of offers per supplier; and iv) average annual mark-ups (i.e. the
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20.3 Competition with Market Imperfections

Some authors claim that the presence of market imperfections, such as switching costs,
informational complexity and consumer preference for not choosing, challenge the
likely outcome of competition in the electricity sector, in particular for small and
residential customers (Joskow, 2000; Brennan, 2006; Defeuilley, 2009; Hortaçsu et al.,
2017). In the following sections, we review the main concerns arising from these market
imperfections (see Concettini and Creti, 2014 for more details).

20.3.1 Switching Costs

In markets characterized by repeated interactions between buyers and sellers, a con-
sumer who has previously purchased a product from a supplier may incur some costs
when switching to a competitor, although firms’ products are identical (Klemperer,
1995).

Switching costs arise for the following reasons:

• search costs to identify offers and suppliers;

• learning costs to become familiar with the supplier;

• transactional costs to sign and resolve a contract.

Switching costs may be real or perceived and lead to a situation in which “products
that are ex ante homogenous become, after the purchase of one of them, ex post

Box 20.1 (cont.)
degree of alignment over time between wholesale prices and the energy compo-
nent of retail prices).

According to the ACER, mark-ups could be used as an additional indicator for
the effectiveness of competition in retail energy markets.

The highest positive mark-ups in 2015, expressed in euros, were observed in the
household segment of the electricity markets in the United Kingdom, Ireland and
Greece, while the lowest positive mark-ups were observed in the retail electricity
markets of the Czech Republic, Romania, Denmark and Hungary.

In some countries with regulated prices, average mark-ups for the monitored
period (2008–2015) were negative because the energy component of the retail
prices was set at a level that appeared to be below wholesale energy costs. This
was the case in Latvia, Romania and Lithuania. Negative average mark-ups were
also observed in the Czech Republic, which does not apply regulated prices.

Finally, ACER market monitoring results showed that many retail markets
remain highly concentrated, with the average market share of the three largest
suppliers in the EU exceeding 78 percent. The concentration effect is also reinforced
by vertical integration between producers, often incumbents, and retailers.
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heterogeneous” (Klemperer, 1995, p. 517). These costs prevent customers from chan-
ging supplier even when a better-priced deal is available and they, therefore, impact on
market dynamics in the same way as a barrier to entry.

In the electricity industry where consumers have long-lasting supply relationships
with the incumbent, switching costs may act as a deterrent to full consumer mobility,
leading to under-switching.

Giulietti et al. (2010) analyze the impact of searching and switching costs in the
UK retailing electricity market by studying the trend in price convergence between
new entrants and incumbents. The authors find that, in line with general predictions
of competition models with switching cost, even after the entry of new competi-
tors, incumbents are able to enjoy a consistent price advantage. Moreover, as soon
as they are established in the market, new entrants tend to exploit searching and
switching costs faced by consumers; over time the incentives that new firms have
to lower prices in order to gain additional customers is more than counterbalanced
by the benefits of keeping prices high to increase margins on previously served
customers.

20.3.2 Informational Complexities

In some sectors, consumers may also be unwilling to change suppliers because they face
difficulties in evaluating and comparing suppliers’ offers. This may be the case for the
electricity industry, where consumers are generally offered two or multi-part tariffs
which reduce their ability to estimate the per-unit price of the product. This situation
may be further complicated whenever supply contracts embed other advantages that
cannot easily be translated into savings on electricity price (e.g. getting discounts on
other purchases). This limitation may imply that:

• consumers switch to a more expensive supplier (over-switching);

• consumers switch to a cheaper but not the cheapest available supplier (inaccurate
switching).

Errors made by consumers when deciding to switch affect their welfare directly, as
they cannot take full advantage of retail offers.

Empirical evidence in the electricity sector is provided in Wilson and Waddams
Price (2005). The authors use a sample of over 3,000 face-to-face surveys of UK
households, 13 percent of which have switched supplier. They find that almost
30 percent of households who have switched have moved to a more expensive
supplier, while inaccurate switching has led customers to benefit from only
a quarter of the gain available on the market. The paper suggests that information
overload and complexity may cause switching decisions to be less efficient when
there is a large number of retailers and options in the market. As a consequence,
while increasing the number of competitors may have a positive effect on the total
gains available on the market, informational complexity may limit the ability of
consumers to exploit such gains, with a negative net impact on equilibrium final
prices.
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20.3.3 Consumer Inertia

In open opposition to the assumptions of the standard economic model, Brennan (2006)
attributes the likely scarce success of competition in electricity retailing market to
a consumer preference for a lack of choice, which can be considered as a sort of market
failure.

The move from a monopoly to the wholesale and retail market model has forced
customers to make informed choices, which in turn presupposes increasing effort to
understand and compare contractual conditions and terms of trade. However, the
experience in the electricity sector seems to suggest that consumers do not always
consider having more options as an advantage.

Brennan’s opinion stems from an accurate analysis of the marketing literature which
indicates that consumers generally show a limited propensity to go back on their choices
or to change goods and services in their consumption bundle. More recently, Hortaçsu
et al. (2017) find strong evidence for consumer inertia, analyzing data at the household
level for the program “Power to choose” implemented in Texas in 2002 to help
consumers select their retail provider.

20.3.4 Customer Segmentation

Some scholars notice that a possible side-effect of introducing competition in the
retail electricity market is the segmentation of active and passive customers (von der
Fehr and Hansen, 2010). Consumers are active in a market when they exercise their
freedom of choice by switching suppliers, or by renegotiating their contractual
conditions without changing retailer. Differences in the willingness of customers
to switch suppliers or renegotiate contractual arrangements may create room for
a two-tier retail market. This means that consumers are split into two categories:
active and inactive consumers. Active consumers may benefit from the introduction
of competition in retailing since they can have access to offers in which prices are
more cost-reflective. Inactive customers, on the other hand, may end up by paying
prices that are above what they were paying before the liberalization, since firms
may use consumers’ reluctance or inability to switch to cross-subsidizing their entry
in the competitive sub-markets. Empirical evidence in Norwegian and United
Kingdom markets seems to confirm this prediction (OFGEM, 2007; OFGEM
2012; von der Fehr and Hansen, 2010).

20.3.5 Innovative Processes

Some structural characteristics of the electricity industry may limit the scope for entry of
new innovative firms that are supposed to be the main spur toward the achievement the
benefits of competition, both in terms of price reduction and quality improvements.
Defeuilly (2009) suggests that a careful analysis of electricity provision reveals that
technological opportunities for new entrants in this retail sector are limited. Indeed,
innovation investments seem to be characterized by a high level of appropriability and
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cumulativeness at firm level. Innovative processes in this sector are likely to be driven by
large established firms, rather than by new entrants.

Moreover, innovation possibilities in electricity retailing seems to be triggered more
by equipment innovations (installation of smart-meters devices), or upstream choices
(investments in renewable sources) that are largely independent of competition in
retailing, rather than by radical innovations in business management (new information
technologies, improved customer management, etc.). However, the emergence of new
entities such as aggregators, and new usages like self-consumption or distributed gen-
eration might foster innovation.

20.4 Equity Concerns in Competitive Retail Markets

As pointed out by some scholars “Throughout most of the history of electric utilities,
retail pricing policy has been driven more by equity than efficiency considerations”
(Borenstein and Bushnell, 2015, p. 438). This need for regulation does not disappear,
even after the full development of competition.

Three situations are at stake:

• When competition is introduced in a market, customers can decide to switch to a new
supplier or they can be passive and do nothing. In this case, the continuity of supply is
ensured by assigning passive customers to a so-called Default Supplier (DS).

• Customers served by a competitive retailer may face the risk of being curtailed if the
supplier becomes unable to provide the service, for instance because it is insolvent or
bankrupt. In this case, regulators must arrange for the transition of customers to
a temporary supplier, the so-called Last Resort Supplier (LRS), which secures service
continuity. The LRS can be a supplier, or another entity.

• There may be vulnerable consumers, who struggle to find a counterpart in the market,
notably because they are not profitable.

Each situation calls for a specific intervention. In the first two cases, the need to
provide an uninterrupted service may be counterbalanced by the objective of ensuring
a certain level of customer protection, especially in terms of price. An entire array of
implementation patterns is feasible, according to the relative weight placed on these
objectives and considering several possible providers. In addition, three procedures are
available to assign these services to a retailer:

1. a direct ex-ante entitlement typically granted to the incumbent firm;
2. a random entitlement upon the competitive suppliers;
3. a bidding process based on the competitive selection of the provider.

For instance, when ensuring that continuity of supply is the only regulatory goal, the
network system operator may provide Default and Last Resort services as part of its
balancing activity. At the other end of the scale, if the regulator wishes to guarantee
customer protection, Default and Last Resort services may be offered at a tariff and
provided by a retailer or the local distributor.
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The problem of vulnerable customers is slightly different and may be better under-
stood in the framework of Universal Service Obligations (USOs) to ensure full market
coverage at reasonable prices, including more costly market segments such as rural
areas. Accordingly, some obligations have been imposed on network service providers
in the form of restrictions on price discrimination (“non-discrimination” constraint),
or obligations to provide the service regardless of customers’ geographical location
(“ubiquity” constraint). Often the two constraints have been combined, requiring retai-
lers to ensure full market coverage at a uniform price.

From a theoretical point of view, when competition is introduced in markets with
profitable and non-profitable end users, new entrants compete with the incumbent only
for profitable customers, generating the so-called cream skimming, that is, serving
high-value or low-cost consumers only. This phenomenon might force the incumbent to
provide USOs by mean of cross-subsidies (Laffont and Tirole, 2000).

There is cross-subsidization when one type of customer indirectly pays for the
consumption of a good or service of the other type. When there is no cross-
subsidization, a firm sets subsidy-free prices. We can illustrate this concept through
the following example.

Example 20.1 Cross-subsidization Assume that the cost of providing electricity to two
consumers consists of three parts. One part of the costs is common to both consumers
and has a per unit cost of 10. For the provision of retail services to consumer 1, the
retailer incurs an incremental cost of 6 and for consumer 2, an incremental cost of 4.
The total cost of retailing 1 unit is equal to 20 = 10 + 6 + 4. The subsidy-free prices are
such that every consumer pays at least for its additional costs, and that each consumer
has a price less than the standalone cost. Define the price paid by consumer i, as pi, i =
1,2. Prices are such that: 6<p1<10 + 6 = 16 and 4<p2<10 + 4 = 14. Additionally, if the
regulated firm makes no profit, then the sum of the two prices is equal to the total cost of
20. These three equations specify the range of subsidy-free prices. If one of these
conditions is not met, then there is cross-subsidization. If the price of consumer 2 is
higher than 14 this consumer cross-subsidizes consumer 2 and vice versa, if the price of
consumer 2 is below 4, consumer 1 is subsiding consumer 2.

Several authors (e.g. Anton et al., 2002; Choné et al., 2002; Mirabel and Poudou,
2004) have tried to assess the welfare effects and the distortionary impact of
different regulatory instruments that governments may implement to allocate and
finance USOs. However, none of these papers questions the truly economic rationale
behind keeping USOs in liberalized markets. In particular, while the “ubiquity”
constraint may continue to be imposed on the regulated network operators, “non-
discrimination” constraint is at odds with the concept of competitive markets with
efficient cost-reflective prices.

Panzar (2000) stresses that there is an unavoidable trade-off between competition and
universal service provision in liberalized markets. Indeed, if the need for a universal
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service policy exists, this means that the competitive market cannot deliver socially
acceptable allocations without a direct public intervention.

The literature seems to suggest that there is a need for USOs whenever the transition
toward competitive retail markets excludes vulnerable or unprofitable customers from
the trade of an essential good, such as electricity. However, in order to secure the risk of
exclusion, more targeted and less distortionary interventions are to be preferred, such as
social tariffs or direct transfers to customers.

In principle, the justification for universal service provision seems to rely on the need
to avoid final customer exploitation due to retailers’market power after the introduction
of competition (Littlechild, 2000; OFGEM, 2002; ERGEG, 2007). For instance,
Vàsquez et al. (2006) affirm that a permanent well-calculated tariff including
a shopping credit (i.e. the price against which new suppliers must compete if they
want to attract customers) achieves the objective of guaranteeing the supply to all
customers without deterring consumers’ switching. Other authors such as Joskow
(2000) and Littlechild (2000) are more skeptical about the benefits of including
a shopping credit in regulated tariffs. It is likely, however, that consumers may be
deterred from switching and new entry may be hampered if tariffs do not reflect under-
lying costs (Joskow, 2006; Wolak, 2014).

Learning Outcomes

• There are several implementation issues relating to retail competition: the extent to
which competition delivers advantages to consumers, from lower electricity pricing to
faster innovation, and whether regulation is still needed to ensure customer protection.

• From experience to date, it is not possible tomake a clear assessment of the advantages
stemming from retail competition.

• Changing supplier creates switching costs: search costs to identify offers and suppli-
ers; learning costs to become familiar with the supplier; transactional costs to sign and
resolve a contract.

• Consumer inertia and reluctance to switch due to the above-mentioned costs may
show that some advantages may not be achieved.

• The advantages of retail competition may be associated with the elimination of double
marginalization and the introduction of smart meters and technical innovations that
serve as a bridge toward time-varying prices that ensure cost-reflective electricity
pricing.

• Some form of regulation such as Universal Service Obligations, Suppliers of Last
Resort or Social Tariffs might still be still needed. Their effect on total welfare is,
however, unclear.
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Part VII

Investing in Power Generation

In Part III we analyzed the optimal dispatching solution and the market outcomes for
power systems characterized by a given pre-defined topology, and in particular, installed
generation capacity. Therefore, the analysis there was a short-run evaluation of the
optimal operation scheme and the market study of an electricity system in which no
new plants become operational, or old plants are mothballed. In this part, we remove the
assumption of fixed generation capacity, and allow it to change over time. In other
words, we move from a short-run analysis of the power system to a long-run analysis.
As we focus on the generation investment decision, we shall not consider grid con-
straints or extension problems. In Chapter 21 we first analyze the optimal investment
problem in a planned setting, namely, in a framework in which a central planner
must decide the optimal level of investments. This approach, for the case of the
long-run analysis, corresponds to the study of model 1, the monopolist, which for the
short-run case we developed in Chapter 8 and 9. Then, we move on to the study of
the long-run investment problem in a liberalized market setting (i.e. a situation in which
power plants compete among themselves). This corresponds, for the long-run invest-
ment decision case, to considering models 2, 3 and 4, whose short-run study has been
developed in Chapter 9. In Chapter 22, we discuss the difference between the first-best
theoretical solution and the real-world problem of investment in power generation, and
compare the optimal solution in markets without explicit remuneration for capacity, with
the optimal solution where the latter exists. In Chapter 23 we present and discuss several
alternative market design rules, with explicit remuneration for capacity, broadly defined
as Capacity Remuneration Mechanisms.
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21 Optimal Investment in Power
Generation

21.1 Introduction

We consider here the problem of investment in generation capacity in the long run.
The analysis is similar to that of Chapter 9, yet with a different focus. There, it was
assumed that some level of capacity existed, and we studied how to serve the load
in an efficient way in each hour of the reference period. Thus, it was a short-run
analysis. Here, we consider the long-run case in which there is no preinstalled level
of capacity, and we investigate the optimal level of investment. Thus, we shall not
refer to a specific hour j, but to the whole period, say a year, and omit the

superscript j. In the reference period, the load demands energy Qd. This energy is
produced by power plants. The energy supplied by plant i is denoted by Qs

i.
However, this energy supply needs a capacity in order to be produced.
The maximum level of capacity installed constraints the supply:1 Qs

i ≤M
max
i .

Obviously, the overall installed level
Xn
i¼1

Mmax
i constrains the maximum producible

energy Qs ¼
Xn
i¼1

Qs
i ≤
Xn
i¼1

Mmax
i . The usual load-balance constraints, stemming from the

Kirchhoff’s laws, apply:Qd ¼ Qs. Investing in power plant has a cost. We shall consider
yearly total cost functions as those described in Equation (7.1), with ci denoting the
marginal cost of energy for plant i, for simplicity of notation.

21.2 The Optimal Investment Problem with a Single Technology

Let us consider the welfare maximization problem when there is just one single
technology (i.e. all power plants have the same cost). How much capacity should be
invested? The maximization problem for an average (reference) year is as follows:

1 For the sake of simplicity, we ignore here the existence of probabilistic failures that are different from lack of
capacity. In other words, we assume that if a capacity is installed it will be available. Introducing
probabilistic failures would not change the rationale of the analysis: we would need to introduce a further
figure, namely, the expected (average) available capacity in the period, which would be less than the installed
one, and refer to this stochastic parameter as the effective capacity constraint.

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781316884614.022
Downloaded from https://www.cambridge.org/core. University of Birmingham, on 12 Jun 2019 at 05:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316884614.022
https://www.cambridge.org/core


max
Mmax

i ; Qd ;Qs
i

UðQdÞ �
Xn
i¼1

CiðQs
i ;M

max
i Þ; s:t:

ðaÞQd ¼
Xn
i¼1

Qs
i ;

ðbÞQs
i ≥ 0; ð21:1Þ

ðcÞQs
i ≤M

max
i ;

8i ¼ 1; . . . ; n:

The Lagrange Equation is:

L ¼ UðQdÞ �
Xn

i¼1
CiðQs

i ;M
max
i Þ þ aðQd �

Xn

i¼1
Qs

i Þ þ
Xn

i¼1
biQ

s
i

þ
Xn

i¼1
diðMmax

i � Qs
i Þ ð21:2Þ

with the Kuhn-Tucker conditions:

∂L
∂Mmax

i
¼ 0→

∂Ci

∂Mmax
i

ð�Þ ¼ di; 8i ¼ 1; . . . ; n;

∂L
∂Qd

¼ 0→U
0 ð�Þ ¼ �a;

∂L
∂Qs

i
¼ 0→

∂Ci

∂Qs
i
ð�Þ ¼ �a� di þ bi; 8i ¼ 1; . . . ; n;

ð21:3Þ

and the slackness conditions:

biQs
i ¼ 0; Qs

i ≥ 0; bi ≥ 0; 8i ¼ 1; . . . ; n;

diðMmax
i � Qs

i Þ ¼ 0; ðMmax
i � Qs

i Þ ≥ 0; di ≥ 0; 8i ¼ 1; . . . ; n:
ð21:4Þ

Considering only internal solutions and simplifying the constraints, we have:

di ¼ ∂Ci

∂Mmax
i

; 8i ¼ 1; . . . ; n;

di ¼ ∂U
∂Qd

� ∂Ci

∂Qs
i

� �
; 8i ¼ 1; . . . ; n;

diðMmax
i � Qs

i Þ ¼ 0; 8i ¼ 1; . . . ; n:

ð21:5Þ

See that the slackness condition is such as di > 0 when
ðMmax

i � Qs
i Þ ¼ 0; 8i ¼ 1; . . . ; n. Thus we can re-write the constraints as:

di ¼ ∂Ci

∂ Mmax
i

; 8i ¼ 1; . . . ; n;

di ¼ ∂U
∂Qd

� ∂Ci

∂Qs
i

� �
IðMmax

i ¼ Qs
i Þ; 8i ¼ 1; . . . ; n;

ð21:6Þ

where IðMmax
i ¼ Qs

i Þ is the indicator function denoting the number of hours,
during the year, that the capacity will be fully used to provide energy. We can

262 Investing in Power Generation

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781316884614.022
Downloaded from https://www.cambridge.org/core. University of Birmingham, on 12 Jun 2019 at 05:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316884614.022
https://www.cambridge.org/core


divide both equations by T, the number of hours of the year and solve them
together, obtaining:

∂Ci

∂Mmax
i

T
¼ ∂U

∂Qd
� ∂Ci

∂Qs
i

� �
IðMmax

i ¼ Qs
i Þ

T
; 8i ¼ 1; . . . ; n: ð21:7Þ

Comparing Equation (21.7) with Equation (21.5) and (7.3), we see that the left-hand
side of Equation (21.7) is just the hourly rental cost of plant i, namely, the hourly
discounted fixed cost per unit of capacity. The right-hand side, on the other hand, is
the difference between the marginal utility of the load in the considered period (e.g.
a year), and the marginal cost of provision of energy in that year, multiplied by the ratio
of the number of hours in which the capacity of each plant is used at its maximum per
each year over the total number of hours of the year. The sum of the capacity installed by
each plant serves the whole load. Recall that in the given period – the year – load changes
over time. We have already defined the Load Duration Curve as the curve that shows, in
that period, the probability that for any possible level of total capacity installed, the load
exceeds that level. Therefore, for a givenMmax

i per each plant and a given LDC, the term
IðMmax

i ¼ Qs
i Þ

T
is the same for all plants and identifies a specific point of the LDC,

namely, the probability (measured in number of hours over the year) for which load Qd

exceeds the overall level of installed capacity
Xn
i¼1

Mmax
i and thus load has to be shed.

Therefore, we can rewrite Equation (21.7) as:

hRC ¼ ∂U
∂Qd

� ∂Ci

∂Qs
i

� �
Pr Qd >

Xn

i¼1
Mmax

i

� �
; ð21:8Þ

where we have omitted the subscript i in the hRC given that it is constant across plants.

We have already defined PrðQd >
Xn
i¼1

Mmax
i Þ in Chapter 9. It was the probability that in

a given period load is shed: the LOLP. Moreover, from constraints (21.3), we see that the
marginal utility of the load in equilibrium corresponds to the shadow value of the load-
balance constraint, namely, the marginal value of having one extra unit of capacity able
to serve the load. This concept has already been introduced in Chapter 9, namely, the
VOLL. Thus, Equation (21.8) can be re-written as:

LOLP� ¼ hRC

ðVOLL� ciÞ ; ð21:9Þ

where the superscript star over the LOLP denotes that it is an equilibrium value, namely,
the level of installed capacity that solves Equation (21.8). Equation (21.9) has an
interesting interpretation. It shows that, unless capacity had no cost, it would not be
optimal to have as much capacity installed as the whole demanded load. It is optimal
instead to have some hours of the year in which load will be shed. This result is similar to
that obtained in Chapter 9, however, with different and stronger implications. There we
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showed that, for a given level of installed capacity, the load has to be shed up to the point
in which the marginal utility of the load is equal to the value of having one marginal unit
more of capacity installed. Here we show that the value of the marginal capacity in
equilibrium must correspond to the marginal cost of that extra capacity. Thus, unless the
marginal cost of capacity is equal to zero, there will always be some load shed, which
implies that the marginal utility of the energy that the capacity generates will always be

higher than the marginal cost of providing energy:
∂U
∂Qd

>
∂Ci

∂Qs
i
. This effect is the optimal

rationing of energy.
Moreover, Equation (21.9) displays another interesting property of the optimal solution.

Since installing a capacity has a cost (hRC > 0), it is worthwhile to do it only if LOLP > 0,
i.e., the capacity is going to be fully used (Qs

i ¼ Mmax
i ). In other words, it is never optimal

to install extra capacity if it not fully used (Qs
i < Mmax

i ), as we would have expected.
It is possible to calculate how much capacity has to be installed and consequently for

how many hours of the year we can expect to shed load. This optimal level of capacity is
set at that level for which the extra cost of the last unit of watt installed, hRC,
corresponds to the extra benefit, namely, the net expected marginal value of the last
unit of watt installed. This latter is the extra value for the load accruing from the energy
that the extra watt installed allows to generate (i.e. the VOLL), net of the marginal cost to
generate it (ci), multiplied by the probability that the extra capacity is effectively needed
for otherwise the load would be shed (the LOLP).

Equation (21.9) can also be used to get a rough estimate of the optimal LOLP, using it,
for instance, to compare if, ex post, the number of hours in which load was shed in a year
in a given place corresponded to what was optimal or not, without any complex
calculation. In reality, VOLL values are typically of thousands of dollars per MWh,
depending on which electricity system they refer to (see the discussion on the VOLL in
Chapter 3). The marginal cost is at a much lower scale (e.g. tens of dollars per MWh).
Thus, we can omit ci and simply relate the hRC to the VOLL to perform a back-of-the-
envelope estimation of the optimal LOLP:

LOLP ffi YRC
VOLL

; ð21:10Þ

Where YRC denotes the yearly capital rental cost. Equation (21.10) is generally
referred to as peak load pricing2 or VOLL-pricing, highlighting that at the equilibrium
it is the product of VOLL and LOLP that provides enough incentives for investments.

Result

In a given electricity system, the optimal level of capacity installed must be such
that the resulting LOLP equals the ratio of the Yearly Rental Cost of the capacity
over the Value of Lost Load.

2 Terminology originally proposed by Boiteux (1960). See also Crew et al., (1995).
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Example 21.1. shows how to use this formula in a simple calculation of the LOLP.

Example 21.1 The Optimal LOLP and Capacity Assume there are the following figures in
a power system: yearly rental cost of capacity is $43,800/MWy (i.e. $5/MWh).
The VOLL is $5,000/MWh; marginal cost is $40/MWh. On the basis of Equation
(20.11) we can approximate the LOLP as 5/5,000 = 0.001, i.e. 0.1 percent of hours
throughout the year, that is, 8.76 hours. Taking into account the marginal cost would not
provide any relevant change since the difference between the two figures provided by
Equation (20.11) and (20.10) is at the sixth digit. In order to convert LOLP into the
optimal level of capacity to be installed, we need to know the LDC. For instance, let the
consumption demanded be 52,560 GWh, and the LDC be the following linear function:
LDC = 11,000MW – 10,000 MW⋅lf, where lf 2 ð0; 1Þ is the load factor (i.e. the capacity
factor of the load, as defined in Chapter 7). It can be seen that the peak load is 11,000
MW, the baseload is 1,000 MW. The area of the LDC in the load factor space provides

the yearly load:
ð1
0

LDCdlf ¼ 1

2
ð11000þ 1000Þ= 6,000MWy = 52,560GWh. However,

all the load is not served. The optimal level of installed capacity is 11,000MW – 10,000 ×
0.001 = 10,990 MW. The load shed is 10MW × 8.76 hours × ½ = 43.8MWh.

We have assumed here that all plants have the same cost. However, if we remove this
assumption, the main message of this Paragraph still holds. We show it here.

Allow plants to have different cost figures. In other words, we still assume that plants
have the simple linear cost function as in Equation (7.2), but we assume that their
marginal and fixed costs differ. For simplicity of notation, we consider the case of three
plants, whose marginal costs are as c1 < c2 < c3, and fixed costs are ranked as
hRC1 > hRC2 > hRC3. The case of n plants follows naturally. The welfare maximiza-
tion problem is the same as that stated in Equation (21.1), so we arrive at the solution
stated in Equation (21.7), which we show again here for the sake of simplicity:

hRC1 ¼ ∂U
∂Qd

� c1

� �
IðMmax

1 ¼ Qs
1Þ=T ;

hRC2 ¼ ∂U
∂Qd

� c2

� �
IðMmax

2 ¼ Qs
2Þ=T ;

hRC3 ¼ ∂U
∂Qd

� c3

� �
IðMmax

3 ¼ Qs
3Þ=T :

ð21:11Þ

Let us focus on the term IðMmax
i ¼ Qs

i Þ=T for each of the three plants. Recall that from
the optimal dispatching properties (see Chapters 8 and 9) we know that it is never
optimal dispatching plant i +1 if plant i is not fully dispatched. Thus plant 1 is the
baseload plant. The indicator function denotes the number of hours it is fully dispatched,
so the ratio over T denotes a specific point of the LDC, namely, the probability that the

load exceeds the capacity of the baseload plant: IðMmax
1 ¼ Qs

1Þ=T = PrðQd > Mmax
1 Þ.
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For plant 2, the indicator function over T denotes the probability that the load exceeds

the capacity of both plant 1 and 2: IðMmax
1 ¼ Qs

1Þ=T = Pr Qd >
X2
i¼1

Mmax
i

 !
. For plant 3,

it denotes the probability that the loads exceeds capacity of all three plants, so that

load is shed: IðMmax
1 ¼ Qs

1Þ=T = Pr Qd >
X3
i¼1

Mmax
i

 !
¼ LOLP. Therefore,

Pr Qd >
Xi
j¼1

Mmax
j

 !
denotes the probability that a marginal unit of capacity Mi is

going to be used to serve the load, in the reference period.
The interpretation of condition (21.11) is the same as before for the case of equal

costs, and can be generalized to n plants. We summarize this below.

A corollary of this is that, since the probability of needing a plant of type i +1 is lower
than that of plant i, being a point of the LDC to the left of the load associated to the
probability of i, the capacity needed of technology i + 1 is lower than the capacity of
technology i. Thus, the baseload plant has higher capacity installed than plant 2 type, the
mid merit, whose capacity is higher than the plant 3 type, the peak load plants. The same
result arises for the sum of all capacity installed: in equilibrium there is an optimal load
shedding given by the LOLP.

21.3 The Cost Minimization Problem

We can derive interesting conclusions by looking at the solution of the optimal invest-
ment problem, namely, the levels of Mmax

i that solve conditions 21.11 below, from the
point of view of cost minimization. As before, for simplicity we assume that there are
three plants, with different costs functions.With a slight abuse of notation, we denote the

LDC as Qd and let Qd � Qs identify the loss of load because of shedding. We write the
cost minimization problem, assuming that the load-balance constraint is met, so that if
the LDC exceeds the overall energy injected, load is shed:

min
M max

1 ;M max
2 ;M max

3

YRC1M
max
1 þ c1Q

s
1 þ YRC2M

max
2 þ c2Q

s
2

þYRC3M
max
3 þ c3Q

s
3 þ vLðQd �Mmax

1 �Mmax
2 �Mmax

3 Þφ: ð21:12Þ

Result

When capacity is costly, in equilibrium, it is optimal to invest in different
technologies, having different costs, up to the point at which the marginal cost
of the investment in the capacity equals the net expected marginal utility of the
energy that can be generated using that capacity.
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Notice that the total system cost function includes the damage function arising
from load shedding (see Equation 9.11), and φ ¼ VOLL. The energy that each
power plant injects into the grid depends on the LDC. Recall the definition of the
LDC. A point of the LDC denotes the probability that the load exceeds a given level
of capacity. Consider plant 1. Plants are ranked according to economic dispatching. This
means that the optimal Mmax

1 corresponds to that level of the capacity on the LDC for
which the total cost of plant 1 and 2 coincides. This point is given by the capacity factor
of plant 2: cf2.

Another way to see this is simply noticing that, from the analysis run in paragraph
21.2, we know that the optimalMmax

1 is the level of capacity installed such that capacity
is fully used to provide energy (Mmax

1 ¼ Q1). At that point the marginal plant becomes

plant 2. Thus, for Qd < Mmax
1 the marginal plant is plant 1, producing energy at

a marginal cost c1. For Qd > Mmax
1 , the marginal plant is plant 2, at marginal cost c2.

The same reasoning applies to plant 2 for cf3. For plant 3, the optimal capacity is given
by the LOLP, vL, on the basis of the marginal value of the loss load φ (i.e. the VOLL).
Therefore, from the LDC we can calculate and plot a Price Duration Curve (PDC).
Figure 21.1 shows this, describing the LDC with regard to the left axis and the PDC on
the right axis.

The energy that plant 1 is producing in the time period (e.g. the year) isQs
1 ¼ Mmax

1 cf2.
Consider now plant 2. It is the mid merit-one. It is called to produce only when load
exceeds Mmax

1 . According to the LDC throughout the year it generates
Qs

2 ¼ ðMmax
1 þMmax

2 Þcf3 �Mmax
1 cf2. Plant 3, the peaker, produces

Qs
2 ¼ ðMmax

1 þMmax
2 þMmax

3 ÞvL � ðMmax
1 þMmax

2 Þcf3. Substituting these relationships
into problem (21.12) and solving it leads to the following FOCs:

YRC1 þ c1cf2 þ c2cf3 � c2cf2 þ c3vL � c3cf3 � vLφ ¼ 0;
YRC2 þ c2cf3 þ c3vL � c3cf3 � vLφ ¼ 0;
YRC3 þ c3vL � vLφ ¼ 0;

ð21:13Þ

which can be simplified as:

$

1

MW

maxM1       + M2       + M3 max max

maxM1       + M2
max

maxM1

vL cf3 cf2

c1

c2

c3

ϕ

Figure 21.1 The LDC and the PDC for the three plants case
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YRC1 ¼ cf2ðc2 � c1Þ þ cf3ðc3 � c2Þ þ vLðφ� c3Þ;
YRC2 ¼ cf3ðc3 � c2Þ þ vLðφ� c3Þ;
YRC3 ¼ vLðφ� c3Þ:

ð21:14Þ

Let us consider the meaning of Equations (21.14). Consider plant 1. The extra unit of
capacity Mmax

1 has a unit cost of YRC1. However, its marginal increase replaces the
energy produced with a capacity factor cf2 at a cost c2 with one (marginal unit) of energy
at cost c1. Thus, cost is reduced by cf2ðc2 � c1Þ.

The extra capacity Mmax
1 also rises Mmax

1 þMmax
2 , and this allows replacement of

energy produced by plant 3, with a capacity factor cf2 and marginal cost c3, with one
marginal unit of energy produced at marginal cost c2, thus saving cf3ðc3 � c2Þ.

Finally, there is also a rise inMmax
1 þMmax

2 þMmax
3 , which allows replacement of one

unit of energy that was shed at LOLP (with a cost of φ) with one extra unit of energy at
marginal cost c3, thus saving vLðφ� c3Þ. The first Equation (21.14) shows that in
equilibrium the net cost accruing from the investment in capacity 1 must be equal to
the net gain in the cost of energy supply that the capacity allows to generate, including
the reduction in the load shed. The same applies to technology 2 and 3.

Solving the system of three Equations (21.14) in the three unknowns cf1, cf2 and cf3
yields the following solutions:

YRC1 þ c1cf2 ¼ YRC2 þ c2cf2;
YRC2 þ c2cf3 ¼ YRC3 þ c3cf3;
YRC3 þ c3vL ¼ φvL:

ð21:15Þ

These are called screening curves. They coincide, for the entire time interval, to the
ACC curves we have already introduced in Chapter 9.3 They confirm the result found in
Paragraph 21.2. Plant 1, the baseload, sees more capacity installed than the other plants.
Solutions (21.15) show that it is optimal installing capacity Mmax

1 up to the breakeven
point cf2, beyond which it is more convenient to install technology 2. The same holds for
technology 2, mutatis mutandis, while for 3 the breakeven is given by the optimal load
shedding.

Solution (21.15) comes from a welfare maximization-cost minimization problem.
Thus it corresponds to the case of a regulated monopoly or a perfectly planned solution,
as it was in Chapter 9. We see in the next paragraph that the same holds true in
a competitive market.

21.4 The Competitive Solution to Optimal Investment

As before, we consider power plants with three different costs. However, we now
assume that the price of the energy is set up in a competitive market. Each power

3 See that in Chapter 9 the screening curves referred to a given hour j, therefore the fixed cost was the hourly
rental cost; in this chapter, they are referring to the whole year, and therefore the fixed costs are the yearly
rental costs.
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producer wishes to maximize its own profit, and must decide whether to invest in
capacity Mmax

i in order to do so. Clearly, profits depend on the price, which depend on
the production of all power producers and the LDC. Let us consider the problem for each
producer: plant 1, the baseload; plant 2, the mid-merit one; plant 3, the peaker.

Let us start from the last. For power plant 3, it produces only when Qd is above
Mmax

1 þMmax
2 . When the peaker is the marginal plant, in a competitive market, the SMP

corresponds to c3. This occurs for the following percentage of hours in the year:
(cf3 � vL). When load is shed, which occurs with a load factor given by the LOLP (i.e.
vL) the price spikes to the VOLL (i.e. φ). Therefore, revenues of the peaker are:
φvLMmax

3 þ c3ðcf3 � vLÞMmax
3 . Costs are YRC3Mmax

3 þ c3cf3Mmax
3 . Note that we can re-

write the cost function as YRC3Mmax
3 þ c3vLMmax

3 þ c3ðcf3 � vLÞMmax
3 . The peaker’s

profit function is:

π ¼ φvLMmax
3 þ c3ðcf3 � vLÞMmax

3 � YRC3Mmax
3 � c3vLMmax

3 � c3ðcf3 � vLÞMmax
3 ;

¼ φvLM
max
3 � YRC3M

max
3 � c3vLM

max
3 : ð21:16Þ

Consider now the mid-merit plant. Replicating the same reasoning as above, we see
that revenues are: φvLMmax

2 þ c3ðcf3 � vLÞMmax
2 þ c2ðcf2 � cf3ÞMmax

2 . Costs are
YRC2Mmax

2 þ c2cf2Mmax
2 , which, as before, can be written as:

YRC2Mmax
2 þ c2cf3Mmax

2 þ c2ðcf2 � cf3ÞMmax
2 . Thus, plant 2 profit function is:

π ¼ φvLMmax
2 þ c3ðcf3 � vLÞMmax

2 þ c2ðcf2 � cf3ÞMmax
2 � YRC2Mmax

2 � c2cf3Mmax
2

�c2ðcf2 � cf3ÞMmax
2 ;

¼ φvLM
max
2 þ c3ðcf3 � vLÞMmax

2 � YRC2M
max
2 � c2cf3M

max
2 : ð21:17Þ

Finally, for the baseload plant 1, revenues are:
φvLMmax

1 þ c3ðcf3 � vLÞMmax
1 þ c2ðcf2 � cf3ÞMmax

1 þ c1ðcf1 � cf2ÞMmax
1 . Costs are

YRC1Mmax
1 þ c1cf1Mmax

1 , which can be written as:
YRC1Mmax

1 þ c1cf2Mmax
1 þ c1ðcf1 � cf2ÞMmax

1 . Plant 1 profits are:

π ¼ φvLMmax
1 þ c3ðcf3 � vLÞMmax

1 þ c2ðcf2 � cf3ÞMmax
1 þ c1ðcf1 � cf2ÞMmax

1

�YRC1M
max
1 � c1cf2M

max
1 � c1ðcf1 � cf2ÞMmax

1 ;

¼ φvLM
max
1 þ c3ðcf3 � vLÞMmax

1 þ c2ðcf2 � cf3ÞMmax
1 � YRC1M

max
1 � c1cf2M

max
1 :

ð21:18Þ

The F.O.C.s of the profits’ maximization problem of each producer with regard to
Mmax

1 , Mmax
2 , Mmax

3 , respectively, in perfectly competitive market yield the following
system of equations:

YRC3 ¼ ðφ� c3ÞvL;
YRC2 ¼ ðφ� c3ÞvL þ cf3ðc3 � c2Þ;
YRC1 ¼ ðφ� c3ÞvL þ cf3ðc3 � c2Þ þ cf2ðc2 � c1Þ:

ð21:19Þ

It is clear that conditions (21.19) are equal to conditions (21.14) of the optimal investment
problem in a regulated (or planned) setting. Therefore, we have an important result:

Optimal Investment in Power Generation 269

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781316884614.022
Downloaded from https://www.cambridge.org/core. University of Birmingham, on 12 Jun 2019 at 05:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316884614.022
https://www.cambridge.org/core


See that the analysis of the screening curves in the optimal planned investment
problem of paragraph 21.3 also holds for the competitive setting. We can interpret
conditions (21.19) considering the PDC. Recall that c1, c2 and c3 are the SMP whenever
the marginal plant is, respectively, the baseload, mid-merit and peak load plant, while φ
is the equilibrium price when load is shed. Condition (21.19) shows that price volatility
is necessary to finance the investment in capacity. When the investments are at their
optimal level, all types of technologies see their fixed costs repaid. In particular, the
peaker, which has a lower fixed cost, sees the (yearly) fixed costs repaid by all those
hours of the year in which load is shed and price goes to the VOLL. For those hours, it
cashes in the difference between revenues and variable costs, making supermarginal
profits that are needed to cover investments costs. In other words, even if it has positive
short-run profits, it has zero long-run profits. For the other technologies, the same holds
true, with respect to their own costs. The mid-merit plant makes supermarginal profits
whenever the peaker is called into operation (including when load is shed). This occurs
for a number of hours more than the hours in which the peaker makes profits, but this is
needed since the fixed costs of the mid-merit plant are higher. Finally, for the baseload, it
is always producing but has only short-run profits when it is not the marginal technology.
No plant makes positive long-run profits.

This analysis holds true for the planned equilibrium and for the perfectly competitive
market. For the latter, it is the competition assumption that guarantees that the SMP,
when the baseload is the marginal price, coincides with the marginal cost of the base-
load, and similarly for the other levels of the SMP. For the planned solution, it is the
planner who must set up prices (or cost of energy delivery to customers) in order to
replicate the PDC of a perfectly competitive market.4 Therefore, the following result
holds:

This result is the usual zero-long-run-profit condition of any perfectly competitive (or
perfectly regulated) market. As such, it does not imply that plants are not able to make

Result

In a perfectly competitive market, profit maximization yields the same optimal
level of installed capacity as in the investment planning problem.

Result

When installed capacity is at the optimal level and markets are perfectly compe-
titive (or the monopoly is perfectly regulated), investors are able to repay exactly
their investment costs. There are zero long-run profits.

4 This assumes that the central planner can observe the hourly costs and the hourly withdrawal from the grid
(i.e. that there is real-time metering). This is a strong and rather unrealistic assumption. For a discussion of
the consequences of lack of real-time metering see Chapter 19.
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accountable profits. As is well known, profits are the fair remuneration for well diversi-
fied risks (see any finance textbook, such as Elton et al., 2014). Thus, in a theoretical
setting, the long-run remuneration of the investment in power production, including
risk-adjusted remuneration of the capital, equals the expected discounted sum of the
profits accruing from electricity markets. However, the long-run analysis of electricity
markets is based on the same assumptions on which any other perfectly competitive
long-run evaluation is based. In the next chapter, we shall review them and discuss
whether they are likely to be met or not in real electricity markets.

Learning Outcomes

• In the long run, a planner aims for an optimum set-up of investments in capacity that
maximizes total welfare. The solution to the problem shows that unless capacity had
no cost, it is not optimal to install capacity in order to serve all possible levels of the
load in a given time interval. Instead it is optimal to have some hours of the year in
which load is shed.

• This result is independent of whether the costs of capacity are equal across all plant, or
if costs are ranked. The optimal level of capacity is set at that level for which the
marginal cost of the marginal plant equals the expected net marginal benefit of the
energy that the capacity can generate.

• At equilibrium, in a given time period (for instance a year) the probability of not
having load served (LOLP) equals the investment costs in that period (Yearly Rental
Cost – YRC) over the net benefit of having load served. The latter is the VOLL, minus
the marginal cost of producing energy. In practical analysis, LOLP can be approxi-
mated by the ratio of YRC over the VOLL.

• When costs differ across plants, the optimal level of capacity guarantees that the costs
of energy provision and loss of load are minimized. The optimal dispatching is
achieved by means of the screening curves. At equilibrium, baseload capacity has
a higher share of capacity than the other types of technology and serves the load for
a longer time interval; then the other types of capacity follow, ranked according to
their marginal costs.

• When investors are profit-maximizing agents acting in competitive markets, they
invest up to the capacity level that coincides with the level resulting from welfare
maximization. At equilibrium, power plants make zero long-run profits and cover
exactly the discounted investments cost.
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22 Energy-Only Markets vs. Markets with
Capacity Remuneration Mechanisms

22.1 Introduction

In the last chapter, we focused on generation capacity investments. It is important to
point out that this is just one aspect of a broader concept, termed System Reliability or
Security of Supply (European Commission, 2014):

definition. Security of Supply (SoS): the ability of the system to deliver electrical
energy to all points of utilization within acceptable standards and in the amounts
desired.

SoS has two dimensions. The first, called system security, depends on the admis-
sible flows in transmission lines and the availability of ancillary services and reactive
power. We shall not deal with these aspects here. The second dimension is system
adequacy:

definition. System Adequacy: the power system’s ability to meet demand in the long
term

When adequacy refers to the ability of generation capacity to meet demand, it is
termed Generation Adequacy. In what follows, we shall refer to generation adequacy,
although we should keep in mind that this is just a subset of the broader concept of
system adequacy.

In the last chapter, we saw that the optimal level of investment to deliver genera-
tion adequacy in a theoretical setting can be reached regardless of whether energy is
provided by a single regulated monopolist or if there are markets for power genera-
tion. In other words, the different models 1–4 of Chapter 5 have no impact on the
investment level in the electricity system. However, this conclusion relies on
a number of strong assumptions. In this chapter, we review them and consider
how likely they are to be effectively met in real settings. This raises the concern
that in the real world investments might not deliver an efficient outcome.
In particular, it is often argued that there may not be enough generation adequacy.
We review this problem in Paragraph 22.2. A natural question to ask when there are
concerns about adequacy is whether it is possible to tackle them by adopting
a specific market design for capacity. This question is answered in Paragraph 22.3,
which explains the rationale for Capacity Remuneration Mechanisms that are ana-
lyzed in the next chapter.
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22.2 Generation Adequacy in Practice

The optimal investment condition that we identified in Chapter 21 rests on the assump-
tion of perfect competition. This means that there are no market failures. We discuss
them here and assess to what extent they are likely to occur in electricity markets.

22.2.1 The Existence of Markets for Hedging Risks

In the previous chapter, we identified the investment optimality condition, without
taking into account risk. In real electricity markets, there are uncertainties regarding
plants’ costs (due to fuel-price volatility, O&M costs, local investment risks,
primary energy availability and so on) and on revenues. The optimal investment
rule specifies that discounted fixed costs must equal the expected net benefit over
the reference period, where expectations are taken with respect to the plant operat-
ing time. This rule can be extended by incorporating the expected figures of the
stochastic (market and costs) variables. The equilibrium condition still holds: the
yearly expected discounted costs of the plant must equal the yearly expected benefit.
However, this implies that there must be markets in order to hedge these risks.
In other words, investors must discount the fixed costs, which should also include
the financial costs needed to invest in power plants. This is not a point that refers
just to power markets: the efficiency of market remuneration for risk depends on the
completeness and competitiveness of financial markets (see any finance textbook,
such as Elton et al., 2014). In markets where it is hard to hedge against risk, the
investment cost can be higher than the efficient level one.

This problem can be worsened by the time-nature of electricity markets. The equili-
brium condition that we considered in the last chapter is framed with respect to a given
time period, for instance a year. Power plants, however, last for more than a year. This is
not a problem from a theoretical point of view: the yearly rental cost incorporates the
discounting of the whole total costs throughout the whole expected life of the plant. Over
a period of years, a plant sees its expected lifespan decrease. Because of amortization, its
yearly rental costs decrease overtime. At the same time, recall that the marginal cost is
ci ¼ Flj � aj;i, where aj;i is the efficiency rate of the plant. Over time, it is very likely that
efficiency lowers (i.e. aj;i rises). The older a plant becomes, the greater its losses, as it
needs time for maintenance, unexpected repairs and so on. Hence, the marginal cost of
the plant rises over the year too. Moreover, there is also a technological obsolescence, as
more modern and efficient technologies may replace older versions. For instance, this
has been the case with combined-cycle gas turbines, that have higher efficiency rates
than the old turbo-gas plants. Therefore, we can expect that over time at least some types
of plants will move down the merit order ladder, as the more years pass by the more they
become marginal plants. This reduces the expected number of hours in which they gain
supermarginal profits. But again, this is what has to happen in an efficient market, since
over time they experience a decrease in their residual fixed costs. At the end of economic
life, when a plant is fully amortized, it has no residual extra costs and should not be
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dispatched, unless it is needed because of some new load. Thus, optimal investment also
leads to dynamic efficiency.

However, such reasoning implies that all operators are able to forecast market out-
comes and market evolution for the whole lifetime of the investment. In other words,
when calculating optimal investments, the business plan must incorporate uncertainty
over a long time period (e.g. 40 years), as regards all costs; and it must be able to foresee
any possible evolution of technology, as well as any possible change in life expectancy
of plants or variation in rules about market price formation and market design evolution.
This is rather demanding assumption, which is not necessary. What is necessary,
however, is that financial markets incorporate all the uncertainties, including technolo-
gical and regulatory issues in the investment risk. This implies that the financial cost for
the invested capital invested in power plants might be extremely high and it might induce
a sub-optimal level of investments.

22.2.2 Market Power

We saw that the optimality of perfect competitive markets relies on the assumption of
no-market power. Market power in electricity markets was discussed in Part IV.
However, we point out here that another consequence of market power in electricity
markets is the possible distortion of investment in capacity. In any markets, price spikes
signal situations of scarcity. We saw in Chapter 21 that price spikes are a normal
phenomenon of electricity markets. It is exactly the existence of the periods where
price goes to the VOLL that provides enough remuneration for the capacity invested.
However, we also know that scarcity increases market power. Price goes to VOLL only
when capacity is scarce; but when it is scarce, producers have greater market power.

This problem is exacerbated by the rigidity of short-run electricity demand, which
implies that withdrawing even a small share of capacity from the market during scarcity
events can be extremely profitable for plants, as it might result in huge increases in the
market clearing price. In practical terms, this means that it can be extremely hard in
power markets to distinguish situations of effective price scarcity from situations of
market abuse. It is true that in principle revenues accruing from market power and
investment incentives are counterbalancing trade-offs. High prices accruing from per-
iods of scarcity can induce new capacity to become operational, and this should reduce
scarcity periods. However, it is not enough to see room for profit in a power system for an
investor to build capacity and generate power. This decision must be taken in agreement
with (or following the specificities set up by) the SO (which also decides on mothballing
plants). The investment process takes time and this may create investment boom-and-
bust cycles that could hinder efficiency. Moreover, it can be hard to disentangle effective
scarcity from strategic scarcity. For this reason, several measures have been established
in many European and US markets in order to mitigate market power such as price caps,
supply obligation measures and market monitoring. These measures can interfere with
investment decisions. Price caps limit the possibility to repay investment costs.

This problem is known in the literature as the missing money problem. We shall
review it in Paragraph 22.3.1.
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22.2.3 Lack of Coordination and Asymmetric Information

Asymmetric information is a typical cause of market failure, which can also arise in
electricity markets. It is clear that the optimal planned equilibrium of Chapter 21
depends on the possibility of observing, or correctly estimating costs, prices and the
operation of power plants. Thus, unless a central planner has perfect information about
these figures, it is quite possible that the planned equilibrium is non-optimal. This
problem is not specific to electricity markets. Indeed, the tendency to substitute regula-
tion bymarkets derives from efforts to enhance efficiency in several regulated industries.
When a market is set, it is the interaction among agents that makes apparent the will-
ingness to pay and to produce among all of them. For electricity markets, however, it can
be extremely hard to achieve efficient market equilibria. In terms of generation, we have
already discussed in Chapter 13 the possibility that bids do not reflect marginal cost. For
load, we have seen in the previous chapter that it is necessary to identify the marginal
evaluation of the load in order to identify the optimal level of capacity to be installed.
However, when demand is rigid there is no way to observe it from the market clearing
value. It is necessary to set a highest level of load willingness to pay in order for the
market to clear, whenever load exceeds available supply and it must be shed.

So far in this book we have solved this problem by assuming a given level of the
VOLL. However, estimating the VOLL is a complex exercise for the following reasons:
a) it can be difficult to identify individual consumers’ VOLL, in particular at the
transmission level, since it can be hard or impossible to discriminate across consumers
when load is shed; b) estimating VOLL implies estimating utility of electricity; however,
electricity is an intermediate good; consumers might measure its value through the value
of the services they use thanks to electricity, but this latter depends on several factors; c)
the relationship between load and utility might be more complex than we have assumed
so far: the same level of load can have different levels of utility, perhaps depending on
some external factors (in mathematical terms this means that the utility function might
not be a function but a correspondence), or it might not be a monotone function (which
gives rise to multiplicity of equilibria). For example, consumers strongly object to
marginal episodes of load shedding, but become used to such episodes after a while.
Eventually they react adversely if the load shedding is repeated too often over time, and
finally choose to disconnect from the grid if load becomes entirely unreliable.

Note that if we allow the value of the load depending on the electricity system, we fall
into a circularity of reasoning: the optimal dispatching and investment depends on the
value of the utility, which in turns depends on the operation of the grid and the amount of
capacity installed. In practical terms, this circularity is solved by assuming a rather high
level for the marginal value of the utility, which caps the demand bids in the market and
guarantees that the market clears at all prices, including when load is shed. But again, as
for the case of market power, there is no guarantee that the chosen level of VOLL
coincides with the theoretical one.

Asymmetries of information also have another important impact in power markets.
So far, we have focused only on generation adequacy. However, as we have noted
generation adequacy is just one aspect of system adequacy. As we saw in Part V, when
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a system is importing energy, lack of transmission capacity implies that demand cannot
be fully served. Thus, both transmission and power production capacity affect system
adequacy. Load control can also provide system adequacy. In the analyses we have
performed so far, we have considered transmission and generation investment indepen-
dently. In Part IV we discussed optimal grid structure, with generation capacity given,
while in Chapter 21 we defined the optimal level of investments, for a given grid.
However, decisions on generation and grid investment are interdependent. A lack of
transmission capacity can hinder investment in generation, and different types and
amount of generation capacities change the network constraints. In a centrally planned
system, investment in the grid and in power plants are taken together in order to
minimize system costs. However, in electricity markets, decisions on production and
transmission are separate. Investments in generation need to assume a given system
topology, and transmission expansion needs depend on actual and forecast evolution of
power plants. There is therefore an issue about coordinating independent choices. This
implies that a priority rule must be adopted. For instance, it might be decided that
network investments should follow the expansion of generation investments in order to
minimize inefficiency from network losses. However, this strategy might not be optimal
whenever the transmission capacity and the generation capacity are substitutes. For
instance, a new transmission line able to increase electricity import in a network con-
strained zone might be less expensive than installing a new power plant. Again, the
problem is not a theoretical but a practical one. From a theoretical point of view, the
coordination rule should imply that the investment with the highest cost-benefit ratio
should be prioritized; however, in practical terms it might be hard to derive a single
ranking for all possible system configurations that arise from the different choices. Any
practical rules might induce a sub-optimal investment choice, and increase uncertainty
about system evolution which would further affect investment optimality.

22.3 Electricity-Only Markets and Capacity Remuneration Mechanisms

Several authors (Cramton and Stoft, 2006; Joskow and Tirole, 2007; Joskow, 2007,
2008; Joskow and Wolfram, 2012; Cramton and Ockenfels, 2012; Cramton, Ockenfels
and Stoft, 2013), on the basis of the arguments put forth in the previous paragraph, have
conjectured that electricity markets might not provide enough incentives in practice to
deliver optimal levels of capacity, and that a different market design has to be adopted.
We have seen that the incentive to invest in capacity is provided implicitly by the price
volatility of energy markets. Those markets that rely just on electricity markets to
provide generation adequacy are termed energy-only markets, highlighting that it is
the remuneration of energy that in equilibrium pays all costs, including the investment
ones. There are, however, other possible market designs, in which generation capacity is
explicitly remunerated. They are grouped under the broad name of markets with
Capacity Remuneration Mechanisms (CRMs).

Whether CRMs are effectively needed or not is debatable, depending on the effective
relevance of the market failures highlighted in Paragraph 22.2. CRMs will be properly
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defined in the next chapter. Here, we show that, from a theoretical first-best setting,
markets with and without CRMs provide the same level of investments. Suppose for
simplicity of notation that there are just two technologies, 1 and 2. The first is the
baseload, 2 is the peaker. From Equations (21.20), we know that at the equilibrium the
optimal level of capacity, call itM�

i , is such as that the following relationships hold true:

YRC2M�
2 ¼ ðφ� c2ÞvLM�

2 ;
YRC1M�

1 ¼ ðφ� c2ÞvLM�
1 þ ðc2 � c1Þcf2M�

1 :
ð22:1Þ

When there is not enough capacity, there are toomany hours in which load is shed. It is
common to refer to situations in which load is shed because the amount of peak load
capacity is lower than the optimal one as cases of capacity-constrained systems, while
when there is not enough baseload capacity we refer to energy-constrained systems.
We must stress that even if this is terminology is in common use, it is not quite accurate:
in both cases there is not enough energy because there is not enough capacity, the only
difference being the type of capacity that is lacking.1

As we saw in Paragraph 22.2, the capacity invested can be less than the optimal one
because the figures for the cost do not incorporate all costs that the investor effectively
faces, or because revenues are constrained since prices are not allowed to spike at the
VOLL in situations of load shedding due to a price cap. We start with an analysis of the
latter case.

22.3.1 Insufficient Capacity Due to Price Caps

Regardless of whether the system is energy constrained or capacity constrained, when
there is a price cap and investments are explicitly remunerated, the same optimal
allocation of the energy-only market setting without price cap can be reached, provided
that the explicit remuneration for capacity is set at the optimal level. Consider a capacity-
constrained system. This means that the effective level of peak load capacity installed is
lower than the optimal one: Mins

2 < M�
2 . Denote the extra capacity that is lacking as

Mmis
2 ¼ M�

2 �Mins
2 . For simplicity, assume that capacity of baseload is not affected:

M�
2 �Mins

2 . Clearly this assumption is false since the loss in revenues would also affect
the baseload, but we shall consider the baseload further below when we discuss energy
constrained systems.

Let us show the LOLP corresponding to the optimal level of capacity as v�L, and the LOLP
arising from the effective level of installed capacity as vinsL . Because of the lack of capacity,

vinsL > v�L. The cause of the lack of capacity is the existence of a price cap on the electricity
price p < φ . Because of the price cap, plant 2 installs the amount of capacity Mins

2 for

which the LOLP solves the equation ðp � c2ÞvinsL ¼ YRC2, while the optimal solution
without the price cap was ðφ� c2Þv�L ¼ YRC2. Since ðp � c2Þ < ðφ� c2Þ it follows that

1 In capacity-constrained systems, a lack of peak load capacity is often coupled with a lack of flexible sources
able to cope with imbalances, and of other ancillary services.We shall not consider these aspects here, except
for the discussion of the operating reserve demand curve in Paragraph 23.5.
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vinsL > v�L→Mins
2 < M�

2 . This is shown in Figure 22.1. Note that the price cap has
a twofold impact on revenues: they are increased with regard to revenues of the optimal
quantity M�

2 since there is a higher number of hours in which load is shed. This is

represented by the shadowed area in Figure 22.1 corresponding to ðp � c2ÞðvinsL � v�LÞ.
At the same time, plant 2 sees a reduction of revenues due to the limit in the price, which
is the price (cap) effect. This is shown by the dashed area in Figure 22.1 that equals
ðφ� pÞv�L. The net sum implies a reduction in revenues, which induces installing a lower

amount of capacity, for otherwiseMins
2 would have been the optimal quantity of capacity.

With installed capacity Mins
2 , plant 2 is having net earnings (i.e. revenues less operat-

ing costs) such as ðp � c2ÞvinsL Mins
2 ¼ YRC2Mins

2 . Assume now there is a CRM that pays
an amount k per unit of capacity installed. With a CRM, plant 2 net earnings in
equilibrium become:

kMins
2 þ ðp � c2ÞvinsL Mins

2 ¼ YRC2M
ins
2 : ð22:2Þ

What is the level of k that maximizes social welfare (i.e. that provides the optimal
level of capacity M�

2 )? We saw that the price cap implies lower revenues with regard to
the revenues that the plant would earn without price cap or with a cap equal to the VOLL.
Because of this loss, the amount of capacity invested is less than the optimal one. These
missed earnings are ðφ� pÞv�L � ðp � c2ÞðvinsL � v�LÞ. It is a transfer that is given directly
to the firm through the CRM:

k ¼ ðφ� pÞv�L � ðp � c2ÞðvinsL � v�LÞ: ð22:3Þ

Substituting Equation (22.3) for Equation (22.2) we have:

½ðφ� pÞv�L � ðp � c2ÞðvinsL � v�LÞ�Mins
2 þ ðp � c2ÞvinsL Mins

2 ¼ YRC2M
ins
2 : ð22:4Þ

Solving and simplifying it we obtain:

1

MW

∗ ∗M1 + M2
∗ insM1 + M2

∗M1

∗vL vL
ins cf2

c2

c1

ϕ

p

Figure 22.1 Insufficient level of investment due to a price cap
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ðφ� c2Þv�LMins
2 ¼ YRC2M

ins
2 →ðφ� c2Þv�L ¼ YRC2: ð22:5Þ

This is the same condition as Equation (21.19), leading to the same optimal solution.
Consider now an energy-constrained system. In our framework, it means that there is

a price cap which provides lower revenues than the theoretical optimal one and this
affects investment in the baseload technology only, not in the peak load one. The lower
capacity installed by the baseload implies that the effective VOLL is higher because
there is a lower amount of total capacity installed; moreover, the capacity factor of
plant 2 rises, since it must be called for a larger number of hours. Replicating the
reasoning above, we write the missing net earnings of the baseload as:
ðφ� pÞv�L � ðp � c2ÞðvinsL � v�LÞ � ðc2 � c1Þðcf ins2 � cf �2 Þ: Note that the last term refers
to the extra hours in which price goes to c2 because of the lack of baseload capacity.

The net earnings of the baseload with the CRM become:

kMins
1 þ ðp � c2ÞvinsL Mins

1 þ ðc2 � c1Þcf ins2 Mins
1 ¼ YRC1M

ins
1 ; ð22:6Þ

and the optimal CRM:

k ¼ ðφ� pÞv�L � ðp � c2ÞðvinsL � v�LÞ � ðc2 � c1Þðcf ins2 � cf �2 Þ: ð22:7Þ

Substituting (22.7) into Equation (22.6) and simplifying we have:

ðφ� c2Þv�LMins
1 þ ðc2 � c1Þcf �2 Mins

1 ¼ YRC1Mins
1

ðφ� c2Þv�L þ ðc2 � c1Þcf �2 ¼ YRC1:
ð22:8Þ

Again, we get the same condition as Equation (21.19).
See that the optimal k for the case of capacity-constrained systems set in

Equation (22.3) can be re-written as:

k ¼ ðφ� c2Þv�L � ðp � c2ÞvinsL ; ð22:9Þ

while the optimal k for the energy-constrained case obtained in Equation (22.7) writes:

k ¼ ðφ� c2Þv�L � ðp � c2ÞvinsL � ðc2 � c1Þðcf ins2 � cf �2 Þ: ð22:10Þ

Equations (22.9) and (22.10) have a nice interpretation. They show that the optimal
CRM, per unit of capacity, must be equal to the extra remuneration that the plant would
earn without the CRM in the energy-only market, net of any extra earning that they have
already earned. These latter arise because of the price cap, and for the baseload plant also
because of the effect that the smaller amount of baseload capacity installed has on the
baseload price. This latter effect, �ðc2 � c1Þðcf ins2 � cf �2 Þ; corresponds to the effect of
a baseload capacity withholding.

Note that in the energy-constrained case, we have assumed that the lack of baseload
capacity was equal to the lack of capacity for the capacity constrained case, so that the
impact on the VOLL was equal. Under these circumstances, since the lack of baseload
capacity raises the baseload price and this partially counterbalances the lack of peak
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revenues, the optimal CRM for energy-constrained systems is smaller than the CRM of
the capacity-constrained case. However, in more general settings, in order to compare
the optimal CRM it is necessary to compare the impact on the VOLL of both cases and on
the baseload price, if there is a lack of baseload capacity. As a consequence, the optimal
k in the two constrained systems can differ.

Equations (22.9) and (22.10) also show that the optimal level of CRM depends on the
price cap level, but the price cap does not affect the optimal level of capacity installed.
Let us see this. Consider the peaker. If the price cap was set at p ¼ c2; the peaker would
not have any incentive to install any level of capacity, without the CRM. In this case, the
optimal CRMmust be such as k ¼ ðφ� c2Þv�L, which is the same as Equation (21.20) for
the peaker. The firm would earn no supermarginal profit in the energy market, but would
see all its fixed costs components restored by the CRM. The same holds for the baseload,
net of the capacity withholding effect. If on the contrary, the price cap was set at p ¼ φ,
the supermarginal profits of the peaker in the energy market would be equal to
ðφ� c2Þv�L, and clearly the optimal CRM would be k = 0, since vinsL ¼ v�L. The same is

true for the baseload, since cf ins2 ¼ cf �2 too.
We can summarize what we have seen so far in the following:

A corollary of this result is obviously that any price cap induces a distortion to the
optimal theoretical level of investments in capacity, unless it is compensated by the
optimal explicit remuneration for the capacity.

22.3.2 Insufficient Capacity Due to Extra Costs

Now suppose that there is an insufficient level of capacity because the investment costs
are too high. By too high we mean that either the estimates are higher than the actual
levels or there are financial costs higher than those that are competitive, for instance
because financial companies have market power and thus risk-hedging tools are sold at

Results

• In a market where capacity is explicitly remunerated at the optimal level, the
amount of investment in capacity coincides with the investment in a perfectly
competitive energy-only market.

• When the energy price is capped, the optimal explicit remuneration for the
capacity must equal the remuneration that the plant would have had if there had
been no price cap, net of the supermarginal profits that plants have earned when
there is a price cap.

• When the system is capacity constrained, the CRM must provide revenues for
the peak load plants. When the system is energy constrained, the CRM must
provide to the baseload plants the same revenues that they would obtain when
load is shed, net of any increase in baseload price due to the lack of baseload
capacity.
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a mark-up. In both cases, the situation is such that the assumed yearly rental costs YRCins
i

are higher than the optimal true ones YRC�
i . As a consequence, there is less capacity

installed. This can be shown in a graph, representing the fixed cost and the net revenues
(gross revenues, minus operating costs) as functions of the capacity installed. Consider
the capacity-constrained case. Recall that the LOLP, vL, is a function of the capacity
installedMi. Thus, we can write the net revenue function as Ri ¼ ðφ� c2ÞvLðMiÞMi and
the fixed cost function as Fi ¼ YRCiMi. See Figure 22.2.

Note that the net revenue function depends on the marginal impact of the capacity on

the LOLP. The slope of the net revenue curve changes depending on
∂vL
∂Mi

. The picture

shows that at equilibrium, because of the excessive yearly rental cost, the optimal
amount of capacity installed is too low. Indeed, it is true that the lower level of capacity
implies a higher LOLP. However, the extra revenues accruing from the higher number of
hours in which load is shed do not compensate for the extra costs of investment and as
a consequence the amount of load shed rises.

The equilibrium of the peaker without CRM is:

ðφ� c2ÞvinsL Mins
2 ¼ YRCins

2 Mins
2 : ð22:11Þ

With the CRM, it would obtain:

kMins
2 þ ðφ� c2ÞvinsL Mins

2 ¼ YRCins
2 Mins

2 : ð22:12Þ

The optimal level of k is

k ¼ ðφ� c2Þðv�L � vinsL Þ: ð22:13Þ

It is clear that condition (22.13) coincides with condition (22.3), when there is no price
cap, i.e., φ ¼ p.2 Substituting it into Equation (22.12) and simplifying it we have:

$

insYRC2    M2

YRC2M2

k + (ϕ − c2)vL(M2)

(ϕ − c2)vL(M2)

insM2
∗M2 M2

Figure 22.2 Optimal and effective investment in the capacity-money space

2 Note, however, that there is a difference here. In condition (22.3), when there was no price cap, there was no
distortion, and therefore v�L ¼ vinsL . Here, the reason for the difference between the effective and optimal
LOLP rests on the excess fixed costs, and therefore v�L ≠ v

ins
L even if φ ¼ p:
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ðφ� c2Þv�LMins
2 ¼ YRCins

2 Mins
2 →M2 ¼ M�

2 : ð22:14Þ
Optimality is restored. It is easy to see that the same holds true also for the energy

constrained case. We leave the proof to the reader as an exercise. Therefore, the optimal
CRM does not depend on the causes of the suboptimal investment, and the results of
Paragraph 22.3.1 apply. In particular, result 2 holds true not just when there is a price
cap, but also when there are wrong yearly rental cost figures.

Learning Outcomes

• The generation adequacy problem is a subset of the more general system adequacy
problem, which must be solved to provide security of supply.

• In the real world, generation adequacy issues can arise due to the existence of several
market failures. There may not be enough markets to hedge investment risks, or these
markets might not be competitive. There can be market power in the wholesale
markets, and this is favored by the nature of load, rigid in the short run and volatile.

• Price caps or any attempt to control prices at the wholesale level can give rise to
a missing money problem (i.e. not enough supermarginal profits to cover investment
fixed costs).

• There are also asymmetries of information on cost functions, on customers’ will-
ingness to pay and on the VOLL and the willingness to be shed. Finally, there are
coordination issues between investments in generation and in transmission, which are
both complements for the systems and substitutes in delivering Security of Supply.

• In several energy markets tools aimed at explicit remunerating capacity have been
implemented. These are called Capacity Remuneration Mechanisms. Markets without
CRMs are called energy-only. When there is not enough peak load capacity, the
system is said to be capacity-constrained. When there is not enough baseload capacity,
it is said to be energy-constrained. Insufficient levels of adequacy can arise because
there is a price cap, or because there are mistaken costs estimates.

• Regardless of whether the system is energy or capacity constrained, and of the cause of
the inadequate level of capacity, the optimal level of explicit remuneration for capacity
can provide the same correct level of generation adequacy as perfectly competitive
markets and optimally planned investments.

Result

When the fixed costs are wrongly set at too high a level, the optimal explicit
remuneration for the capacity must be equal to the remuneration for the plants, had
fixed costs been set at the correct level, net of any supermarginal profits that plants
might have earned because of the wrong figures.
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23 Analysis of Capacity Remuneration
Mechanisms

23.1 Introduction

In the previous chapter, we saw that when there are distortions in energy markets, it is
possible to retrieve the optimal level of capacity to solve a generation-adequacy problem
by explicitly remunerating the capacity at the theoretical optimal level. In practice, there
are several tools that have been designed to obtain such a result, which are grouped under
the term Capacity Remuneration Mechanisms (CRMs).

Before analyzing them in this chapter, however, we need to explain what CRMs are.
In principle, whatever affects the values of electricity provision either directly or
indirectly could be classified as a CRM. A subsidy for renewables, for instance,
increases their revenues, and thus foster investment in RES. The priority of dispatching
also increases the profits of RES producers by reducing electricity market risks and thus
inducing higher investments. Policies relating to primary energy fuels have an impact on
their costs and therefore on the profitability of investments in power generation; the
same is true for rules about the environmental impacts of power plants, or power supply
rights or obligations. We review some of these issues in Part VIII. These tools should not
be confused with CRMs, even if they have impacts on power investment. The latter can
be defined as follows:

definition. Capacity Remuneration Mechanisms (CRMs): all those policies whose
aim is explicitly to remunerate capacity (or load) in order to provide the proper level of
generation adequacy (including load reduction).

The remuneration of capacity can also be made indirectly, for instance by fixing
remuneration over a sufficiently long time period. The crucial feature that distin-
guishes CRMs from other support systems is their target: all those support systems
whose aim is not directly to remunerate capacity (or load) to tackle an adequacy
problem, but rather other environmental, social or distributional targets, are not
classified as CRMs, even though they might have strong impacts on power
investments.

In this chapter, we analyze the design of CRMs. In Paragraph 23.2, we propose
different ways to classify CRMs. In Paragraph 23.3 we discuss capacity payments,
capacity auctions, strategic reserves, capacity obligations and reliability options, high-
lighting the pros and cons of each of them. Finally, in Paragraph 23.4 we present
a different tool that is not a CRM, but which can complement both energy-only markets
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and markets with CRMs, providing incentive-enhancing Security of Supply, the
Operating Reserve Demand Curve.

23.2 Classifications of CRMs

It is possible to classify CRMs looking at different elements. In what follows, we present
three distinct classifications of CRMs.

A first classification refers to the nature of the markets in which capacity is exchanged,
and in particular, the characteristics of capacity demand. Let us explain this point.
In Chapter 22 we showed that there is a problem of adequacy whenever the generation
capacity invested is lower than the optimal one: Mins

i < M�
i for some i2 ð1; . . . ; nÞ:

As a consequence, there is too high a load shedding: vinsL > v�L (and also possibly load
factors that are too high for non-baseload capacity if the system is energy-constrained).
A theoretical optimal CRM can restore generation adequacy, remunerating, through
a market, the capacity in terms of money per unit of capacity per time period, e.g. $ per
MWy (or any other unit measure of capacity in a given time period). Markets for
capacity, as with any market, operate grouping demand and supply of capacity.
As a result, a price and a quantity emerge at the equilibrium. Thus, the first classification
of CRMs refers to the possibility of fixing ex ante the price of the capacity, its quantity
(or volume requirement), or neither of the two. The case of a fixed price for capacity
corresponds to a horizontal demand for capacity. The fixed quantity is a vertical demand
for capacity. It is also possible to allow a demand for capacity that is neither perfectly
elastic, nor inelastic, and let the market find the equilibrium price and quantity.
Therefore, we have the following taxonomy: a) price-based CRMs; b) quantity-based
CRMs; c) mixed CRMs. The latter are also termed option-based CRMs, since capacity is
not bought or sold per se, but for its capability to deliver energy when needed; thus,
capacity can be seen as an option to deliver energy. Note, however, that this terminology
is highly imprecise, since all the capacity has the nature of an option, regardless of the
characteristics of its demand.

A second taxonomy refers to whether or not CRMs are administratively set. There
is a caveat here. All CRMs require some parameters to be identified. Capacity demand is
expressed by those who have the responsibility to guarantee system adequacy. This is
typically a task of the SO. Supply can be regulated too, for instance by predefining which
type of capacity can participate in the market. In the last chapter we saw that k, the
optimal remuneration level of the capacity, allows the system to reachM�

i and v
�
L. Thus,

we shall say that a CRM is administratively set if k, orM�
i , are fixed ex ante at some pre-

determined level; otherwise the CRM is simply called market-based, and it is the market
interaction that makes emerging the value of k and M�

i .
Another possible taxonomy refers to the allocation method through which capacity is

remunerated, and in particular whether the capacity is exchanged in a centralized
market, or through a system of bilateral contracts. The former is known as capacity
market. The latter is referred to as a bilateral CRM or a CRM based on bilateral
contracts.
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A final classification refers to whether the CRM allows for the participation of
external capacity, namely, capacity set outside the system to which the CRM refers to
and to whether load can participate by providing load reduction. If external production
and load is allowed, the CRM is said to be open to external production and load
participation, respectively; otherwise the CRM is closed.

23.3 Typologies of CRMs

Several markets in the world have some type of CRM. In the United States there
are CRMs in PJM, Midcontinent ISO (MISO), ISO New England (ISO-NE),
New York ISO (NYISO) and California ISO (CAISO), while the Electric
Reliability Council of Texas (ERCOT) and the Southwest Power Pool (SPP) do
not have capacity markets. In Australia, the western states grouped under the NEM
do not have CRMs.1 The market of Western Australia has a CRM. New Zealand is
an energy-only market.2 In Europe, several national markets rely on some type of
CRMs, the exceptions being markets in the Netherlands, Norway, Denmark,
Estonia, Switzerland, Austria, Czech Republic, Slovakia, Bulgaria, Romania and
the Balkan States (excluding Greece). In South America, there are CRMs in Brazil,
Colombia, Chile and Peru.3 Thus, CRMs are widely diffused. We present here the
main typologies of CRMs and discuss their pros and cons. Clearly, every CRM has
its own features, and can be attributed to different types of CRMs, on the basis of
the different classifications presented above. However, what follows is a common
way to group CRMs

23.3.1 Capacity Payments (CP)

Capacity payments (CP) are administratively set price-based CRMs. The price is
awarded to all those producers who have some pre-determined features, through bilat-
eral contracts set between the capacity buyer, generally the SO, and the power producers.
It is also possible that producers are selected through competitive tender. In both cases,
the price is fixed, and the market interaction between suppliers of capacity and the fixed
demand determines the quantity of capacity that results. The payment in general is
reserved to generation capacity. However, specific payments can also be dedicated to
load reduction (i.e. to that load that sells to the SO the “right” to be the first to be shed in
case of lack of capacity and is remunerated ex ante for this). In this case, the capacity

1 Purely financial option contracts are also traded at the NEM.
2 New Zealand is a largely hydro-based system. There are specific water usage regulations under extreme
events and compensation schemes for planned load shedding that can be framed as targeted strategic
reserves (see Paragraph 23.3.4).

3 In South America, system adequacy in the region is usually pursued through long-term auctioning mechan-
isms. The product traded is often measured in terms of energy, and not capacity. However, the aim of those
systems is to hedge investors’ risk in large hydro-based power systems. According to our definition we could
also classify them as CRMs, focusing on their purpose rather than their formal definition or characteristics.
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payments are called payments for interruptibility.4 Typically, capacity payments are
closed to external participation, since, when there is a problem of SoS, the SO normally
first cuts the cross-border transmission capacity. Therefore, the capacity that has been
awarded the CP, but that is located outside a given system, might not be capable of
delivering energy to the system that is constrained.5

CPs are or have been implemented in Greece,6 Italy,7 Ireland, Portugal, Spain, Poland,
Chile, Peru and Argentina.

Pro: in general, CPs are quite simple tools to implement, since they require only the
identification of the price to be paid and eventually the type of capacity that can be rewarded.
The price can easily be set and adjusted, if needed. The regulation of a CP is somehow easier
than for more complex tools, such as Reliability Options, for instance (see below).

Cons: the pros of CPs are also their cons. The price might not be set at the
theoretical optimal level, but used instead to reach some other target, such as
sustaining already amortized investments, or some specific technology, or invest-
ment in specific locations, and similarly. Moreover, it might not be effective,
since the level of capacity that is incentivized by the CP depends on the supply,
which might be wrongly estimated ex ante or changed over time ex post.
Moreover, it is possible that the CP does not deliver the proper type of capacity
if the CP is not differentiated by technology. The fixed payment has a marginal
impact on the investment that is decreasing on the fixed costs of investments. This
implies that the incentive provided by a given CP is higher for a plant that has the
lower fixed costs and vice versa. But older plants, that are already amortized, also
require more maintenance, have higher failures, and so on. Thus, it is possible
that when needed, the capacity incentivized is not available. This phenomenon is
informally known as “paying for rust.” Also differentiating by types of technol-
ogies or plants can be problematic, since it can introduce rigidities in the regula-
tion of the system, in the sense that ex post the amount of each specific capacity
installed might not be the optimal (i.e. that which minimizes the total production
costs). To avoid paying for rust, penalties for non-compliance can be introduced
in CPs, as well as targeted CPs for specific technologies. However, they make the
system more complex. For instance, if a penalty for non-compliance is introduced,
the investor averages out the revenues accruing from the CP with the expected
penalties that it can incur and might decide not to deliver energy if the latter is
too low. Otherwise, the investments could be reduced if the penalty is set too
high.

4 These contracts have features in common with other CRMs, e.g. strategic reserves (see Paragraph 23.3.4).
5 The practice of reducing cross-border transmission capacity might not be allowed in all interconnected
systems, or may be specifically regulated, as it is in Europe.

6 The CRM scheme in Greece is under revision and the adoption of Reliability Options (see below) is being
considered.

7 Italy is switching to a system of Reliability Options (see below).
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23.3.2 Capacity Auctions (CA)

Capacity auctions (CA) are quantity-based CRMs, in which a subject, typically the SO,
sets the quantity that is needed and the centralized market mechanism allows its value to
emerge through an auction mechanism. CA can be closed or open. The auction can be set
to deliver capacity with different possible time horizons, a short one, in which case
auctions are repeated several times, or for a longer time spell. Several possible auction
designs can be implemented. Moreover, even if they are quantity based, auction tools
can be implemented, which makes them more similar to mixed systems than quantity-
based ones. In particular, reservation prices and price caps can be set to the demand, as
well as margins above and below the targeted quantity, with an associated maximum and
minimum willingness to pay for the capacity. Example 23.1 shows the UK capacity
auction.

Example 23.1 The UK Capacity Auction The UK capacity auction is a descending
clock auction, in which bidders leave the auction whenever the price reaches the
level beyond which they are no more willing to deliver the capacity. There are two
distinct price caps, one for existing capacity, denominated “price takers,” and
another for new and refurbished capacity, which sets the auction price cap.
The targeted quantity corresponds to the quantity that marginal wholesale
producers are willing to install, having their fixed costs restored. This latter
parameter is defined as Cost of New Entrant (CONE). There is also a margin
X above and below the targeted quantity. There is no price floor. The demand curve
is represented in Figure 23.1.
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Figure 23.1 Capacity demand curve, UK capacity auction
Source: OFGEM, 2017.
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CA are in use in PJM,8 NYISO, UK, Western Australia, Brazil, Peru and Chile.9

Pro: Capacity auctions, being targeted quantities, can help to deliver the required
level of capacity. Moreover, they can be tailored to distinguish between types of capacity
(e.g. between existing and new capacity), as well as open to demand-side participation.
Moreover, they can help to stabilize investments, if they imply multi-year commitments.
Finally, being centralized markets, they can benefit from higher liquidity than in
decentralized settings.

Cons: The price is volatile, since it depends on the supply side. This can lead to
investment instability, if it is perceived as too volatile, in particular if the auctions are
repeated with a short time horizon. On the contrary, a long time horizon might deliver
time commitments that are too long, unable to adjust to changing market settings, as for
example, changes in the profile of the load duration curve. Moreover, they are very
sensitive to the auction design and can be exposed to anticompetitive behavior by
bidders. They are also subject to possible mistakes in the choice of several parameters
that are administratively set and influence the result of the auctions, such as the price cap,
the level of the targeted quantity and the related Cost of New Entrant (CONE) and the
admissible margin, if any. Finally, on the basis of the market design, they can discourage
some technologies or participants, if a single auction is set up, or require specific
auctions or reservation prices for different types of participants (e.g. distinguishing
between new entrants and existing capacity). Again, this might reduce liquidity, favor
collusive behavior, increase rigidity and the risk of making the wrong choices in terms of
parameters.

23.3.3 Capacity Obligations (CO)

Capacity obligation (CO) is a decentralized mechanism, in which those who participate
in the energy market, either power producers or load suppliers, are required to show that
they are able to provide ex ante a specific amount of energy, by owning the plants or the
contracts that entitle them to make use of the plants. The obligation can be set on power
producers or on load suppliers. When the obligation is set on power producers, they have
to show that in order to participate in the power market they have to own the plants or
a number of contracts to use power plants, for instance through VPP contracts or tolling
agreements (see Chapter 4), for an amount of capacity that multiplied for a given time
period (e.g. one year), gives rise to the predefined amount of energy required. When the
obligation is set on load suppliers, they have to be able to cover their estimated demand
in a given period by a sufficient amount of capacity for the entire period. The COs are
bilateral contracts set by power producers and suppliers, even though a centralized
market to ease the exchanges of those contracts can be established. Even if the CO
appears to be a very different mechanism from others, it can be still be interpreted as

8 This classification is somehow arbitrary. The CRMs of PJM, NYSO and ISO-NE share common aspects and
have individual specificities as well. For a deeper analysis of US CRMs, see for instance Spees et al. 2012.

9 In South America CAs have their specific features. In Brazil the products exchanged are long-term contracts
fixing the price of energy. In Peru and Chile auctions set the energy price, while the remuneration for
capacity is administratively set.
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a quantity-based CRM, since the level of obligation is set in order to secure the required
amount of capacity.

Capacity obligations exists in MISO10 and CAISO.
Pro: The CO is a simple tool that requires little regulatory intervention, limited to

predefining the admissible capacity types and how to fulfill the obligations, i.e. the
characteristics of the capacity contracts, as well as the amount required. Moreover, when
set on suppliers, this can incentivize load profiling by suppliers. For instance, suppliers
can freely decide how to pass the cost of the obligation to their customers, for instance
rewarding those customers that have a more reliable profile with a reduced price, or
those that are properly grouped.

Cons: it is a rather short-run measure, since the time commitment of the CO is limited
to each time period, for instance a year. This might not provide enough incentive for new
capacity to be installed. It is true that the commitment is reiterated every year, but the
level of the commitment can change and therefore the long-term incentive for new
investment is lower than for other systems, such as CA or Reliability Options (see
below) that can be set for longer delivery periods. On the contrary, the obligation period
of the CO cannot be too long, as this reduces market dynamics, by freezing the
possibility of entering into the market for potential entrants or exit for existing ones,
either at the upstream level if the obligation is set on producers or among suppliers if
they are under the obligation. When capacity is traded bilaterally, there can be market-
power issues between buyers and sellers, in particular when there are few producers that
can supply it. Moreover, CO favors vertical integration between power producers and
suppliers, and this can affect the competitiveness of wholesale energy markets. It also
limits entry into energy markets, in particular when the obligation it is set on suppliers.
Rules must be established about tailoring the obligations for those who have not yet
entered the market and thus do not have yet a record of load to be served. It is possible to
impose obligations on newcomers similar to those of the existing suppliers, but this
increases market risk for newcomers. If the obligation on newcomers is too strict they
might not enter the market, while if the CO is too easily waived for newcomers it can
alter competition among suppliers and endanger SoS. Finally, allowing the load to
participate in CO can be inefficient. In principle, load could provide a CO by forecasting
load reduction and selling it to those who have to buy the obligation. However, it is hard
to disentangle the load reduction due to market events that are not under the control of
the suppliers from a load reduction that is due to increased efficiency or better profiling
of the load itself, therefore suppliers can be overrewarded or excessively penalized by
the CO.

23.3.4 Strategic Reserves (SR)

Strategic reserves (SRs) refer to capacity that is directly attributed to or owned by the
SO, which is allowed to use it whenever this is deemed necessary. They are quantity-
based CRMs, in which capacity is generally selected through a tender mechanism.

10 TheMISO Resource Adequacy Requirement process is undergoing change. There is also a centralized CA.
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Moreover, in order to avoid the SO influencing the wholesale market, the SR capacity is
taken out of the market, in the sense that the SO cannot bid the energy produced through
the SR into the day-ahead market (or the other intraday markets and balancing, if any).
Generally, SRs refer to generation capacity; they can also include demand-response
service. Moreover, the SO can also acquire load interruptibility contracts through
tenders, and in this case interruptibility contracts can be seen as a technology-specific
SR targeted to load reduction.

SRs are more tailored to cope with capacity-constrained systems than energy con-
strained ones. The reason is that the capacity that is taken out of the market should be
limited, so as not to impact on the functioning of the market, and be the marginal
capacity of the market, since this is the capacity that works for fewer hours and whose
cost is the lowest because it is already amortized. On the contrary, a baseload SR could
interfere too much with the wholesale market, since it would largely reduce the market
supply curve. If not taken out of the market, it would give rise to obvious risks of
strategic playing by the SO, which can be tempted to dispatch its own capacity first.
Finally, being the SR a capacity awarded to the SO, it has to be included in the SO control
area, and for this reason generally no external participation is allowed.

SRs are in use in Belgium, Sweden, Finland, Germany, Poland and Lithuania. Tenders
for interruptibility are in place in several European markets, as well as in New Zealand.
In Brazil there is a targeted SR.

Pro: As the other quantity-based CRMs, it is easy to reach the targeted level of
capacity. Moreover, it can be tailored to select the specific capacity that is needed (i.e.
that which has the technical characteristics required, for instance in terms of flexibility).
Moreover, SRs in general refer to a limited amount of capacity with low fixed costs, and
thus also the expenditures accruing from SRs are low. If the capacity that is attributed to
SR is the marginal or beyond marginal one, it also has a limited impact on the market,
since it would only work by reducing the number of hours in which load is shed, but not
its price. For the same reason, being used ex post by the SO, it is suitable to be used to
reduce imbalances.

Cons: It is a CRM more targeted at existing plants that would otherwise be closed,
rather than to new investments. Its incentive on the new capacity seems limited to just
the possible impact that the expectation of relying on an SR at the end of the life cycle of
the plant might have on the new investments, a rather limited one. As we have seen, it
can hardly be used for energy-constrained systems. SRs subtract capacity from the
wholesale market, thus there is a trade-off between large use of SRs and energy market
liquidity. Moreover, there are wrong incentives for the SO or for policy makers to
acquire too much capacity or playing strategically with it.

23.3.5 Reliability Options (RO)

We already pointed out that capacity has the nature of an option to provide energy.
Reliability options (RO) are contracts that make this nature explicit, allowing the option
provided by generation capacity (or load reduction) to be traded between sellers, namely,
power plants (or the load) and the buyer, the SO. They are option contracts that have the
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form of call options, sold by plants (or load) and bought by the SO: the seller obtains ex
ante the premium of the option, and in exchange gives to the SO the right to call such an
option whenever required. This mechanism is similar to the SR case described earlier,
yet with a crucial difference. With SR, the SO directly uses the capacity, while with the
RO the SO implicitly asks the plant to produce, whenever the price of energy is higher
than a predefined level.

This point requires careful explanation. In general, a call option is exerted by the
holder only if the underlying fundamental of the option has a value higher than the
predefined level, called the strike price. The non-negative difference between the value
of the underlying fundamental and the strike price is known as the intrinsic value of the
option. As is well known (see any finance textbook, such as Hull, 2015), the expected
discounted value of the intrinsic value of a call, calculated with respect to properly risk-
adjusted probabilities, provides the value of the call contract. In the case of energy
markets and RO, the underlying fundamental of the capacity is the electricity produc-
tion, which is sold in the market.

Consider the case of the marginal plant in the wholesale market. Suppose there are no
RO. As we know from the analysis in Part III, if the price rises above the marginal cost,
the power plant makes supermarginal profits, and, as shown in Chapter 22, in compe-
titive markets this guarantees reaching the optimal level of investments. Now, suppose
that an RO is sold by power producers, and that the strike price of electricity is set at the
marginal cost of the marginal plant. In competitive ROmarkets, the value of the option is
the expected risk-adjusted discounted value of the intrinsic value. But this intrinsic value
is the price difference between the VOLL and the marginal cost times the LOLE (i.e.
exactly the supermarginal profits of the peaker). Thus, RO works simply by shifting ex
ante the supermarginal profits that producers would obtain ex post by participating in the
electricity market. Whenever the price rises above the strike price, the sellers of RO have
to give back to the SO the price differential, multiplied by the quantity of energy
produced for those hours in which this occurs. This coincides with the supermarginal
profits in case of no RO. Thus, sellers of RO have an incentive to make their capacity
available to the market (or, if there is not enough of it, installing it), because whenever
the SMP of the market spikes above the strike price of the RO they would have to give
back the price differential. This is the implicit incentive embedded in the RO to produce
energy. The example for non-marginal capacities works the same way: the baseload,
for instance, would obtain just a fraction of the supermarginal profits (i.e. that capped
by the strike price of the RO). Thus, the strike price of the RO works in the same way as
the price cap analyzed in Chapter 22, and the analysis replicates that presented in
Paragraph 22.3.

Reliability Options are in place in Colombia, ISO New England,11 and Ireland, and
are being introduced in Italy.

Pro: Their functioning does little to interfere with the wholesale market, limited to
the price effect, due to the strike price. It enhances wholesale market liquidity and is

11 The CRM of ISO_NE have specific features that induce Mastropietro et al. (2017) to question its
classification as a proper RO.
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technology neutral, in the sense that it does not discriminate across technologies. Thus,
investments can follow over time the changes in load profile. A properly set lead time,
(i.e. the lag period between option selling and the execution period), can favor new
investments, in particular if the lead time is tailored to the expected delivery time of
new power plants. Load can participate in auctions on a similar basis of production.
Secondary markets can be established that enhance market liquidity and allow investors
to hedge their investments positions. Moreover, the ROmakes apparent the value of new
capacity and the willingness to invest in it. If no new capacity is needed or the will-
ingness to install is lower than the demand, which represents the social marginal value of
the capacity, the price goes to zero. Therefore, the RO does not impose any rigidity in
terms of price or quantity.

Cons: It is a complex system that requires several parameters to be established: a)
Qualifying the capacity, defining which type of capacity can participate. For new
investments, setting the guarantees that avoid strategic behavior, such as cashing in
the RO and not providing the investments ex post;, setting explicit penalties for non-
compliance and defining exclusion clauses, clearly specifying for instance the force-
majeure causes that might delay or impede investments. For delivery of energy, deciding
if and at what level explicit penalties for non-delivery of energy should be set. b)
Establishing the demand curve and the possible participation of interconnectors (a
problem in common with CA). c) Setting the strike price of the RO. The latter is the
crucial parameter of the RO. The strike price must be properly set in order to provide the
optimal incentive to investments. We have seen in Chapter 22 that the optimal CRM
provides the same level of investment as the perfectly competitive energy-only market.
For RO, this means that its value coincides with the sum of the supermarginal profits for
all the hours of load shedding. Therefore, the optimal strike price should be set equal to
the marginal cost of the marginal plants. However, this latter parameter changes over
time, since load (and costs) changes over time. The strike price on the contrary is set in
advance, since it is needed to identify the value of the call option when options are sold in
the auction. This complicates setting and evaluating the RO. The theoretical correct
strike price should be set equal to the average marginal cost of the marginal plants over
the time period (e.g. a year). It can be difficult to calculate this parameter.

Strike prices that are too high lower the equilibrium value of the RO, since the value of
a call option is inversely proportional to the value of its strike price. In turn, a value for
RO that is too low may provide insufficient incentives for investment. On the contrary,
strike prices that are too low may imply very limited supply of options in the tender,
which can determine a very high value for the RO on the one hand, and interference with
the wholesale market on the other hand, in the sense that the option would be called too
many (unnecessary) times. To avoid fixing the strike price ex ante and for long periods, it
is possible to adopt complex formulas, according to which the strike price can change
over time being linked to some reference index. However, this makes the aspect of
evaluating the option extremely complex, by introducing several sources of riskiness ex
ante, since the strike price would also be perceived as a random variable. Moreover, the
option evaluation is made worse by its complex nature. Capacity provides not just
energy to be sold at the wholesale level, but also services that can have a value, for
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instance, by being marketed at balancing markets, or sold as ancillary services. This
implies that the option cannot be treated as a simple call option, but as a bundle of
derivatives written on several underlying prices, and again this adds complexity and
risks that might not be fully hedged. Finally, as for other tender mechanisms, the market
for RO can be subject to anticompetitive behavior among auction participants, which
would distort the RO value.

23.4 Operating Reserve Demand Curve

The CRMs that we have discussed so far are aimed at providing enough incentives to
deliver generation adequacy. Some types of technologies can provide not just power, but
also other ancillary services, and in particular operating reserves. The latter is a generic
term denoting both spinning and supplementary reserves (see Chapter 5). Operating
reserves are generally set at a fixed level, tailored to the forecasted load and/or to the size
and availability of existing power plants. In the literature (Hogan 2005, 2013, 2015), it
has been argued that the missing money problem that we discussed in Paragraph 22.2
can impact not just power production, but also the provision of operating reserves.
On the contrary, tackling this problem can also solve, or at least ease, the missing money
problem and thereby incentivize the installation of capacity that can also provide enough
generation adequacy. The tool that has been developed to reach this target is called the
Operating Reserve Demand Curve (ORDC). Even though the ORDC is not a CRM, by
providing incentives to install some technology-specific capacity (that which is able to
provide spinning and supplementary reserve) the ORDC can complement energy-only
markets to reach a long-run efficient equilibrium. Indeed, Hogan (2013) argues that it is
a tool that can complement both energy-only markets and markets with CRMs.

The rationale of ORDC is overtaking the fixed requirement for reserves, that corre-
sponds to a vertical demand curve, and constructing an elastic demand for operating
reserves. This demand works in the short-run. Operating reserves are needed to replace
exceptional load increase or failures of power supply in real time, with a very short time
notice. Operating reserves are used by the SO. The elastic demand would thus be
calculated by the SO, as follows.

Recall the analysis of Chapter 9. We saw that whenever capacity is higher than the
existing load, the SMP is set at the marginal cost of the marginal plant. It goes to the
VOLL when installed capacity becomes equal to or less than the load. In particular, it
goes to the VOLL as soon as load equals capacity since this means that every single watt
less of power injected implies an equivalent amount of load shedding. In a given period
(e.g. a year), the VOLL-pricing of Equation (21.10) shows that in equilibrium there are
enough incentives to install new capacity. However, Equation (21.10) and the analysis
developed in Chapter 21 refer to the entire time period, for instance the year.
In a single hour, as we have seen in Chapter 9, either the load is shed and the price
goes to the VOLL, or the load is not shed and the price remains at the SMC. This ignores
the role and importance of operating reserves. It is possible that the system is very close
to load shedding, in the sense that the load almost equals the available capacity and there
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are very few operating reserves, or that there are large operating reserves, and thus
enough capacity left to cope with sudden changes in demand or power plants’ failures.
In both cases, price remains at the SMC, since capacity to provide energy is not scarce.
However, what differs in the two cases is the amount of the operating reserve, which
implies that the two situations in terms of risk of load shedding are not equal. When
there is little capacity left, there are also few remaining operating reserves and thus it is
more likely that a given change in load or a power plant failure will determine a load
shedding. On the contrary, when there are a lot of operating reserves, the system can
cope with large and sudden changes in load or generation.

The ORDC overtakes this problem, extending the concept of LOLP to measuring the
risk of having load shed in a single hour (or a short-time period) based on scarcity of
operating reserves. Recall that we defined the LOLP as the probability that in the year the
load is shed, measured by the ratio of number of hours in which load is shed over
the year. The ORDC is based on the short-run LOLP (i.e. sLOLP). The latter can be
defined as the probability that in a given short-time period, for instance an hour, there
will not be enough generation to serve the load: this depends on the expected outages
rate of power plants, the standard deviation of the load and the amount of operating
reserves available. For instance, if in a given hour j the load has a standard deviation
of 2 percent, that means that in that hour there is a 50 percent chance that the load rises
by 2 percent and a 50 percent that it reduces by that much. This implies that the
SO must hold an amount of reserves equivalent to at least 2 percent of the load to
cope with these changes, for otherwise there would be a 50 percent chance of load
shedding. If it had more reserves, the probability of load shedding would be lower, and
vice versa. The sLOLP is thus given by:

sLOLP ¼ 1� CDFðxÞ; ð23:1Þ

where CDF is the cumulative distribution function of errors in the estimates of the
operating reserves x, defined as the differences between estimated and realized amount
of the reserves. The ORDC in a given period is:

ORDC¼ sLOLP � VOLL: ð23:2Þ

Administratively set elastic demand for Operating Reserves are in place in PJM,
MISO, NYISO, ISO-NE. The ORDC describe here is in place at ERCOT. Figure 23.2
shows a representative ORDC at ERCOT.

The shape of the ORDC needs to be explained. It has a kink at 2,000 MW, and the
value of $4,500/MWh. This is due to the introduction of a deterministic margin on the
requirement of operating reserve. If the load and the power supply availability were such
that the SO knew that every hour it needed at least xMWof reserves, this amount would
be the minimum security margin. It corresponds to the level of highest acceptable risk of
load shedding, above which the SO behaves as if it has to shed load to preserve the
minimum security level. For the ORDC of ERCOT, the security margin corresponds to
2,000 MW. For all levels of OR above it, every point of the ORDC depends on the given
estimated level of the sLOLP. For instance, for a level of OR that equals 3,000 MW, the
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sLOLP would be 3,000/9,000 = 0.33. Note that there is not just one ORDC. At ERCOT,
for instance, for each season, six ORDCs are calculated, each one for a four-hour block.

The ORDC can be added to the wholesale demand curve, to determine simultaneously
the scarcity value of capacity and of operating reserves. This is called scarcity pricing.
Consider the example represented in Figure 23.3.

We see that in panel (a) the demand of energy, including the ORDC, is not binding, in
the sense that there is so much installed capacity that neither the capacity nor the
operating reserves are scarce. Therefore, the equilibrium price is at the SMC. In panel
(b), load is shed, and therefore there are no reserves, let alone capacity. The equilibrium
price goes to the VOLL. In panel (c), there is enough installed capacity, thus the day-
ahead price would clear at the SMC. However, there are few ORs, which implies that the
risk of load shedding measured by sLOLP is rather high. This gives rise to a price
increase on top of the day-ahead price that represents the scarcity value of the ORs.
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Figure 23.2 The ORDC of ERCOT
Source: Hogan and Pope, 2017.
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Figure 23.3 The scarcity value of capacity and operating reserves using the ORDC
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In particular, the price differential between the price with the ORDC (denoted as P1 in
Figure 23.3) and the equilibrium price without the ORDC (set at the SMC) signals the
scarcity value of the ORs.

Example 23.2. shows the scarcity value of the OR, as expressed through the ORDCs,
for ERCOT, in a tight week.

Example 23.2 Scarcity Pricing in ERCOT ERCOT calculates the price that would arise
without the ORDC and the added price due to scarcity of operating reserves. This added
price due to the scarcity of OR is called Price Adder. Figure 23.4 represents the load, the
price of the day-ahead market (called DAM_LMP), the Price Adder (called RT Price
Adder) and the price of the real-time market12 (called RT_LMP) from August 4
to August 10, 2015. We can see, for example, that the first-day price rose because of
scarcity of OR. On the contrary, the last-day price rose due to the equilibrium in the day-
ahead market, but there was no scarcity of ORs.

5 Minute RT Load Vs RT/DAM Prices
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Figure 23.4 Scarcity pricing in a tight week at ERCOT
Source: Surendran et al., 2016.

Learning Outcomes

• Capacity Remuneration Mechanisms are tools that are set in order to explicitly
remunerate capacity for the purpose of solving an adequacy issue. All other policy
tools directly or indirectly supporting investments are not CRMs.

12 See Chapter 5 for an introduction to real-time markets.
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• CRMs can be classified according to whether they are price-based, quantity-based, or
mixed; administratively set or market-based tools; centralized or not; open or closed to
external participation and load participation. In the real word, there are several
markets that have implemented some form of CRMs, as well as energy-only ones.

• The CRMs in use are: i) Capacity Payments; ii) Capacity Auctions; iii) Capacity
Obligation: iv) Strategic Reserves; v) Reliability Options.

• The Operating Reserve Demand Curve is a tool that incentivizes the provision of
operating reserves. It can complement both markets with and without CRMs. It is
based on the short-run LOLP, that measures the probability of having to shed load in
a given short-run period because of a lack of operating reserves. It facilitates attribut-
ing a price to the scarcity value of the operating reserve.
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Part VIII

Environmental Challenges and
the Future of Electricity Markets

The term “global climate change” refers to changes in the earth’s climate brought about
by a wide array of human activities. Because of predictions of a steady rise in average
worldwide temperatures, global climate change is sometimes referred to as “global
warming.”

Much has been written on global climate change (see Tol, 2014). Put very simply, the
greenhouse effect allows energy from the sun to pass through the earth’s atmosphere and
then traps some of that energy in the form of heat. This process has kept global tempera-
tures on earth relatively stable, currently averaging 15.5°C and liveable for human
populations. Nonetheless, jumps in emissions of carbon dioxide (CO2) and other gases,
such as methane, traced to fossil-fuel burning and other human activities, increase heat-
trapping processes in the atmosphere, gradually raising average worldwide temperatures.

The Intergovernmental Panel on Climate Change (IPCC), the scientific advisory body
created by the United Nations to analyze the science of global climate change, reports
that unless the world takes drastic and immediate steps to reduce emissions of gases that
are creating a magnified greenhouse effect, global temperatures could rise another 1.6 to
6.3°C by the year 2100. This would represent the fastest rate of warming since the end of
the last ice age more than 10,000 years ago.

The relationship between global climate change and electricity markets is immediate:
burning fossil fuels such as coal, oil and natural gas alters the climate by releasing carbon
that has previously been locked up in coal, oil and natural gas for millions of years.
The carbon in these fossil fuels is transformed into CO2, the predominant gas contributing
to the greenhouse effect, during the combustion process. Therefore, efforts to decrease
CO2 release in the electricity sector can play a major role in slowing global climate change.
This is one of the major challenges that will shape the future of the electricity sector.

Part VIII presents different angles of such challenges, based on a large survey of the
most relevant literature. In Chapter 24, we discuss how to decarbonize the electricity
sector in the long-term scenarios that have been forecast in order to keep the temperature
increase at 2°C by 2050. The impact on climate change on electricity demand, supply
and price are also discussed. In Chapter 25, we turn to illustrate the share, costs and
subsidies to renewables in electricity production. The latter are intermittent sources.
This poses specific problems in terms of integrating the non-programmable energy
sources in the electricity systems that are considered in Chapter 26. This effort will
make the electricity sector “smarter,” at different levels of the Electricity Supply Chain,
mainly distribution and usage. This will be discussed in Chapter 27.
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24 Global Warming and the Electricity
Markets

24.1 Introduction

Quantifying efforts to decarbonize the electricity sector in order to control climate
change and global warming is a difficult exercise. Scientists rely on building scenarios
for the far future, which is the time scale of climate change occurrence. We discuss this
issue in Paragraph 24.2 and present the Paris Agreement in Paragraph 24.3. Conversely,
climate change may have some impacts on electricity demand and renewable energy
sources (RES) production. We discuss such impacts in Paragraph 24.4. Looking more
specifically at day-ahead electricity markets in countries where a carbon price exists, the
relative competitiveness of fossil fuels may change, therefore putting upward pressure
on electricity pricing. Paragraph 24.5 illustrates this effect.

24.2 Decarbonization of Electricity Production

Decarbonizing the electricity sector requires shifting from coal to gas, and more
drastically to those technologies that produce no or few CO2 emissions – solar, wind,
geothermal and hydropower in particular. The first discussion about RES sources in
economics was in the post-1973 oil shock era, when Nordaus, Houthakker and Solow
(1973) and Dasgupta and Heal (1974) introduced the concept of backstop technology.
Basically, the models with a backstop technology complete the Hotelling’s (1931) result
that the price of an exhaustible resource grows exponentially. The finite resource is used
until its production costs exceed that of the inexhaustible backstop technology. When
this latter is cheaper, it is introduced and it replaces the exhaustible one. However, if in
theory renewable energies can be considered as a backstop technology to fossil fuels,
assessing and forecasting their optimal deployment is not an easy task in practice.

Integrated Assessment Models are a tool to evaluate the long-term contribution to
RES in mitigating the effects of climate change.

definition. Integrated Assessment Model (IAM): a model which combines scientific
and socio-economic aspects of climate change, assessing policy options to control
climate change.

The objective of IAMs is to provide a framework for understanding the climate
change problem and for informed judgments about the relative value of different options
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dealing with climate change (Metcalf and Stock, 2015). IAMs draw knowledge and
strengths from various disciplines studying climate change; contributions from each
discipline rely on the mathematical representations of certain relationships connected to
climate change. The models are based on a multitude of assumptions about the atmo-
sphere and oceans, land cover and land use, economic growth, fossil fuel emissions,
population growth, technological change, etc. However, making assumptions about
what will happen in the future is a very difficult task. Therefore, there is a multitude
of IAM, developed by universities, governments and institutions, that depend on the set
of assumptions used, over a long timescale and geographical representation.1

IAM builds scenarios that prescribe a GHG stabilization level, to be achieved in the
long-term future. Scenarios that have no constraint on GHG emissions are referred to as
baseline scenarios. Comparing economic activity measures (e.g. macro-economic con-
sumption) of baseline and mitigation scenarios allows the social costs of mitigation to be
determined. Regarding in particular RES, their role can be assessed by comparing the
social costs of mitigation under different assumptions of deployment (Edenhofer et al.,
2013).

In order to provide robust insights into the role of RE sources in climate change
mitigation, the IPCC Special Report on Renewable Energy Sources and Climate
Change Mitigation (SRREN) reviewed 164 mitigation scenarios that were collected
through an open call and were generated by sixteen different IAMs. There are multiple
efficient pathways to achieve low-stabilization targets. This holds both in terms of
emission trajectories over time and the magnitude of their economic potential.
The economic potential of RES sources increases with the stringency of the mitigation
target, particularly in the long term. RES should play an important role in climate
change mitigation, but substantial uncertainty remains regarding estimates of the
absolute economic potential of these sources. Despite the wide range of estimates,
bioenergy accounts for a substantial share of the RES supply in 2050 in all scenarios.
The role of geothermal energy is rather limited. This is also the case for hydropower.
The median of the PV and wind share in the low concentration scenario (<440ppm)
remains below 20 percent at the horizon of 2050 for most models. However, the ranges
are wide. For instance, in the EMF 27 model comparison project (Luderer et al., 2014),
half of the models report electricity shares from wind and solar greater than 40 percent
after 2050 for medium to high constraints in the concentration of CO2 (between 440
and 600 ppm).

The social costs of mitigation are quite difficult to calculate and compare, as they are
highly dependent on the scenarios developed. For example, in a subset of models (the
Report on Energy and Climate Policy in Europe, RECIPE),2 aggregate consumption
losses from 2005 to 2100 relative to the baseline scenario range from less than 1 percent
to 5 percent. However, all these studies ignore the costs of intermittency of RES, an
important issue which we will discuss in Chapter 26.

1 For a methodological survey on IAMmodels and GHG scenario building, the reader should refer to Weyant
(1996).

2 See www.cmcc.it/projects/recipe-report-on-energy-and-climate-policies-in-europe.
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24.3 RES and Energy Markets after the Paris Agreement

The Paris Agreement, signed in December 2016 and ratified at the United Nations
on November 2017, is the most recent international framework to control climate
change, both in developed and developing countries. In early 2018, the Agreement
has been ratified by 174 countries out of the 195 that have signed it. “The Paris
Agreement . . . charts a new course in the global climate effort. The Paris
Agreement’s central aim is to strengthen the global response to the threat of climate
change by keeping a global temperature rise this century well below 2°C above pre-
industrial levels and to pursue efforts to limit the temperature increase even further to
1.5°C. Additionally, the agreement aims to strengthen the ability of countries to deal
with the impacts of climate change. To reach these ambitious goals, appropriate
financial flows, a new technology framework and an enhanced capacity building
framework will be put in place, thus supporting action by developing countries and
the most vulnerable countries, in line with their own national objectives” (UNFCC,
2017, p. 1). The Paris Agreement requires all parties to put forward their best efforts
through nationally determined contributions. This includes regular reports on their
emissions and implementation efforts. There will also be a global stocktake every five
years to assess collective progress toward achieving the purpose of the agreement and
to inform further individual actions by parties.3

The Paris Agreement has thus opened a new perspective for RES development. Many
countries built on the momentum spurred by it, communicating their first Nationally
Determined Contributions (NDCs). Of the 117 NDCs, fifty-five included targets for
increasing renewable energy, while eighty-nine made reference to renewable energy
more broadly. By late 2016 at the twenty-second Conference of the Parties (COP22) in
Marrakesh,Morocco, more than 100 countries had officially joined the Paris Agreement,
formalizing their commitments to sustainable development, often through decarboniza-
tion of the energy sector. At COP22, leaders of the forty-eight developing countries that
constitute the Climate Vulnerable Forum, including COP22’s host nation of Morocco,
committed jointly to work toward achieving 100 percent renewable energy in their
respective nations.

Based on the Paris Agreement objectives, IEA (2017b) and IRENA (2017) have
developed core scenarios that would be compatible with limiting the rise in global mean
temperature to 2°C by 2100 with a probability of 66 percent, as a way of contributing to
the “well below 2°C” target of the Paris Agreement. Each of the IEA and IRENA
analyses start with the same carbon budget (i.e. the cumulative amount of CO2 emitted
over a given time frame, for the energy sector). But the pathways to reaching the goal
differ between the two analyses. The modeling analysis conducted by the IEA (2017b)
aims to lay out a pathway toward energy sector decarbonization that is technology-
neutral and includes all low-carbon technologies, taking into account each OECD
country’s specific circumstances. The analysis conducted by IRENA (2017), instead,
maps out an energy transition that stresses the potential of energy efficiency and

3 The text of the Paris agreement can be found at: http://unfccc.int/paris_agreement/items/9485.php.
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renewable energy sources to achieving the climate goal, while also taking into con-
sideration all other low-carbon technologies.

Limiting the global mean temperature rise to below 2°C by 2050 with a probability of
66 percent would require an energy transition of exceptional scope, depth and speed.
Energy-related CO2 emissions would need to peak before 2020 and fall by more than
70 percent from today’s levels by 2050. The share of fossil fuels in primary energy
supply would halve between 2014 and 2050, while the share of low-carbon sources,
including renewables, nuclear and fossil fuel with carbon capture and storage (CCS),
would more than triple worldwide to comprise 70 percent of energy consumption in
2050. The 66 percent 2°C scenario would require an unparalleled ramp-up of all low-
carbon technologies in all countries and a set of ambitious policies, among which would
be a CO2 price reaching $190 per ton.

In the 66 percent 2°C scenario, aggressive efficiency measures would be needed to
lower the energy intensity of the global economy by 2.5 percent per year on average
between 2014 and 2050 (three-and-a-half times greater than the rate of improvement
seen over the past fifteen years); wind and solar combined would become the largest
sources of electricity by 2030. In particular, IRENA scenarios point out that the share of
renewable energy needs to increase from around 15 percent of the Primary Energy
Supply in 2015 to 65 percent in 2050. The reduction of energy intensity, defined as
the share of Total Primary Energy Supply over GDP, must double, reaching around
2.5 percent per year by 2030, and continue at this level until 2050. Energy demand in
2050 would remain around today’s level, due to extensive improvements in energy
intensity. Around half of the improvements could be attributed to renewable energy from
heating, cooling, transport and electrification based on cost-effective renewable power.
This requires an increase of the share accounted for by renewables of about 1.2 percent
per year, a seven fold acceleration compared to recent years. Total fossil fuel use in 2050
would stand at a third of today’s level. The use of coal would see the greatest decline,
while oil demand would be at 45 percent of today’s level. Resources that have high
production costs would no longer be exploited. While natural gas can be a “bridge” to
greater use of renewable energy, its role should be limited unless it is coupled with high
levels of carbon capture and storage. The amount of investment needed is of consider-
able importance: meeting the 2°C target requires an additional US$ 29 trillion of
investment in the energy sector between 2015 and 2050 compared to the actual situation.
These investments encompass the change in the energy mix, increased energy efficiency,
but also improvements in the transmission and distribution electricity networks to
make possible a very high RES penetration. So far, it is unclear if these perspectives
are realistic.

24.4 The Impact of Climate Change on Electricity Demand and Supply

While the impact of electricity production on decarbonization and climate change has
been extensively studied (for a survey see Fouquet, 2015), the reverse impact has
received less attention in economics. However, some aspects are worth mentioning.
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Global warming is characterized by a rise in average temperatures in most regions,
changes in precipitation and seasonal patterns in many regions, the occurrence of
extreme weather events and rises in sea level. These phenomena are expected to affect
both energy supply and demand. There is a first, direct effect on power production:

Heating and cooling is measured by means of heating degree days and cooling
degree days. Setting a base temperature as the temperature level at which there is no
need for either heating or cooling, heating degree days are measured as the sum of
negative deviations of the actual temperature from the base temperature over a given
period of time; cooling degree days are the sum of positive deviations between the actual
temperature and the base temperature.

This result is important since it can impact on the Load Duration Curve (see
Chapter 7). The impact of climate change on heating and cooling has been documented
for a number of different countries by Considine (2000) and Eskeland and Mideksa
(2009). In the later study, in particular, a household demand model for electricity is
estimated using panel data from thirty-one European countries for the period
1995–2005, and the projected changes in temperatures are considered. The results
indicate that a 1°C change in temperature will change demand by 2 kWh per year per
capita via the change in heating degree days, whereas for a unit increase in cooling
degree days, the demand changes by 8 kWh per year per capita. This is a small effect
when compared to current electricity use and to other estimates in the literature. Mansur
et al. (2008) find, for the case of the United States, with warmer summers and cooler
winters both households and firms consume more energy in the form of electricity, gas,
and oil. They find that overall climate change will likely increase electricity consump-
tion on cooling, but reduce the use of other fuels for heating. The net effect is that
US energy expenditures will likely increase.

Changes in temperature also involve changes in thermal and non-thermal power
production (Mideksa and Kallbekken, 2010). One important channel of transmission
of the impact of temperature on power production concerns the technical efficiency with
which the fuels are converted to electricity. As we have seen in Part II, how efficient
a plant is in transforming fuels into electric power depends upon the temperature
differential between the machine and the external environment. The higher the heat
differential, the higher the efficiency of conversion and vice versa (see the Carnot
machine of Chapter 1). Since climate change is likely to produce higher air and water
temperatures, the heat differential between the machine and the environment will
decrease, thus reducing the net power generated from a given amount of fuel.
Durmayaz and Sogut (2006) investigate the impact of changes in cooling water tem-
perature on the thermal efficiency of nuclear power plants using plant-level data and an

Result

Higher temperatures will imply lower demand for heating and higher demand for
cooling.
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engineering model. Their result suggests that a 1°C increase in the temperature of the
environment reduces power output by approximately 0.45 percent points. Another effect
of climate change on power production is the change on water inflow for power
production. Golombek et al. (2012) find that Nordic European countries with a large
market share for reservoir hydro may experience a rise of total annual production by
8 percent in 2030, reflecting an expected increase in inflow of water. Finally, several
studies find increased production from wind power by 2050 (see Mideska and
Kallbekken, 2010 for a more detailed survey).

If we consider the implications of such results on electricity demand in Europe, it is
likely to fall in Northern Europe and rise in Southern Europe because of the changes in
heating and cooling degree days in the next decades. Supply is likely to fall in countries
where much of the electricity generation is based on thermal power, whereas it could
increase where there is a large share and an increased potential for hydropower and wind
power, as in northern Europe.

These, however, are just preliminary considerations. The impact of extreme weather
events on the production and transmission of electricity, as well as on electricity demand
in several parts of the world, is an active area of research that is under development and
requires further investigation.

24.5 The Impact of CO2 Prices on Electricity Markets

When there is environmental regulation to reduce carbon emission in the form of
a carbon price,4 it is possible that firms make some arbitrage in production and emissions
in order to pass carbon costs through to final consumers. This issue has been extensively
discussed in Europe, where a carbon market has existed since 2005, namely, the
European Emission Trading Scheme or EU ETS (Ellerman and Joskow, 2008).
Around 5,000 operators with approximately 12,000 production units participate in this
attempt to reduce CO2 emissions from four broad sectors:

• energy (electric power production, oil refineries, etc.);

• production and processing of ferrous metals (iron and steel);

• minerals (cement, glass, ceramics);

• pulp and paper.

The electricity sector is one of the broadest within the carbon market.
The issue of the interaction between carbon prices and electricity prices was

discussed in particular at the outset of EU ETS trading, since in the period
2005–2007 electricity prices hit very high levels in several European markets.
In particular, it has been argued that when the initial permit allocation is given for
free, called grandfathering, instead of using an auction, windfall profits arise because

4 For an extensive explanation of carbon prices and carbon markets, interested readers should refer to Kolstad,
2011.
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producers pass on the market value of the emission rights to consumers via a markup
on energy prices.5 The main theoretical argument is that instead of using the free
allowances, firms can sell them at the current market price. A company that receives
free permits can always choose to cut production instead of using the allowances, and
thus sell them in the market. There is an opportunity cost of electricity production
accruing from the decision to generate power and thus consuming the allowances
instead of selling them in the market. When producing electricity, the firm needs to
recover this foregone opportunity cost in the electricity price. In other words, although
a power plant does not have to pay for emission rights, it uses them to cover emissions
when producing, and therefore it tries to pass on the extra opportunity cost arising from
this forgone possibility of selling allowances to the final product price (Woerdman
et al. 2009). On the contrary, when allowances are bought by power producers, costs
rise due to the increase in the expenditures that producers face in order to generate.
Thus, even if they pass these extra costs to the buyers of electricity, they do not
experience any windfall profit. Figure 24.1 illustrates these effects.

The curve S1 represents the reference case of either auctioning or free allocation,
assuming perfect competition. Absent carbon costs, the equilibrium price isP1 where the

inelastic load Q meets the supply S1. When emissions trading is introduced, the
opportunity costs of carbon allowances are included into the other variable production

costs, reducing the supply curve S
0
1 and raising the equilibrium price P

0
1.

The following effects are at stake:

• The power price increases from P1 to P
0
1. Hence, the pass-through rate is 100 percent

since the change in power price is equal to the change in marginal production costs.

• The producer surplus before emissions trading is equal to the triangle abc. As we have
seen in Part VII, in a competitive situation this surplus covers the fixed (investment)
costs of power production, including some fair plants’ profits.

MWh

a

d

b

e
c

f

$
MWh

p1

Q

p1′

′S1

S1

Figure 24.1 Windfall profits accruing from grandfathering of emission permits
Source: adapted from Sijm et al., 2006.

5 As of 2013, in the European emissions market, the power sector no longer receives free allowances;
industrial sectors, such as cement and steel may receive free allowances of up to 100 percent of their
requirements; and other sectors receive a free allocation of 80 percent of their share of the pollution cap,
which will be reduced by 10 percentage points each year, phasing out free allocation by 2020.
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• After emissions trading, in the case of auctioning, when the power producers have to
pay for the emission permits, the producer surplus is equal to def. The produce will
gain after the increase of variable costs due to emissions if the area def is bigger than
the area abc.

• The total emission costs are equal to the area adfc, which are fully passed on to
consumers by means of higher prices, resulting in a similar consumer surplus loss.

• In the case of free allocation, producers get the allowances for free. Thus, even if their
opportunity cost is increased, which justifies the shift from S1 to S

0
1, they are not

charged for allowances, while still passing on the opportunity cost to the consumers.
This results in an increase in their producer surplus by the quadrangle adfc. This
increase in producer surplus due to emissions trading is the “windfall profit” resulting
from grandfathering.

A crucial assumption is that power plants have market power in the wholesale market.
However, as we have seen in Part III, the existence of different technologies implies that
power plants are not treated equally when power is dispatched. Given the functioning of
wholesale electricity markets, the effect on electricity prices of the emission trading
costs, and more generally of the cost of CO2 emissions relating to power production are
complex, since onemust consider the impact on the marginal technology that determines
the system marginal price (SMP).

Consider the case illustrated by Figure 24.2, where we depict two technologies with
different emission intensities. For the sake of simplicity, we draw the two technologies
with two different grey scales (black and light grey) and identify the marginal cost
curves before the emission trading with solid lines, after emission trading with dotted
lines. Assuming perfect competition, the SMP before the carbon trading is the marginal

cost C
0
2.

After carbon trading, the technology i (i = 1,2) must cover the CO2 costs entailed by its
usage, at the unit permit price p, proportionally to its emission factor ei. Therefore every

units of power costs C
0
ir ¼ C

0
i þ eip: In this case, it turns out that the merit order is

unchanged; power plant 2 is still the marginal technology, and the equilibrium SMP after

the introduction of pollution regulation is C
0�
2r (the uppercase * denotes equilibrium).

The electricity price difference is equal to the increase of marginal costs of the

$
MWh

∗C2r‘

∗C2‘

C1r‘

C1‘

Q1
max

Q

MWhQ1        + Q2
max max

Figure 24.2 Auctions and carbon costs without merit order switch
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technology 2, that is C
0�
2r � C

0�
2 . The opportunity costs are all passed-through to elec-

tricity consumers. If we compare the effect of buying the emission permits with grand-
fathering, as before, we see that in the case of grandfathering there will be windfall
profits for both power plants due to the increase in the equilibrium SMP.However, it is
quite possible that carbon pricing causes a merit order switch, as illustrated in
Figure 24.3. In this case the carbon costs make technology 1 less competitive than

technology 2. The SMP becomes C
0�
1r. See that the carbon costs of the “new” marginal

technology are higher than the electricity price increase (C
0�
1r � C

0
1 > C

0�
1r � C

0�
2 Þ. This

implies that plant 1 is able to pass to consumers only a fraction of the increase in the cost,
due to the emissions. There is an imperfect pass-through. Moreover, there is also an
implicit cross-subsidization across plants, since plant 1 now becomes the marginal plant,
while plant 2 sees an increase in its profits due to higher prices.

In general, with several plants, and different marginal impacts on plants’ costs of the
carbon pricing, the computation of windfall profits is challenging. Moreover, there can
be other factors that affect cost pass-through rates, such as market power, elasticity of
electricity demand and domestic supply. These factors have proven difficult to estimate
in empirical work and have therefore been approximated by a range of measurable
drivers that might be linked to them. The drivers include trade intensity, transport costs,
tariff barriers and product substitutability, as well as indicators of market concentration
and pricing power. Clearly, the exact extent at which costs are estimated to be passed
through is highly dependent on the methods chosen and the data used. Most of the
existing studies seem to indicate that even in the early days of the EU ETS, a major part
of the scheme-induced carbon costs were passed through to power prices (Sijm et al.,
2006). Nevertheless, higher fuel prices also played a role in electricity price increases,
and some plants’ profits reflected their ownership of low-cost nuclear or coal generation
in areas where the market electricity price was set by higher-cost natural gas plants
(Ellerman and Buchner, 2007; European Commission, 2015).

Learning Outcomes

• Global warming mitigation necessarily constrains electricity production as the latter is
one of the major sources of CO2 emissions.

Figure 24.3 Auctions and carbon costs with merit order switch
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• Renewable Energy Sources can efficiently contribute to decarbonizing the electricity
sector. Their long-term potential is difficult to assess. However, it increases with the
stringency of emission caps. According to a majority of scenarios, photovoltaic and
wind will not account for more than 40 percent of the OECD electricity mix in 2050.

• Global warming increases the demand for cooling and reduces demand for heating; it
also reduces thermal plant efficiency and may endanger network safety due to extreme
weather events.

• When carbon regulation exists, in the form of a market for permits, the CO2 price
raises electricity prices and may alter the relative competitiveness of electricity-
producing technologies (the merit order). When the initial permits allocation is
given for free (grandfathering), instead of using an auction, windfall profits may
arise because producers pass on the market value of the emission rights to consumers
via a markup on energy prices.
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25 Renewable Energy Sources
and Electricity Production

25.1 Introduction

According to the IEA (2017b), in 2016 renewables accounted for 22.8 percent of world
electricity production, after coal (39.3 percent) and gas (22.9 percent), and ahead of
nuclear (10.6 percent) and oil (4.1 percent). Geothermal, solar, wind and tide energy
accounted for 4.8 percent, whereas the share for hydropower was 16 percent. In terms of
annual growth rate, since 1990, renewable electricity generation grew 3.6 percent on
average, that is, faster than the total electricity generation growth rate (2.9 percent).
In 1990, the share of renewables for electricity generation was 19.6 percent and in 2015
it has reached 22.8 percent. Hydroelectric power saw its share of total world electricity
production fall from 18.1 percent in 1990 to 16.0 percent in 2015. Taking out hydro-
electricity from renewables, the share of the remaining renewable sources used to
produce electricity grew from 1.3 percent in 1990 to 6.8 percent in 2015. Solar is the
renewable electricity production source that has experienced the fastest growth rate as
from 1990 (45.5 percent), surpassing the increase for wind (24.5 percent). Most new
renewable energy capacity is installed in developing countries, and largely in China, the
single largest developer of renewable power and heat over the past eight years. These
figures show an interesting and rapidly changing landscape. What factors explain the
deployment of renewables?

In this chapter we explain, in Paragraph 24.2, the reasons for choosing renewables as
one of the pillars of the electricity system. Then we introduce the concept of Levelized
Costs of Electricity (LCOE), which is used to assess RES competitiveness with respect
to thermal technologies in Paragraph 25.3. RES are generally sustained by specific
subsidies. We detail and illustrate them with recent figures in Paragraph 25.4.

25.2 The Reasons for Choosing Renewables

In the 1990s, the promotion of renewable energy sources was proposed as part of the
solution to a number of environmental problems. The oil crises of the 1970s and the
worry that these were manifestations of a fundamental depletion problem necessitated
a switch to energy sources that had less impact on the earth’s resources.
The conventional solution to this problem – nuclear power –was perceived as presenting
too many environmental, safety and security problems. For their proponents, renewables
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presented a clean and safe way of producing energy and reducing dependence on
diminishing reserves of fossil fuels (Heal, 2009).

Different episodes of oil price slumps, as well as a more favorable perspective
on oil, gas and coal reserve availability, have not been enough to reverse the trend.
Renewables are still on the rise. The main reason is that they offer an alternative to
the environmental damage caused by energy production and use. As fossil fuel
contributions to CO2 emissions have been identified as the principal challenge,
renewables – together with conservation and in some countries nuclear power –
have been seen as an important mechanism for medium- to long-term control of
global warming.

As reported by McGowan (1991), at the end of the 1980s the only renewables
that were used for electricity generation, both in the OCDE and in less developed
countries, was large-scale hydro, followed by biofuels. R&D budgets were the only
form of subsidy to renewables, and these were relatively low compared to those
devoted to fossil fuels, and concentrated, from the beginning of the 1980s, in solar
technologies. The United States and Germany have been the most active countries
in subsidizing R&D in renewables. Even if the European Community had also
started subsidizing R&D in renewables, with funding for security of supply,
environmental and policy reasons, much higher funds were devoted at that time
to nuclear energy.

Since that time, various exercises have been carried out to estimate the potential for
electricity production from renewables, identifying a clear disadvantage in terms of
costs of RES with respect to fossil fuels. The Brundtland Report (1987) for sustainable
development noted this and recommended that renewables should become the basis for
energy needs in the next century. However, it also warned against over-stating the role of
renewables in energy balances.

The prospects for future electricity production that were estimated at the end of the
millennium ranged from 6 percent to 20 percent. Admittedly, renewables were acknowl-
edged as being extremely vulnerable to competing technologies. As long as it was
possible to produce power at lower costs, without the incorporation of externalities,
renewables were seen, and are still today, as less competitive generating technologies.
This is further discussed in the next paragraph.

25.3 The Levelized Cost of Energy

Most RES, such as those based on wind or solar irradiation, have certain economic
characteristics in common – large fixed costs and low or no variable costs, and inter-
mittency. Consequently, average costs vary with output levels and availability of the
primary energy source.

The common way to measure RES competitiveness is to calculate an indicator of the
total cost of electricity produced for the whole time-life of the power plant that generates
it, over the whole amount of energy that it can produce in that time span. This indicator is
referred to as the Levelized Cost of Electricity.
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definition. Levelized Cost of Electricity (LCOE): the present value of the total cost of
building and operating a generating plant over an assumed financial life time and duty
cycle, converted to equal annual payments, in real terms.

Levelized cost of electricity (LCOE) is often taken as a summarymeasure used to ease
the comparison of the competitiveness across different generating technologies.
It represents the per-MWh cost of building and operating a generating plant over an
assumed financial life and duty cycle. Key inputs to calculating LCOE include capital
costs, fuel costs, fixed and variable operations and maintenance (O&M) costs, financing
costs, and an assumed utilization rate for each plant type. The importance of the factors
varies among the technologies. For technologies such as solar and wind generation that
have no fuel costs and relatively small variable O&M costs, LCOE changes in rough
proportion to the estimated capital cost of generation capacity. For technologies with
significant fuel cost, both fuel cost and overnight cost estimates significantly affect
LCOE.

The basic LCOE formula for an investment in a given technology that has a time-life
of T, with t = 1, . . ., T denoting a single time period (generally a year), can be obtained
taking into account that, in competitive markets, the following relationship must hold:

X
t

ðQi;tÞðPtÞ
ð1þ rÞt ¼

X
t

ðCapital ExpenditureÞt
ð1þ rÞt þ ðO&MÞt

ð1þ rÞt þ
ðFuel CostsÞt

ð1þ rÞt
� �

; ð25:1Þ

where Qi,t denotes the electricity produced and sold in the market in t, r is the discount
rate applying over the time t and Pt is the price at which the electricity is sold (i.e. the
annual average wholesale price). The left-hand side of Equation (24.1) is the total
discounted revenues for the whole time-life. The right-hand-side is the total discounted
cost of the plant. Then, Equation (25.1) shows that the total discounted (annual)
revenues must cover the total discounted (annual) costs, taking into account the different
types of expenditure.

By replacing the energy price at each time period Pt with the average price over that

period we can solve Equation (25.1). That is to say, we set
X

t

Pt

T
¼ ep, and thus we can

write Equation (25.1) as:

X
t

ðQi;tÞep
ð1þ rÞt ¼

X
t

ðCapital ExpenditureÞt
ð1þ rÞt þ ðO&MÞt

ð1þ rÞt þ
ðFuel CostsÞt

ð1þ rÞt
� �

: ð25:2Þ

Equation (25.2) can be solved for the average energy price, providing the LCOE:

LCOE ¼
X

t

ðCapital ExpenditureÞt
ð1þ rÞt þ ðO&MÞt

ð1þ rÞt þ
ðFuel CostsÞt

ð1þ rÞt
� �

=
X

t

Qi;t

ð1þ rÞt :

ð25:3Þ

Thus, the LCOE, which is the ratio of the total discounted costs over the overall
amount of electricity that can be sold, corresponds to a specific level of the average
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energy price: that level for which, in equilibrium, the total discounted costs corresponds
to the total discounted revenue. This explains the use of the term “levelized,” since costs
are discounted, or “levelized,” in order to equalize total revenues.

The basic LCOE formula can be completed by adding other terms in the right-hand
side of Equation (25.3). For example, the availability of various incentives, including
subsidies, can also impact the calculation of LCOE. The projected utilization rate, which
depends on the load shape and the existing resource mix in an area where additional
capacity is needed, is one such factor (EIA, 2017).

The existing resource mix in a region can directly impact the economic viability of
a new investment through its effect on the displacement of existing resources. For
example, a wind resource that would primarily displace existing natural gas generation
will usually have a different economic value than one that would displace existing coal
generation, since it would have a different capacity factor and thus a different amount of
energy produced over its lifetime.1 Therefore, depending on the cost factors considered,
the time span, the region, LCOEs take different values (Borenstein, 2012).

As an example, the estimated LCOE for new generation resources, i.e. plant entering
service in 2022 in the United States are as follows (in US$, average levelized cost per
technology, weighted by the new capacity coming online in each region, relative to
capacity additions for each region projected in the period 2018–2022).

From the LCOE calculation derives the notion of technologies that are competitive.
This competitiveness can be measured in different ways, but the most common indicator
used is that called “grid parity.”

definition. Grid parity for RES: grid parity occurs when a RES can generate power
at an LCOE that is less than or equal to the price of acquiring power from the grid.

The price of energy purchased is given by the marginal cost of the marginal technol-
ogy. Without RES, the marginal technology is a conventional plant. Thus, the definition
above implies that RES reach the grid parity and become competitive and economically
efficient once their LCOE drops below or at least equals those of conventional plants.
Germany was one of the first countries to reach parity for solar PV in 2011.
By January 2014, grid parity for solar PV systems was reached in at least nineteen
countries (Deutsche Bank, 2016). Another important factor that can change the LCOE
figures and thus grid parity is whether in the calculation of the LCOE the cost and
benefits of reducing CO2 emissions and other pollutants are factored in.

Table 25.1 Estimated LCOE for new generation resources in the United States

Gas-fired combined cycle Advanced nuclear Biomass Onshore wind Solar PV Hydroelectric

58.6 96.2 97.7 55.8 73.7 63.9

Source: EIA, 2017.

1 Several LCOE calculators can be accessed on the web, for example Comello, S., Glenk, G. and S. Reichelstein
(2017). Levelized Cost of Electricity Calculator. URL: http://stanford.edu/dept/gsb_circle/sustainable-energy
/lcoe.
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However, the grid parity criterion is criticized, as is the case for the metric of LCOE
itself (Schmalensee, 2012; Borenstein, 2012). For instance, Joskow (2011) argues that,
because electricity prices vary, revenues for power production from variable renewables
depend on the specific time at which they are produced. The basic LCOE formula we
introduced in Equation (25.3) does not consider in which periods electricity is produced,
while the value or wholesale price of electricity varies widely throughout the day, week
and year. Therefore, the LCOE approach tends to overvalue generation from wind – as
its output is more heavily weighted to off-peak periods when electricity prices are
relatively low – and to undervalue power production from solar, as it usually generates
relatively more electricity during periods of the day when prices are relatively high.
Moreover, the LCOE does not consider that, depending on the renewables location, grid-
related costs will be different. In particular, other things equal, the economic value of
electricity from offshore wind – which is often located at a distance from the load – is
usually significantly lower than the electricity from solar PV produced next to the load
center. The LCOE does not incorporate these values.

25.4 RES Support Policies

The economic reasons behind RES support policies encompass several objectives,
which include:

• Mitigation of climate change, which has been the primary rationale justifying the
substitution of fossil fuel in electricity generation, in order to limit CO2 emissions.
Subsidizing renewables corresponds to pricing unpriced fossil fuel pollution. This
argument is reinforced by the cost reduction obtained by widespread RES adoption via
learning by doing, i.e. the percentage of cost reduction when the capacity rises and
economies of scale, i.e. the cost reduction when renewable electricity production
increases (Edenhofer et al., 2013).

• Local pollution. In many countries, reducing local air pollution has also become a
key driver. China, for example, announced in early 2017 that it would invest
US$360 billion in renewables by 2020, due largely to the massive air pollution and
health problems in major Chinese cities caused by coal generation.

• Energy security, which refers to uninterrupted energy supply and independence
from export in energy provision. This is another driver, as it has been advocated
both in Europe and in the United States. Energy security is also being considered
more widely in the context of increasing energy system resilience to climate
change impacts.

• Sustainable growth and creation of domestic green jobs. This is often claimed as
a factor that strengthens interest in these technologies.

Multiple instruments can be used in order to achieve one more of these quite different
objectives. The literature (Battle et al., 2012) clearly distinguishes between two broad
categories of RES support mechanisms: price-based and quantity-based policies.
We summarize their main characteristics here. Designing an optimal RES support policy
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requires knowledge of the welfare-optimal deployment level and the nature, dynamics
and causality of all the effects that can induce market failures. This kind of global
assessment has not been clearly performed to date. However, some pros and cons of RES
support policies can be identified, highlighting the lesson learned by the practical
implementation of different instruments.

25.4.1 Price-Based Policies

Price-based policies can be classified as follows:
Feed-in tariffs (FITs) reward any MWh produced from RES with a specific price,

generally in the form of a contract lasting for a long time period (e.g. ten years),
embedded in some specific laws or decrees or undersigned with the system operator.
FITs can be “stepped,” that is, tailored to each RES technology, or flat. They can also
decrease as RES deployment develops, according to a pre-determined rate of decay or
the growth of capacity installed.

Pros: FITs have the main advantage of securing a revenue stream over a medium-term
horizon, regardless of electricity price level and fluctuations. FITs place a low admin-
istrative burden on regulators. Finally, FITs reduce barriers to entry since investors do
not need to find any electricity buyers (e.g. a retailer or another plant).

Cons: FITs suffer from twomajor limitations. It is very difficult for the regulator to set
the right FIT and the optimal time horizon, as there is imperfect information on RES
costs and dynamics. Second, as FITs are not linked to price signals, they do not give
incentives to non-intermittent (or dispatchable) renewables like biomass or hydro to
improve their contribution to demand-supply imbalances.

Feed-in Premiums (FIPs) are payments guaranteed to RES as un uplift to the electricity
market price on day-ahead markets. These extra payments last for a given time period.

Pros: They give RES plants an incentive to adjust their production in line with price
signals, at least for dispatchable sources.

Cons: FIPs do not avoid the market risks associated with electricity price fluctuations;
however, this can be mitigated by investing in a portfolio of technologies to attenuate the
revenue variability. As for FITs, they can distort the market if set at levels that are too
high/or low, and if their evolution is not tailored to the change of RES costs over time.

Net metering/billing supports the deployment of small-scale, distributed renewable
energy systems by enabling plants to receive credits or payments for electricity gener-
ated, but not consumed on site.

Pro: They can be easily managed and measured, in particular if smart meters are
employed.

Cons: They can be difficult to implement if smart meters are not deployed.
Fiscal and investment incentives, such as accelerated depreciation schedules, tax

exemptions, tax credits or soft loans, or even import restrictions to favor local RES
developers.

Pros: They can be effective from an equity perspective, as they can ease RES
competing with fossil fuel technologies on the basis of their long-term profitability.
They also tend to favor the entry of new players.

316 Environmental Challenges and the Future

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781316884614.026
Downloaded from https://www.cambridge.org/core. University of Birmingham, on 12 Jun 2019 at 06:01:25, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316884614.026
https://www.cambridge.org/core


Cons: They do not necessarily guarantee a fixed electricity share produced by RES,
and thus expose producers to market risk. They can distort competition across sources if
they are set at the wrong level, or if their evolution does not follow the pace of evolution
of RES costs.

25.4.2 Quantity-Based Policies

Quantity-based policies can be classified as follows:
Renewable Portfolio Standards (RPS) or Tradable Green certificates (TGC) or

Renewable Obligations (RO) establish RES quotas for consumers and/or plants This
means that a given share of the electricity consumption or production must be certified as
sourced by RES. Tradable certificates are a guarantees of origin for electricity produced
by RES and can be bought by those obliged to comply with the quota set by the RPS or
the RO. RPS and RO can be accompanied by additional measures such as differentiated
quotas according to RES type (banding provisions), non-compliance penalties, long-
term contracting obligations, floor prices in TGC trade.

Pros: As for FIPs, quotas provide incentives to traditional plants to include RES in
their portfolio. Allowing a predetermined share of RES production, RPS and other
similar quota mechanisms set fair conditions for competition among RES and fossil
fuel technologies.

Cons: They do not neutralize the risk of electricity price fluctuations; under the form
of TGC, they can lead to oversupply, low certificate prices and overinvestment.

Government can set competitive auctions to award RES capacity to be built over
a given period. The winner of the bid is then offered a long-term contract for production
of renewable electricity. The characteristics of the auctions can depend on the RES plant
size or technology.

Pro: Auctions share the same advantages as FITs, but with fewer burdens on regula-
tors, in that auction participants reveal their cost in the process.

Cons: These mechanisms can be effective only if the technologies are mature and can
easily achieve economies of scale.

Box 25.1 provides a recent overview of RES policies (according to the information in
REN21 report, 2017).

Box 25.1 RES Support Policies around the World

As at year-end 2016, renewable energy targets were in place in 176 countries.
The majority of targets focus on renewable energy use in the power sector, with
targets for a specific share of renewable power instituted in 150 countries, and
economy-wide targets for primary energy and/or final energy shares in place in
eighty-nine countries.

In 2016, the EU proposed a 2030 Framework under which it aims to achieve
a share of at least 27 percent of total energy consumption from renewables and at
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Learning Outcomes

• There is no general consensus on how to calculate the optimal share of renewables and
how renewables can be linked in practice to relieve climate change. However, several
countries have set some form of target for RES deployment.

• The Levelized Cost of Electricity is a metric that is used to measure RES competi-
tiveness with respect to fossil-fuel generation.

• Price-based and quantity-based instruments are used to subsidize RES. Both are used
at the worldwide level, until RES can generate power at a Levelized Cost of Electricity
that is less than or equal to the price of acquiring power from the grid.

Box 25.1 (cont.)
least a 27 percent improvement in energy efficiency (relative to a business-as-
usual scenario) to help reduce greenhouse gas emissions by 40 percent in 2030
(compared to 1990 levels). At the national level, countries in Asia were particu-
larly active in launching new targets, or revising existing targets. China’s latest
five-year plan sets an overall goal of increasing renewable energy capacity to 680
GW by 2020, accounting for 27 percent of total power generation.

FITs are in place in several countries for the deployment of small-scale installa-
tions. In an increasing number of countries, support for large-scale projects is
shifting to auctions. Policy makers adjust FIT rates as the technologies become
more cost-competitive.

Net metering policies are in widespread use in forty-one North American
States, where they often overlap with RPS.

In addition to regulatory policies, several countries, such as India, have pro-
vided public funding through grants, loans or tax incentives.

Finally, countries that have issued carbon price policies (taxes or market for
permits), implicitly give incentives to RES deployment in order to decarbonize the
energy sector (as explained in Chapter 24), therefore using several overlapping
instruments.
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26 The Integration of Renewable Energy
Sources in the Electricity System

26.1 Introduction

Among renewable energy sources (RES), variable energy resources (VER) such as
wind and PVare characterized by specific features that pose some serious challenges to
their integration in the electric grid. Wind and solar generation is not programmable,
which means that the grid operator cannot choose when to dispatch the electricity they
produce. Only when the sun shines or the wind blows can electricity be generated.
Thus, VER exhibit cyclical variations in output based on daily fluctuations in wind
speed and solar irradiance. Although it varies by location, wind generation is often at
its highest in the very early morning hours, and solar generation is often greatest
around midday and early afternoon. Moreover, both wind and sun exhibit rapid
changes in wind speeds and solar irradiance. Solar generation also tends to have
a ramp-up in the morning and falls in the evening more steeply than wind. This implies
that the actual amount of production at any given moment from a wind or solar facility
may be difficult to forecast. Finally, provided that the wind is blowing and the sun is
shining, the short-run cost of providing one additional kilowatt-hour of wind and solar
generation, is nearly zero.

Hirth (2012, 2013) and Holttinen et al. (2011) claim that there is roughly a 15 to
20 percent limit to the level of penetration of VER generation in an electricity grid. With
a VER penetration higher than 20 percent, managing the grid would become very
difficult due to uncertainty about when the generation would occur and challenges in
ramping programmable generation up and down to offset the fluctuations in VER
generation. However, there are electric grids around the world today that manage
extremely high levels of VER renewable penetration. They have shown that high levels
of VER penetration are technically feasible with sufficient transmission capacity and
connections with adjacent electricity grids. Still, VER utilization leads to specific costs
that we consider below.

We define the main VER characteristics in Paragraph 26.2. From the perspective of
the electricity system (market and networks), high shares of VER entail different issues.
The connection of VER to the transmission and distribution networks may cause the
so-called integration costs, a multifaceted concept that we discuss in Paragraph 26.3,
whereas integration in the wholesale market is likely to shift the supply curve and to
put downward pressure on pricing. This latter effect in known as merit-order effect
and is explained in Paragraph 26.4. Since several studies have been conducted on
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a case-by-case basis to quantify integration costs and/or the merit-order effect, we refer
to the most updated examples, both in the United States and in Europe.

26.2 Variable Energy Resources: Some Stylized Facts

The IEA has identified and discussed several specific characteristics of power generation
from VER that appear to be relevant from the system integration perspective (IEA,
2014). We start by considering a possible definition of VER:

definition. Variable Energy Resources (VER): energy resources whose output is
variable, uncertain, location specific, modular and with low short-run costs.

These characteristics can be described as follows:

• Variable: power output fluctuates depending on the availability of the renewable
energy source, notably on the weather conditions (affecting wind speed and sun
radiation). As a result, output from VER plants cannot be controlled or economically
dispatched by system operators based on traditional economic criteria, in contrast to
output from most conventional plants that can be turned on and off based on their
economic attractiveness at every point in time to supply electricity and other system
services according to real-time power demand and other system needs (Joskow, 2011).
Note that technological development makes their usage in power production at least
partially controllable downward, in the sense that their production can be reduced with
regard to the maximum producible level; however, they remain variable in their nature
since they depend on variable and uncontrollable (or partially controllable) primary
energy supply.

• Uncertain: due to limitations in forecasting weather conditions, output from VER
plants is less predictable and, hence, less certain than other, controllable plants.

• Location-specific: VER resources are not evenly distributed geographically and, in
contrast to conventional fuels, cannot be transported to other locations. This may
affect siting decisions and transmission needs, since generation sites with high VER
output potentials may be located far from areas of high electricity demand.

• Modular: the scale of an individual VER production unit (wind turbine, solar panel) is
much smaller than of a conventional (fossil-fuel, nuclear or large-hydro) plant.
The increasing amount of smaller, distributed generation from VER has a major
impact on the structure and operation of the transmission and distribution.

• Low short-run costs: once built, VER plants can produce electricity at very little cost
as their short-run and marginal costs are close to zero.

Note that these characteristics do not refer just to RES. Some RES are not VAR, and
some features of VAR, such as modularity, belong to conventional fossil-fuel plants too,
or limited short-run cost, as with the case of nuclear power plants. However, the joint
appearance of these features characterizes most RES.

One well-known example of the consequence of the combination of these factors is
given by the evolution of the Californian net load, that is, overall consumption net of
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VER, in recent years. This is shown in Figure 26.1. As more solar resources have been
added, net load has increasingly fallen during midday when solar output is highest, and
peaks in the first hours of the morning and at the sunset. The recent addition of both
utility-scale and small-scale solar plants has contributed to steeper morning ramp-down
and evening ramp-up periods. Other types of generating units, like flexible thermal
generation, decrease in the morning as solar generation increases with the sunrise and
increase in the evening as the sun sets.

CAISO anticipated this evolution of the net load profile, often referred to as the “Duck
Curve,” back in 2013. Load profiles fromMarch were used as the reference for a typical
spring day, because seasonally low electricity demand makes the impact of solar and
wind on net load more evident at that time of year. The Duck Curve is shown in
Figure 26.1. The Californian Duck Curve clearly shows the impact on the load profile
of VER. However, on top of the impact on the load profile, integration of renewables also
challenges the grid. We discuss this in the next paragraph.

26.3 Integration Costs

Grid integration costs can be seen from two distinct points of view. On one hand, they
can be interpreted as real economic costs accruing from integrating VERs, that may
impact decisions by policy makers or electric grid operators regarding electricity
sources. On the other hand, they trigger the use of emerging technologies, such as
storage, which can smooth the variability of the grid. Moreover, integrating VER
requires flexibility in the power system. This includes the flexibility of existing power
plants (i.e. how fast they can adjust their output), the short-term responsiveness of
demand, the availability of electricity storage and the quality and smartness of the
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Figure 26.1 The Duck Curve
Source: EIA. Available at: https://www.eia.gov/todayinenergy/detail.php?id=32172.
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transmission and distribution grid. The size and degree of interconnection are also
relevant, since a larger and more interconnected system generally implies easier inte-
gration (Perez-Arriaga and Battle, 2012).

In the literature, there have been several possible definitions of integration costs:

1. the extra investment and operational costs of the non-wind part of the power system
when wind power is integrated (Holttinen et al., 2011);

2. the additional costs of accommodating wind and solar (Milligan et al., 2011);
3. the marginal impact that additional wind or solar power has on the costs of the

residual system (Hirth, 2012);
4. the additional system costs induced by VER that are not directly related to their

generation costs (Ueckerdt et al., 2013).

These costs have been calculated in different ways, using a broad variety of metho-
dology and assumptions. Despite these differences, integration costs have generally
been decomposed in different categories (NEA, 2012; Hirth, 2013; Ueckerdt et al.,
2013; Hirth et al., 2015). A possible common definition of VER integration cost is as
follows:

definition. VER integration costs: costs accruing from integration in the grid of VER,
divided into balancing, grid related and adequacy costs.

In greater detail, these costs are:

• Balancing costs, i.e. the impacts and costs due to the short-term variability and
uncertainty of VER generation output, including costs arising from the need to hold
and use more system operating reserves against higher uncertainty (errors) in fore-
casting output from VER plants, as well as from the (related) increase in ramping,
cycling or other, less cost-effective operations of other power plants.

• Grid-related costs, i.e. the costs of VER deployment on transmission and distribution
needs and the associated costs to extend and reinforce the network in order to meet
these needs (including occasional benefits of lower grid needs and lower network
losses at different VER penetration rates).

• Adequacy costs, i.e. cost deriving from the reduced deployment or utilization of
conventional, non-VER plants, which might imply a lack of conventional capacity
providing backup or safeguard services.

Based on a review of more than one hundred recent studies and surveys of the cost-
related impacts of integrating VER into different power system around the word, Sijm
(2017) reports the following findings:

1) The deployment of wind and solar power causes significant integration costs, in
particular at higher penetration levels (i.e. > 10 percent). At 10–30 percent penetra-
tion, these costs range €10–30/MWh for wind and €25–50/MWh for solar. These
amounts correspond to a range of 15–40 percent of LCOE for wind and of 15–35
percent for solar.
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2) Balancing costs are generally the lowest component of total VER system integration
costs, ranging from €1–6/MWh (i.e. 5–15 percent of total integration costs). The
largest component consists of either grid-related costs or adequacy costs, depending
on the specific case or study considered.

3) Apart from the cost definition and methodology used, estimates of the size and
composition of VER integration costs are location-specific. They vary from country
to country and from power system to power system, depending on a complex
interaction of factors such as VER characteristics (power output profiles, load
factors, penetration rates), electricity load characteristics (magnitude of peak load,
load profiles, correlation with VER output), generation plant mix, geographical and
balancing area size, transmission connections with neighboring regions, designs of
the distribution networks, time perspective, etc.

4) Integration costs per MWh of VER output tend to increase with growing penetration
rates. Integration costs may even be negative (benefits) at low penetration levels
(1–3 percent), as they make transmission and distribution more efficient. Costs often
become significant and tend to show a steep increase at 5–10 percent VER penetra-
tion. At higher shares of VER deployment, the increase in integration costs seems to
decrease gradually.

Moreover, as regards the dynamics of these costs, they tend to decrease over time
depending on the adaptation or transformation of the power system, including
options to enhance the overall flexibility of the power system such as improving
the flexibility of the power plant mix, enhancing demand responsiveness, extending
and enforcing the grid infrastructure, introducing more flexible system and market
operations, etc.

Who bears integration costs? Under perfect and complete electricity markets in long-
term equilibrium, profile costs would show up as reduced revenues from the day-ahead
spot market; balancing costs would arise from the net costs for intraday trading and
imbalance charges; grid-related costs would appear as differentiated locational spot
prices or differentiated grid fees. Thus, if markets are perfectly competitive and tariffs
for network usage are optimally set, costs are borne by those who cause them (Hirth
et al., 2015). However, in reality distortions, contract incompleteness, and practical
implementation make the internalization of integration costs imperfect.

26.4 The Impact of VER on the System Marginal Price

In Chapter 11, we introduced the merit-order effect in balancing, namely, changes in
merit order due to imbalances. VER can induce the merit-order effect in balancing
markets, as well as changing the merit order at the day-ahead level. Indeed, the marginal
cost of producing electricity fromVERs such as wind and solar is nearly zero. Therefore,
they will generally be prioritized by the grid operator over dispatchable generation that
has a positive marginal cost of generation. This implies that the SMP of the day-ahead
level is reduced because of the introduction of the VER.
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The impact on the SMP is represented in Figure 26.2. The benchmark situation is
shown in the left panel a. The introduction of VER supply (panel right b) displaces

higher cost thermal generation and as a consequence, the SMP decreases to p
0
.The

impact of the VER on the system marginal price depends on five important factors:
(Hirth, 2012; IEA, 2014; Sjim 2017):

1. the VER penetration rate;
2. the slope of the merit-order curve;
3. the type of VER technology (wind or solar);
4. the geographical size of the market area;
5. the flexibility of the power system.

The first factor is a volume effect: a larger VER output has a larger impact on prices.
The impact on the SMP rises as the slope of the merit-order curve increases, since
a steeper curve leads to a stronger price drop when VERs are available. At higher VER
generation rates, the wholesale price effect is usually higher for solar than for wind as
solar generation generally fluctuates more significantly during the day. If a larger geo-
graphical area is integrated into one uniform price area, it helps to smooth the wind-
generation profile, alleviating transmission constraints and reducing the wholesale price
effect at higher penetration rates. Flexibility resulting from large-scale hydro reserves or
generation plants that have quick cycling has a similar effect, absorbing the fluctuations
of VER generation over time (IEA, 2014).

The wholesale price effect of VER deployment has been estimated by a large number
of studies, including model simulations and empirical, historical price data analyses.
There is a long tradition of quantifying market effects of VER, emerging in the 1980s.
This empirical literature is quite heterogeneous with respect to methodology and focus.

An interesting survey of the empirical literature on the impact of VER on the SMP has
been undertaken by Hirth (2013). The author has compared the calculations of more than
thirty studies on several countries worldwide. These results are expressed in relative
terms, i.e. as a percentage or ratio – called “value factor”– between an annual base price
(the annual average of SMP price) and a relative average price earned by VER (the SMP
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Figure 26.2 The reduction of the SMP due to VER
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price weighted by the volume of VER production). For instance, if the relative average
price of VER was €49/MWh for wind power, and the average, reference price over
a certain period was estimated at €70/MWh, the value factor of wind power would be 0.7
(or 70 percent). The complement of the value factor is the wholesale price effect. In this
example, it would be 0.3 (30 percent) in relative terms and €21/MWh in absolute terms.

Hirth (2013) finds that, on average, at low penetration rates, VER value factors are
generally close to unity. This means that all the impact on SMP, if any, is due to the
volume of VER injected into the wholesale market. Wind value factors are estimated to
drop to, on average, 0.7 at 30 percent wind penetration, while solar value factors are
reported to drop faster, i.e. they reach 0.7 already at 10–15 percent solar penetration
(although there is a large variation in both wind and solar value factors). Based on these
findings and assuming a normalized, system-base price of €70/MWh in all studies
surveyed, Hirth estimates that the wholesale price effect, in absolute terms, varies
between €15–35/MWh at 30 percent wind penetration.

However, it is worth reiterating that these estimates are gross averages. Detailed
figures depend on local specificities, such as grid structure and capacity, plant character-
istics and costs, the existence and amount of interconnection, and load profile.

Increasing VER deployment also has important impacts on dispatchable plants.
In principle, all conventional power plants will be affected by the VER-induced whole-
sale price effect (i.e. by lower electricity prices and, hence, lower revenues). This applies
in particular for those baseload and mid-merit-order plants (gas plants) that are active
during the hours in which VER plants produce substantial amounts of output.
In addition, depending on the VER penetration rate, some conventional plants are also
affected by reduced capacity factors, resulting in higher average production cost.

This is one of the additional effects of the energy transition toward low-carbon
electricity generation that remains to be solved. How to ensure increasing penetration
of VER in the system, minimizing its integration costs and the impact on thermal
generation is an open question. In future, storage possibilities and the expansion of
smart grids could perhaps balance these costs.

Learning Outcomes

• Electricity output from wind and solar plants is variable, uncertain, location-specific,
modular and has low short-run costs.

• Variable Energy Resources (VER) integration costs encompass balancing, grid related
and adequacy costs. At 10–30 percent penetration, integration costs range from
€10–30/MWh for wind and from €25–50/MWh for solar.

• It is possible to estimate, on average, the impact on system Marginal Price of increas-
ing the electricity supply by integrating VER. At high penetration rates (i.e. over
30 percent), the SMP decreases on average by 30 percent. At 10–15 percent PV
penetration rate, the SMP average decrease amounts to 15 percent. However, detailed
figures depend on local specificities, such as grid structure and capacity, plant char-
acteristics, costs, the existence and amount of interconnection, and load profile.
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27 Smart Grids

27.1 Introduction

As we saw in Chapter 3, the “term” grid is used to characterize an electricity
system that may support all or some of the following four operations: electricity
generation, electricity transmission, electricity distribution, and electricity control.
A Smart Grid (SG) is an enhancement of the traditional grid generally used to
carry power from a few central plants to a large number of users or customers, and
possibly also vice versa, when these end consumers become (generally small)
producers (e.g. as in the case of small domestic photovoltaic production), that in
certain circumstances can feed the grid. Thus, the SG uses two-way flows of
electricity and information to create an automated and distributed advanced energy
delivery network.

The SG refers to a modern electricity network that monitors, protects and optimizes
the operation of the electricity system. It requires the deployment of various types of
devices concerning the power infrastructure, electronic sensors, computer systems
connected by fast communication devices, and standardized protocols. The need for
SG follows different factors, such as increasing demand, ageing network infrastructure
and the deployment of low-carbon technologies, such as electric vehicles and intermit-
tent renewables (wind, solar PV, tidal and wave generation). The SG can encompass,
adapt and manage events that take place anywhere in the grid, at the level of power
generation, transmission, distribution, and consumption. It is therefore a technological
improvement that can impact the energy system in a transversal way (Farhangi, 2010).
For instance, if a medium voltage transformer failure event occurs in the distribution
grid, the SG may automatically change the power flow and recover the power delivery
service. Another example can be demand profile shaping (A. T. Kearney Energy
Transition Institute, 2015).

In this chapter, we focus on the impact of SG on generation, transmission, distribution
and supply. The economic aspects of Demand Response (DR) and the impact on retail
competition were analyzed in Chapter 19.

Smart Grids integrate complementary components, subsystems, functions, and
services under the control of automated systems. Therefore, the existing studies on SG
involve technical aspects of grid functioning. We analyze the smart infrastructure
system, namely, the energy, information, and communication infrastructure that under-
lies the SG that supports i) advanced electricity generation, supply and consumption; ii)
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and advanced information metering, monitoring, and management.1 More precisely, the
smart energy subsystem is responsible for advanced electricity generation, delivery, and
consumption. It is responsible for advanced information metering, monitoring, and
management, in the context of the SG.

Paragraph 27.2 details the definition and the applications of SG. Paragraph 27.3
discusses the economic benefits of Smart Grids. We conclude in Paragraph 27.4. by
comparing SG deployment and R&D in Europe and United States.

27.2 Defining Smart Grids

The IEA (2011) defines SG as follows:

definition. Smart Grid (SG): a modern electricity network that monitors, protects,
and optimizes the operation of its interconnected elements.

Digital appliances such as microprocessors make possible two-way communication,
from and to production centers and load. Renewables require the coordination with
decentralized production. Smart Grid technologies offer a new solution to the problem
of monitoring and controlling the grid’s transmission system. New technologies called
Phasor Measurement Units (PMU) sample voltage and current many times per second
at a given location, providing a snapshot of electricity flows. PMU coupled with
communications technologies allow measurements many times a second, offering
dynamic visibility in the power system. Smart Grid technologies also offer new
means of controlling the transmission network. New high-power electronics work
essentially as large-scale versions of transistors, adding a new level of control. New
technologies may also help reduce unwanted power oscillations and avoid unproduc-
tive flows of current through the grid that only serve to waste energy. The combination
of new measurement and control technologies also enables a new automated approach
to control the grid. Software could potentially monitor the grid in real time for potential
disturbances that could lead to blackouts, and might be able to take action to check
disturbances. Such monitoring software could act to dampen oscillations in the power
grid, or it could even reroute power through the grid to avoid overloading a transmis-
sion line. In the event that a power line needs to be removed from service, control
software could reroute the power in a way that causes minimal disruptions to the grid.
This approach is often referred to as the self-healing grid. The ideal self-healing grid
will involve a combination of transmission monitoring and control software and
comparable measures for the local distribution systems that deliver power to consu-
mers. In turn, this allows different usages of electricity to be accommodated, for
example, including charging electric vehicles, using small-scale renewable energy to
satisfy consumer needs, demand response.

Table 27.1 summarizes a brief comparison between the main features of existing grid
and the SG.

1 Other aspects of the SG system are surveyed by Fang et al. 2012 and the literature cited therein.
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As Table 27.1 shows, the innovations brought by SGs are pervasive, concerning all the
areas of the electric system (communication, power, monitoring and control). SG are
process innovations; they do not create new functions, but improve existing functions
making them more efficient, thanks to the application of bi-directional communication
devices. In SGs, there is a bi-directional communication and power flowConsumers also
become producers of energy, for themselves (self-consumption) but also for others,
having the possibility of injecting power into the grid. Therefore, the very distinction
between consumers and producers becomes questionable. These new type of active
consumers/producers are termed prosumers.

The SG can be used to accomplish different functions such as:

• coordinating production units and, whenever possible, storage option processes, via
superconductors Dynamic Line Rating, Volt/VarControl;

• enabling active consumer participation, by giving access to information about elec-
tricity usage and sending signals to adjust consumption, via specific end-user devices
(smart meters, net metering, demand-response);

• optimizing costs, with efficient operation of production units and advanced routing and
operational algorithms;

• self-healing and continuously detecting possible grid vulnerabilities, via ICTsystems,
sensors and power electronics (Wide Area Monitoring and Control, Distribution
Management System and Phasor measurement units).

All these functions are made possible thanks to the communication of operational
measurements and control signals within each area. These signals are relayed either
via wired infrastructure (e.g. power-line communication for the distribution grid or optic
fiber for high voltage environment), or wireless networks (e.g. satellite, cellular or radio
for wide areas).

We discuss a few specific applications along the ESC that use the SG properties,
following the approach proposed by Fang et al. (2012).

Table 27.1 Comparison of the electrical system under the traditional grid and the SG

Area Traditional grid Smart grid

Communication Electromechanical Digital
One-way Two-way

Power Centralized Centralized and distributed
Monitoring and control Few sensors Self-monitoring

Manual monitoring Self-healing
Manual restoration Adaptive and automatic pervasive control
Failures and blackouts
Limited control

Market Few customer choices Many customer choices

Source: Farhangi (2010).
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27.2.1 Generation

In contrast to power generation in the traditional power grid, smarter power generation
becomes possible, since two-way flows of electricity and information are integrated.

A key power generation paradigm enabled by SG will be Distributed Generation
(DG). Distributed generation consists of small-scale technologies often situated next to
residential and industrial consumers, offering an alternative to large-scale centralized
production, with the advantage of reducing power line losses. It also offers the possibility
of self-sufficiency in production and consumption. DG takes advantage of distributed
energy resource (DER) systems (e.g. solar panels and small wind turbines), which are
often small-scale power plants (typically in the range of 3 kW to 10,000 kW) owned by
prosumers, in order to improve power quality and reliability. For example, a microgrid
(discussed in paragraph 27.2.3), which is a localized grouping of electricity plants and
loads, can disconnect from the transmission grid, termedmacrogrid to distinguish it from
the former, the event of a disturbance, so that distributed plants continue to power the users
in this microgrid without obtaining power from outside. Thus, the disturbance in the
macrogrid can be isolated and the electricity supply quality improved.

IEA (2011) pointed out that a power system based on a large number of reliable small
DGs can operate with the same reliability and a lower capacity margin than a system of
equally reliable large plants. According to the IEA, power generation may evolve from
the present system in three stages:

1. accommodating DGs in the current power system;
2. introducing a decentralized system of DGs cooperating with the centralized genera-

tion system;
3. supplying most power by DGs and a limited amount by central generation.

As DG enables users to deploy their own plants, the large-scale deployment of DG
will also change the traditional power grid design methodology, in which plants are
connected to the transmission grid.

In Chapters 4 and 13, we saw that VPPs are a tool to allow upstream competition in
power generation. However, the coordination of small Virtual Power Plants (VPPs) can
be considered as a form of DG, which enables the management of a large group of
distributed plants with a total capacity comparable to that of a conventional power plant.
DG, allowed by SG, enables clustering several VPPs as if they were collectively run by
a central controller. The concerted operational mode can enhance efficiency by deliver-
ing coordinated peak load electricity or flexible power generation at short notice. Note
that more flexibility allows the system to react better to fluctuations. However,
a coordinated VPP is also a complex system requiring a complicated optimization,
control, and secure communication methodology.

27.2.2 Transmission

On the power transmission side, factors such as infrastructure challenges (increasing
load and quickly ageing components) and innovative technologies (new materials,
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advanced power electronics and communication technologies) drive the development of
smart transmission grids. The smart transmission grid can be regarded as an integrated
system that functionally consists of three interactive components: smart control centers,
smart power transmission networks, and smart substations.

Based on the existing control centers, the smart control centers enable many new
features, such as analytical capabilities performing evaluations, monitoring, and visua-
lization of production and consumption profiles.

Smart power transmission networks are conceptually built on the existing electric
transmission infrastructure. However, the emergence of new technologies (e.g. new
materials, electronics, sensing, communication, computing and signal processing) can
help to improve power utilization, power quality, system security and reliability, and
thus drive the development of a new framework architecture for transmission networks.

Smart substations serve as the basis and backbone of the establishment of the SG.
The automation level deployed at a substation allows the station’s local functions (e.g.
fault isolation) to be strengthened, improving the integrated performance with respect to
security, reliability and quality.

With a common digitalized platform, in the smart transmission grid it is possible to
enable more flexibility in control and operation, allow for embedded intelligence, and
foster the resilience and sustainability of the grid.

27.2.3 Distribution

For the distribution grid, the most important problem is how to deliver power to better
serve the end users. However, the evolution of distribution implies that many distributed
plants will be integrated into the smart distributed grid. This, on the one hand, will
increase system flexibility for power generation; on the other hand, it also makes the
power flow control much more complicated, in turn necessitating the usage of smarter
power distribution and delivery mechanisms.

The distribution network faces challenges provided by microgrids and the vehicle-to-
power paradigm. Let us look at them more closely.

Microgrids
A microgrid is a localized grouping of electricity generation, energy storage, and load.
The term “microgrid” is a conventional term that does not refer to a predefined, fixed,
scale, but to its functioning. Note, however, that when the microgrid becomes large, it is
common to refer to it by different names, highlighting the different specifics and
purposes. For instance, at the town level we talk of smart cities, composed of several
microgrids interconnected with each other, which are generally designed to foster the
use of renewables. There are also super-grids, which consist of several microgrids
interconnected through the transmission network in different geographical areas.

Under normal operational conditions, the microgrid is connected to a traditional
power grid, which is termed the macrogrid. The users in a microgrid can generate low-
voltage electricity using distributed generation, such as solar panels, wind turbines, and
fuel cells. The single connection point of the microgrid with the macrogrid can be

330 Environmental Challenges and the Future

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781316884614.028
Downloaded from https://www.cambridge.org/core. University of Birmingham, on 12 Jun 2019 at 06:03:19, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316884614.028
https://www.cambridge.org/core


disconnected isolating the former, for instance when there is a network disturbance.
Under these circumstances, users within the microgrid continue to receive power from
distributed generation, and not from the power plants located in the macrogrid. Thus, the
multiple distributed plants and the ability to isolate the microgrid will provide highly
reliable electricity supply. This intentional “islanding” of generation and load has the
potential to provide greater local reliability than the level provided by the power system
as a whole. Note that although users do not obtain the power from outside in the
islanding mode, they may still exchange some information with the macrogrid. For
instance, they may want to know the status of the macrogrid and decide whether they
should reconnect to the macrogrid and obtain power from the electric utility.

The primary function of the islanding relates to technical and reliability problems.
However, it is possible that future decisions on disconnecting from the microgrid will be
taken on the basis of economic considerations. For instance, it is possible that further
technical development of microgrids will also foster the development of local energy
communities. Community energy projects are those in which a community comes
together to develop, deliver and benefit from energy produced by green electricity.
They can involve energy supply projects such as renewable energy installations and
storage, and energy reduction projects such as energy efficiency and demand manage-
ment. Community energy may include community-based approaches to selling or
distributing energy.

Grids and vehicles
As fossil fuels become more expensive, we can expect a rise in the popularity of fully
Electric Vehicles (EV) or plug-in hybrid EV. These vehicles, however, can be seen from
two points of view. On the one hand, they provide transportation services, in the same
way as any other vehicle. However, being electric, they are also part of the grid.
Therefore, there are two main approaches that can be followed when considering the
relationships between EVand the grid in a scenario of a widespread diffusion of EV: the
Grid-to-Vehicle (G2V) and the Vehicle-to-Grid (V2G) approach.

In G2V, EVs are seen as vehicles that need to be powered by electricity originally
from an external power source, and thus need to be charged after the batteries deplete.
From the perspective of the grid, one of the most important issues in G2V is that the
charging operation leads to a significant new load on the distribution grids. One solution
to mitigate the impact of EVs on the grid is to optimize their charging profile. In other
words, peak power demand has to be as small as possible, taking into account the extra
power consumption from the vehicle charging. This can be done by coordinating the
charging operations of different EVs so that they are not charged at the same time.

In the V2G, EVs are seen as providers of new storage services and power supply.
Under the V2G-scheme, EVs can communicate with the grid to deliver electricity into
the grid, when they are parked and connected to the grid. There are three major delivery
setups for EV providing V2G services:

• A hybrid or fuel cell vehicle, which generates power from storable fuel, uses its engine
to produce power during some hours, for instance peak hours. These vehicles serve as
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a distributed generation system producing energy from conventional fossil fuels or
hydrogen.

• A battery-powered or plug-in hybrid vehicle uses its excess rechargeable battery
capacity to supply power at peak hours. These vehicles can then be recharged during
off-peak hours at cheaper rates. These vehicles serve as a distributed battery storage
system to store power.

• A solar vehicle uses its excess charging capacity to provide power to the power grid
when the battery is fully charged. These vehicles serve as a distributed small renew-
able energy power system.

Note that G2V and V2G are not to be seen as substitute approaches, from the point of
view of the SG. For example, V2G-enabled EVs can be used to provide power to help
smooth the load profile, sending power to the grid when demand is high and charging
when demand is low. This aspect is similar to the demand response case.

27.2.4 Supply

The Advanced Metering Infrastructure (AMI), which encompasses smart meters to read
electricity consumption and automated meter readers to communicate data to the
distributor via meter data management systems that allow bi-directional communication
flows, enables control over electricity consumption. In particular, Demand Response
(DR) allows the active participation of consumers. It is defined, according to the Federal
Energy Regulatory Commission (FERC) as “Changes in electric use by demand-side
resources from their normal consumption patterns in response to changes in the price of
electricity, or to incentive payments designed to induce lower electricity use at times of
high wholesale market prices or when system reliability is jeopardized” (FERC, 2017).2

DR programs enable DSOs to manage consumers’ load profile in response to grid
imbalances, primarily during times of peak demand or unexpected drop of supply. There
are end-user Energy Management Systems that are programmed, on receiving a trigger
signal from the DSO, to alter the demand of smart appliances at residential and building
sites, or even the demand of electricity-intensive industrial plants that wish to cooperate.
According to A. T. Kearney Energy Transition Institute (2015), the information flow
from consumer to the DSO enables:

• real-time, non-aggregated DSO knowledge of consumer demand;

• improved DSO control over consumer bills (increased precision, cheaper reading by
distance vs. manual reading);

• net metering billing;

• rewarding owners of DG systems (such as PV, EV) for the electricity they add to the grid.

The Information flow from the DSO to the consumers enables:

1. demand-response programs, thanks to the reception of dynamic pricing signals;
2. energy consumption visualization through in-house displays.

2 See www.ferc.gov/industries/electric/indus-act/demand-response/dem-res-adv-metering.asp.
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27.3 Economic and Environmental Benefits of Smart Grids

From the beginning of 2000s, it has been evident that there is a need for amethodological
approach to estimating the costs and benefits of Smart Grids, based to the greatest
possible extent on actual data from Smart Grid pilot projects. A study published by
the Electrical Power Research Institute (EPRI) in 2010 and commissioned by the
US Department of Energy (DoE), provided a framework for evaluating economic,
environmental, reliability, safety and security benefits from the perspective of all the
different stakeholder groups (utilities, customers and society). Its aim is the identifica-
tion of easy-to-understand, directly measurable and quantifiable benefits. It is the first of
its kind to develop a systematic way of defining and estimating the benefits of the Smart
Grid.

In the same vein, in 2011 the European Joint Research Centre carried out the first
comprehensive collection of Smart Grid projects in Europe to perform a qualitative and
quantitative analysis of past and currently running projects and to extract results, trends
and lessons learned. The study recognizes that the impact of Smart Grid projects goes
beyond what can be captured in monetary terms, integrating economic analysis (mone-
tary appraisal of costs and benefits on behalf of society) with a qualitative impact
analysis (non-monetary appraisal of non-quantifiable impacts and externalities, e.g.
social impacts, contribution to policy goals).

However, a formal analysis evaluating Smart Grid projects based on investment needs
and resulting benefits can be difficult. The challenge is linked to three main reasons
(Giordano and Sanchez, 2012):

• SG projects are typically characterized by high initial costs and benefit streams that are
uncertain and often long term in nature. In fact, many SG benefits are systemic in
nature (i.e. they only come into play once the entire smart electricity system is in place
and new market players have successfully entered it).

• SG assets provide different types of functions to enable SG benefits. A variety of
technologies, software programs and operational practices can all contribute to
achieving a single Smart Grid benefit, while some elements can provide benefits for
more than one SG objective in ways that often impact each other.

• The active role of customers is essential for capturing the benefits of many SG
solutions, but is very often uncertain.

Moretti et al. (2017) report a summary of cost-benefit analyses of more than one hundred
Smart Grids worldwide, looking at production, transmission and distribution. The main
findings can be summarized as follows. The reported economic costs of SG systems
ranged from 0.03 to 1143.14 M€/yr. The potential benefits of SGs varied from 0.04 to
804.41 M€/yr. On average, the costs exceeded the benefits by 59.1 M€/yr. The huge
differences in estimates of costs and benefits are mainly due to the scope of the analysis,
electricity prices, assumptions about the inclusion of tangible and intangible costs and
benefits, the time horizon of interest, geographical area, discount rates, capacities, utility
operating characteristics, and to a lesser extent, the data used for the different ICT
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devices. Regarding environmental benefits, the GHG emission reductions range from 10
to 180 gCO2/kWh with a median value of 89 gCO2/kWh, depending on the country grid
mix, and assumptions on both the type and the level of penetration of renewable energy
into the power grid, as well as on the boundary of the considered SG systems. GHG
emissions benefits were larger in countries with a high share of fossil fuels in the grid
mix and where a high level of penetration of renewable energy was assumed. GHG
emission reductions due to energy losses on the electric network were three times
smaller than emission reductions due to the penetration renewables. This finding clearly
illustrates that the penetration of renewable energy sources is the key parameter for
estimates of GHG savings of Smart Grid systems. Emission reductions were almost
twice as high in studies focusing on only a segment of the electricity grid mix as those
considering the full electricity grid mix.

27.4 The Deployment of Smart Grids

The various applications of Smart Grids make them very appealing. However, depend-
ing on several economic factors, including regulation and incentives, they are being
deployed at different speeds worldwide.

In Japan, because its energy self-sufficiency is a mere 4 percent, the focus of SG plans
is to build renewable-friendly power grids. Moreover, the Great East Japan Earthquake
that struck in 2011, and the subsequent nuclear power plant accident, prompted the
Japanese government to adopt reforms targeted at the power system; here, SGs provide
stable power supplies and optimize overall grid operations from power generation to the
end user. Moreover, Japan has developed SGs to achieve the CO2 emission reductions
stipulated in the Kyoto Protocol.

In China, high electricity consumption and distributed loads have appeared with the
rapid development of the economy and a large and growing population, which result in
a high demand for SGs. China prefers to renovate traditional power systems with
modern information technology, while establishing a highly automated and widely
distributed network for energy exchange to solve its energy balance problem.

As reported by Zhang et al., 2017, In theUnited States, SGs emphasize the reliability,
safety and operational efficiency of power systems through the strong support of digital
and other advanced technologies. In addition, the United States is also devoted to the
reduction of power supply costs created by an ageing power infrastructure. In particular,
the United States has launched massive investment as from 2009. In the American
Recovery Investment Act, $4.5 billion has been devoted to Smart Grids (out of
$21 billion in the energy sector overall). This program represents the most ambitious
investment in research and development devoted to SG. One of the effects of this
investment effort is the number of patents filed by the United States in the SG area.
Over the 12,000 patents registered up to 2013, 43 percent have been filed by the United
States and 15 per cent in Europe. The cumulative public and private R&D effort has
amounted to $3 billion up to 2014 (A. T. Kearney Energy Transition Institute, 2015).
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The US market has the biggest deployment of smart meters. In the United States,
electric companies have installed 65million smart meters, coveringmore than 50 percent
of US households, as of the end of 2015. Deployment is projected to reach 90 million by
2020. More than thirty electric companies have fully deployed smart meters to improve
grid operations, integrate renewables and provide innovative services to customers
(Edison Foundation, 2016).

European innovative SG schemes attempt to reconcile two approaches of renewable
energy development, namely, large-scale centralized approaches and small-scale, local
decentralized approaches, so as to achieve a transition toward a fully low-carbon
electricity system, while attempting to realize energy trading between European coun-
tries. To promote such objectives, the European Commission has also monitored SG
projects, proposed guidelines for the cost-benefit analysis of SG projects and smart
meter deployment, investigated the complexity features of smart energy grids, and
evaluated the social dimensions of SG projects.

According to Colak et al. (2015), the value of Smart Grids in Europe can be estimated
at $33 billion in 2012, and $16 billion in 2014 for digital technologies alone. Based on
a survey of 950 Smart Grid projects originating in Europe, but also deployed in countries
abroad, Gangale et al. 2017 report a cumulative investment of €4.97 billion, with
€1.6 billion for R&D and €3.36 billion in technology demonstration activities. These
Smart Grid projects involve 2,900 organizations, mainly DSOs, universities and tech-
nology manufacturers. The 800 implementation sites are spread across thirty-six coun-
tries, in particular Germany and Spain, with 140 and ninety-five sites respectively. These
figures show the dynamism of these rapidly evolving activities.

Learning Outcomes

• A Smart Grid (SG) system is the bi-directional integration of electricity and commu-
nication flows that impact all the segments of the electric sector.

• The economic benefits of SGs are difficult to measure in a standard form, as many of
them do not have a clear market price. There are still reasons to justify government
intervention in the form of R&D subsidies.

• GHG emissions benefits are larger in countries with a high share of fossil fuels in the
grid mix and where a high level of penetration of renewable energy was assumed.

• Distributed generation, consisting of small-scale technologies often situated near
residential and industrial consumers, allows savings on transmission and distribution
costs.

• Electric vehicles represent not only a new use of electricity for charging needs, but can
also be conceived as small storage devices that have the same impact on consumption
as demand response.

• With increasing penetration of SG, renewables and other forms of decentralized
energy production and demand response, the way to a more efficient and greener
use of electricity has been paved, even if there are still some barriers to changing
consumer behavior through economic signals.
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