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This paper, using science fiction as a heuristic support for exploring technical potentiali-
ties, is based on part of the works of Iain M. Banks, the novels of the “Culture series”, in
order to examine the role of artificial intelligences and the effects they could have on the
life of a community from a political point of view. This series of science fiction novels
portrays a galactic civilization based on anarchistic principles in which intelligent
machines are largely responsible for managing the tasks linked to the handling of
community affairs, thus freeing up the population to pursue more spiritual or fun activi-
ties. The first part of this paper shows that beyond the elements included in the stories, the
Culture novels can be a way to address political questions that are raised by the wide-
spread presence of highly evolved machines in the organization of a society. The second
part, which takes into consideration the supposed founding principles of this civilization,
examines the anarchist thought in order not only to display the correspondences between
this thought and the vision of Iain M. Banks, but also to show that the various anarchistic
currents are in a way outdistanced by the emerging challenges posed by these novels. The
third part, written again from a political standpoint, attempts to establish more concrete
connections, based on discernable evolutions in computerization or automation of tech-
nological systems, which seem to be working their way into a growing number of social
processes and their regulation.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction the handling of collective affairs, thus freeing up the pop-
Through analyses combining a literary perspective,
political theory and forward thinking, the objective of this
contribution is to test a hypothesis that sounds like science
fiction, but could go beyond science fiction itself. This
hypothesis is based on part of the works of the Scottish
writer Iain M. Banks, notably the “Culture novels”, and the
social organization that is described in these works. This
series of novels portrays a galactic civilization ruled by
anarchistic principles in which problems of shortage are
overcome and power structures seem to be dismantled. In
this civilization called the Culture, artificial intelligences or
“Minds” are responsible for managing the tasks linked to
. All rights reserved.
ulation to pursue more spiritual or fun activities. The type
of social organization described by Iain M. Banks in his
novels1 exists mostly because of the protective support
provided by these artificial intelligences.

If this hypothesis is considered beyond a literary point of
view, could it help to conceive the role that “intelligent”
machines, or at least highly evolved ones, might play in
social and political organization? How could these
machines be integrated into collective life? How far would
their inclusion go concerning their ability to modify insti-
tutional workings? In the civilization model of the Culture,
certain ontological distinctions have disappeared, since
these entities behave like people and are treated as such.
1 An explanatory essay from the author is also available on the Internet
(Ref. [1]).
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5 See Ref. [16].
6 From a methodological point of view, familiarity with the author’s

work helps, but it is usefully supplemented by the collection of the
positions he has taken up and what is concerning the “paratext” (See Ref.
[18]).

7 See Ref. [42].
8 As a first approach, we could start by examining the characteristics

identified by Dirk Nicolas Wagner: “In essence, a rough portrait of today’s
machines could be painted along the following lines: At an accelerating
pace, machines are becoming more and more powerful. Indicative of this
process is Moore’s. Law, which states that the power of processors doubles
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Vessels and space stations have their own “Minds” that
make their own choices. In a way, these “conscious” and
“sensitive” machines, which are much more intelligent
than humans, “are” these spacecrafts. They are the reflec-
tive backbone of the Culture, which in fact they control
more than they actually live there.

If we follow the vision of Iain M. Banks, the develop-
ment and the widespread presence of these artificial
intelligences have disrupted the political system, and even
the conception of politics. This would be a very specific
application of anarchistic principles. The author has indeed
created an organized world inwhich the plan to replace the
government of men with the administration of things has
been carried out, thanks to artificial intelligences and
limitless material wealth and energy. In this model, there
would not really be any political choices left to be made.2

Difficult decisions brought about by resource allocation
problems would have no reason to be, or at worst could be
resolved using enhanced processing power. Abuse of power
would not really be feared, since power would in a way be
allocated to these artificial intelligences, which, constitu-
tively, would have risen above these challenges (or in any
case, for who this type of temptation would be senseless).

In the work of Iain M. Banks, these elements are not
simple elements of science fiction scenery: they play an
important and intimate role in the stories. Going beyond
literary analysis, they can be used as a basis of questioning
regarding the possibilities of “social” regulation without
direct human intervention, or more precisely, with the
mediation of machines evolving towards a form of artificial
intelligence. This contribution will also be a way to test up
to what point and onwhat basis such a hypothesis can hold
up. Can advances in computer technologies lead to re-
imagining the possible ways societies can be regulated?3

If so, to what extent? What is left of politics when it
becomes dependent on computer systems that are more
and more advanced?

It is difficult to answer these questions without finding
(and it is also one of the challenges of this article) how to
initiate a discussion about techniques which do not exist in
practice, or which exist only in a potential state. The solu-
tion proposed here is to consider future-oriented fictional
works as heuristic media.4 More precisely, works of science
fiction can be taken both as a reservoir of thought experi-
ments and as forms of problematizations (in the sense of
Michel Foucault). These works may not have been
conceived as thought experiments, but the majority of
them can be considered according to this model, in
particular by providing hypotheses to work with (What
if.?). Science fiction can be considered jointly as a way to
problematize not only developments in the field of science
(if one remains attached to the name of the genre), but also,
and perhaps above all, more or less direct consequences on
2 See Ref. [8], especially p. 632.
3 Which can lead to conceiving computer algorithms, “artificial intel-

ligences”, etc., as being “actants” also likely to be integrated into the
“collective” and participate in it more or less actively, if we use the terms
and perspective proposed by Bruno Latour to re-integrate non-humans
into sociological analysis. See for example Ref. [28].

4 See Ref. [38].
social and political systems. In the manner of Michel Fou-
cault,5 these problematizations can be conceived as ways
for thought to seize objects which have a relatively new
appearance. To be more precise, they may be ways to
examine conditions of possibility and function so that
between the beginning and the end of the work of fiction,
the representation of a question is changed. In the case of
a literary work, these problematizations may also merely
be the rearrangement of diffuse representations more or
less consciously taken up by the author.

Reconsidered in this manner, the fictional material can
find methodological support to also become a medium of
knowledge, even if its content may seem very detached
from reality. On the subject at hand, it can consist in
identifying narrative situations in which the reader can see
these “artificial intelligences” operating. These represen-
tations are scattered, but their combination is expected to
draw a relatively coherent configuration,6 with the added
benefit of intellectual freedom enabling to go beyond the
question of the (largely artificial) borders between what is
technical and what is political. Even if the envisaged tech-
nologies are still hypothetical, potentialities can thus be
actualized, not in reality, but in a fictional construction
(which can happen to create effects of reality). Treated as
a form of problematization (also with its share of reac-
tivation of more or less ancient myths), science fiction can
then be more easily related to other forms of problem-
atization, such as those which are available in political or
philosophical reflections, or those which weave the
discursive accompaniment of technical developments.

To progress in this type of questioning, it is no longer
possible to maintain a vision of machines from the last
century. Thatwouldmeanmisunderstanding the challenges
that might come up in the more or less near future. It is
necessary to “take out the notion of machine from an
industrial conception”, to quote an objective set by Frédéric
Vengeon in a syllabus from the Collège international de
philosophie.7 And above all, it is necessary to restorenotonly
themechanical nature ofmachines, but also the digital one.8

In fact, this evolution of machines appears to generate
important consequences. For a long time, humanity has
every 18 months while cost remains the same. Increasingly, computers are
becoming social artifacts rather than mechanical objects. The functions
executed bymachines are becoming evermore important. To an increasing
degree, computers are influencing the entire environment physically,
economically, and socially. Thewaymachines take over different functions
is changing. Rather than machines directly manipulated by humans, more
and more complex tasks are being delegated to them. Machines no longer
act in isolation but are interacting with humans and with other machines.
The Internet provides a common global infrastructure that is open to any
actor – human or artificial” (Ref. [44]).
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filled the world with various artifacts, but it now seems in
the process of adding a whole range of artifacts with new
possibilities. In addition to machines transforming energy
and/or material, there are now machines capable of pro-
cessing information flows, and this in quantities and at
speeds that seem prodigious. It is still unclear whether
these machinic artifacts might be the premise of “artificial
intelligences” to come. In any case, these artifacts can no
longer be considered as mere instruments for human
activities, but they eventually form a socio-technical
assemblage in which they appear to gain more self-
regulatory capacities. In this evolution, the relationship of
the collective with its artefactual creations is likely to
change. Of course, non-human artifacts could already
benefit from forms of delegation from humans. But with
“artificial intelligence”, the stakes could rise to a higher
level. Above all, such an issue is typically part of issues that
may come from an increase in technological development
and that has become difficult to conceive in the present
tense (the risk being to allow these changes without
thinking about their political implications). Although these
potential advances in technology are not yet in operation, it
is thus useful to find a way to put them in context.

Notwithstanding, given the uncertainties in the possible
developments, it is better not to have a too restrictive
definition of “artificial intelligences”, and consider them as
openly as Iain M. Banks does. It is preferable to not define
them according to what they are (that is, an essentialist
vision), but what they do or rather what they seem to be
able to do (that is, a pragmatic vision), thus considering the
web of relations they are a part of.

This contribution, which thus uses the work of fiction as
a way to reflect on the social and political inclusion of
technological evolutions,9 will be organized into three
sections. The first part will show the political questions that
the novels, which have the Culture as a framework, allowed
to be formulated regarding the consequences of progress in
artificial intelligence and their effects on the organization of
societies. The second part, which takes into consideration
the supposed founding principles of this civilization,
examines the anarchist thought in order not only to display
the correspondences between this thought and the vision of
Iain M. Banks, but also to show that the various anarchistic
currents are in a way outdistanced by the emerging chal-
lenges posed by these novels. The third part, written again
from a political standpoint, attempts to establish more
concrete connections, based on discernable evolutions in
computerization or automation of technological systems,
which can participate in the regulation of social processes.

2. A few notes about the Minds of the culture

Why is it interesting to make a connection between the
literary vision of science fiction and politico-philosophical
9 And which can have a speculative dimension, but which can also find
with this speculative dimension a value in its own right, as Diane P.
Michelfelder defends, by helping to uncover challenges that might go
otherwise unnoticed, to redefine questions that might otherwise be
forgotten, and examine questions that might otherwise go unasked. See
Ref. [29].
reflections? Not for the pleasure of speculating, but
because exploring this connection can be a stimulating way
to question the political implications of progress in artificial
intelligence.Which tasks can be entrusted tomachines that
are no longer simple automata? Could these tasks interfere
with others that involve human collective choices? What
are the implications of involving artificial intelligence in the
management of societal matters? Is an anarchistic project
more credible because it includes the use of such highly
developed machines?

First of all, a few details about the Culture need to be
made clear. The Culture, as Iain M. Banks portrays it, is
a civilization, not an empire. Its members do not have any
ambition to exercise authority or sovereignty over the parts
of the galaxy where it is present. This does not mean that
the Culture is not interested in their fate, on the contrary.
The novels in this series are episodes inwhich the Culture is
in contact with other civilizations, with the challenge of
defending or promoting its collective model in the most
peaceful way possible. Most of the time, the Culture does
this by striving not to be directly visible, but entrusting this
mission to specialized units (“Contact” for the diplomatic
issues and “Special Circumstances” for spying and under-
cover operations), whose agents are known for being
discrete and efficient.
2.1. Open society and automated abundance

The Culture is a civilization that is sure of its values and,
more often thannot, confident in its abilities. There aremany
reasons to believe in them, since the Culture has reached
a level of technical evolution that ensures the elements it
needs to sustain itself and expand. From a material point of
view, the Culture has acquired an ability to produce unlim-
ited amounts ofmaterials andenergy (but IainM.Banks does
not give details about this apanage). In addition, what is of
particular interest for us is the fact that the Culture receives
support from different types of artificial intelligences, from
those that can manage gigantic artificial space habitats
(“orbitals”, whose size can go up to a fewmillion kilometres
in diameter), to “drones”, which correspond more closely to
the standard image of robots. At a first glance, the Culture
couldbe an incarnationof thehope formulatedby thosewho
believe in the technological convergence andpositive effects
of nanoscience.10 The Culture seems to have reached a level
that allows “pacific and mutually advantageous interaction
between human beings and intelligent machines, the
disappearance of all obstacles to generalized communica-
tion, and notably those resulting from the diversity of
languages, and access to inexhaustible sources of energy”.11

However, the description provided by Iain M. Banks
goes beyond interaction. These intelligent machines, each
with a distinct personality, the most highly developed of
them that he calls “Minds”, have collectively become the
administrative infrastructure of this civilization. Their
capabilities are such that there appears to be no reasonwhy
10 Regarding this concept of convergence and its rhetorical foundations,
see Ref. [39].
11 Ref. [36].
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the Culture could not rely on them to ensure the general
welfare for all. This omnipresence seems to have rendered
institutions that our fellow humans are familiar with
unnecessary. The Culture is not without rules, but they are
not part of written laws, a fortiori formulated by a legisla-
tive body. Its functioning is not dependent on institutions
that we would call a government. A high level of techno-
logical advancement has seemingly allowed for basic
functions, from which a society can perpetuate, to be
automated, while the more complicated functions are
handled by the “Minds” (for example, “Hubs” for those who
manage the rings of “orbitals”). Regarding the humanoids
who are part of the Culture, they no longer need to work
since less evolved machines without consciousness can
carry out the menial tasks. Money is no longer needed
because material scarcity does not exist.
2.2. Computer-assisted anarchy

Iain M. Banks thus eliminates a good number of factors
that foster domination. As he explains in a lengthy article:
“Briefly, nothing and nobody in the Culture is exploited. It is
essentially an automated civilization in its manufacturing
processes, with human labour restricted to something
indistinguishable from play, or a hobby. No machine is
exploited, either; the idea here being that any job can be
automated in such a way as to ensure that it can be done by
a machine well below the level of potential consciousness;
what to us would be a stunningly sophisticated computer
running a factory (for example) would be looked on by the
Culture’s AIs as a glorified calculator, and nomore exploited
than an insect is exploited when it pollinates a fruit tree
a human later eats a fruit from”.12

Human beings and machines thus co-exist in a collec-
tive that seems to function on the basis of equality, with
mutual respect. The presence of highly evolvedmachines in
the everyday environment is a normal occurrence for the
humanoids who live with them. In the Culture, artificial
intelligence is not an object that is used; it is a companion,
a partner, an advisor, sometimes a trustworthy friend, or
even a permanent supervisor, such as the “slap-drone”,
punishment for those convicted of murder.13 In its most
evolved form, the technical object is personified, and its
technical aspect nearly disappears (“drones” even have
their own name), in the same way that those humans who
could have understood this level of technical sophistica-
tion, such as scientists, technicians, and other knowledge-
able people from the technical sphere, seem to disappear.
Therefore, except if their destruction becomes a moment of
revelation (or shortly before, at the very beginning of
Consider Phlebas), the readers do not know how the
machines work and find themselves confronted with
a species of technological wonder: “When technology
operates “normally” its workings are hidden, effortless, and
as if magicaldan exaggeration of the everyday experience
of technology, but, in this context of vast powers, a telling
12 Ref. [1].
13 “All a slap-drone does is follow the murderer around for the rest of
their life to make sure they never murder again” (Ref. [1]).
one. Further, Banks has imagined a future society of almost
utopian technological reach, but one which has assigned
labour (physical or mental) to unseen “Minds” and drones.
He has no disposition to imagine the work of the expert, or
technician, or scientist as a way of revealing technology”.14

Thanks to artificial intelligences, the Culture could
represent the reign of rational activity, but end up being
supported by a rationality that is no longer completely
human, since it is largely artefactual. To such a point that
Patrick Thaddeus Jackson and James Heilman have come to
consider that: “In turning virtually everything of conse-
quence over to the Minds, the Culture has in effect allowed
itself to be governed by reason more purely than any
society dependent on human authorities could possibly be.
[.] The Culture’s operating presumption, then, is that if
Minds decree it, then it must be reasonable, and inasmuch
as the Culture is a reasonable society, it should listen to its
Minds”.15 Differences of opinion can exist between the
Minds (as in Excession to deal with an outside threat), but
they are resolvedwithout getting out of control and leading
to more open conflicts.

2.3. The culture: a hedonistic and benevolent
civilization.that is also post-political?

The expansion of this civilization on a galactic scale can
also explain the necessity of resorting to “artificial intelli-
gences”, insofar as human capabilities, even when they are
brought together and improved, seem to be largely below
the level required to achieve a degree of organization that
goes beyond understanding (all the more so, given the
examples of episodes in the novels of this series, the
Culture continues to expand and absorb other civilizations).
These “artificial intelligences”, which are fully integrated
into the civilization, carry out both its daily upkeep and the
long term planning for its future.

Indeed, human beings no longer have the capacity to
acquire the same level of intelligence as the “Minds”. They
have become dependent on entities that have become
superior in a way. That is why the main protagonist, Horza,
in the novel Consider Phlebas, a mercenary for the Idirans,
a rival civilization, considers the Culture to be a degenerate
society that has succumbed to the dependence on
machines. In other words, its members have not noticed
that that the price to pay for their hedonistic way of life is
an underlying relinquishment of individual free will. The
human beings in the Culture could respond that they find
a sort of security for everyone. Given the different types of
electronic devices that they wear, the humans always have
a line of communication with the “Minds”, which prevents
them from being stranded in difficulty or abandoned if they
are in a dangerous situation, such as an accident.

While the Culture is a priori a pacifist and benevolent
society, its members, including its “artificial intelligences”
can nevertheless in certain circumstances be brought to go
to war. For example, in Consider Phlebas, the Culture goes
to war against the Idirans and their expansionist
14 Ref. [33].
15 Ref. [21].



18 “l’ordre sans le pouvoir” (Ref. [35]).
19 Made necessary, in his opinion, by the community life in space and
the technological sophistication corresponding to it: “Essentially, the
contention is that our currently dominant power systems cannot long
survive in space; beyond a certain technological level a degree of anarchy
is arguably inevitable and anyway preferable” (Ref. [1]).
20 See Ref. [20]. See also “Luddites, Hackers and Gardeners: Anarchism
and the Politics of Technology”, in Ref. [19].
21 See Ref. [30].
22 Ref. [27], p. 12. See also “Luddites, Hackers and Gardeners: Anarchism
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fanaticism, and thus to defend the values of their society. If
the need arises, its defensive and offensive systems are as
highly developed as its technological capacities, which can
be very impressive for people from less-advanced civili-
zations (with for example combinations of combat that are
capable of compensating for the weaknesses of their
users).

According to the vision of Iain M. Banks, politics still
seems to have a place in society, but it takes on principally
a form of referenda and closely follows the principles of
subsidiarity, where the intervention of the higher author-
ities is not necessary at the most pertinent level: “Politics in
the Culture consists of referenda on issues whenever they
are raised; generally, anyone may propose a ballot on any
issue at any time; all citizens have one vote. Where issues
concern some sub-division or part of a total habitat, all
those – human and machine – who may reasonably claim
to be affected by the outcome of a poll may cast a vote.
Opinions are expressed and positions on issues outlined
mostly via the information network (freely available,
naturally), and it is here that an individual may exercise the
most personal influence, given that the decisions reached
as a result of those votes are usually implemented and
monitored through a Hub or other supervisory machine,
with humans acting (usually on a rota basis) more as liaison
officers than in any sort of decision-making executive
capacity; one of the few rules the Culture adheres to with
any exactitude at all is that a person’s access to power
should be in inverse proportion to their desire for it”.16 It
seems that everyone’s opinion can be collected and be
publicly voiced. This public forum no longer exists physi-
cally, since all community choices are done in a virtual
space (the “dataverse”), where each person can put forth
his or her arguments. And yet again, discussions and
procedures in progress can be followed thanks tomachines,
which are also responsible for acting the resolutions that
were voted on.

As we can see, these hypotheses are more optimistic
than those at the heart of popular films such as The
Terminator or The Matrix, prophecies of doom in which
“artificial intelligences” end up turning against their crea-
tors. In the Culture, the “Minds” embody a form of wisdom
and guarantee the smooth functioning of the collective. It
benefits from a high level of organization, which goes
beyond politics. Not only are activities redistributed, but
also responsibilities, notably moral responsibilities. This is
very close to the ideal situation according to Iain M. Banks:
“So yeah, I think it’s, “Wouldn’t it be cool if the moral
responsibility was taken away from us by incredibly clever
and cool wise machines and we were just free to get on
with being human within a general benign moral frame-
work, and wouldn’t it be great if the more intelligent you
were, the nicer you were?” That’s my private theory,
anyway”.17 The “artificial intelligences” could almost be
considered to be a type of guardian angels, pure spirits
continuously watching over humans in order to keep them
on the right path.
16 Ref. [1].
17 Ref. [3].
3. Can highly evolved machines find their place in an
anarchistic project?

If anarchy can be defined as “order without power”,18

then indeed the Culture is not far from it. However, if the
galactic civilization described by Iain M. Banks has an
anarchistic basis,19 it is not easy to relate it to the anar-
chistic tradition, specifically concerning the ways of
thinking about the role of technical progress.

Uri Gordon called to mind the ambivalence of anar-
chistic positions regarding technology. From his point of
view, there are two major competing approaches found in
anarchistic literature: a “Promethean anticapitalism” and
a primitivist critique of civilization.20 Iain M. Banks’ vision
seems to be closer to the first one.
3.1. Searching for the liberatory potential of technology

Certain anarchistic thinkers consider that technology
has potentialities of moving towards emancipation.
According to Mikhail Bakounine, technology could reduce
an individual’s heavy workload, thus participating in the
destabilization of the capitalist order.21 Petr Kropotkine
also welcomes the possibilities that “those intelligent
beings, modern machines” could offer: “[.] mankind in
general, aided by the creatures of steel and iron which it
already possesses, could already procure an existence of
wealth and ease for every one of its members”.22

More recently, Murray Bookchin considered the possi-
bility of a “liberatory technology”,23 but without losing the
vision of a more general social and political design. Damian
F.White places Bookchin’s line of thinking along the lines of
Kropotkine.24 If we were to summarize Murray Bookchin’s
political ideal, it would be a radically decentralized and
democratized society. Such a project, far from being
incompatible with the advanced technologies developed
throughout human history, could even gain an advantage
and be facilitated by them.25

Murray Bookchin held a critical position of the
dynamics of industrialization as it happened in history, but
in technological developments, for example computeriza-
tion, he perceived the potential to lead a society closer
towards decentralization and a reduction of the amount of
individual labour.26 Along the same lines, progress in
engineering and computer science and a trend towards
and the Politics of Technology”, in Ref. [19].
23 See “Towards a liberatory technology” in Ref. [4].
24 Ref. [45], p. 75. See Ref. [26].
25 See Ref. [45], p. 75–76.
26 See “Towards a liberatory technology”, Ref. [4,5].
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32 See also “Luddites, Hackers and Gardeners: Anarchism and the Poli-
tics of Technology”, in Ref. [19].
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miniaturization would allow industrial production to
evolve towards a smaller scale, in other words, without
needing to use large production units. As a result, condi-
tions in which humanity finds itself could be improved
thanks to technological developments, such as automation.
The challenge would no longer really be to liberate
humanity from need, since technology would allow for
that, but to use this potential to help improve the rela-
tionship between human beings and nature. These tech-
nological developments would thus vehicle a new promise,
more qualitative than quantitative, that would lead to
achieving human freedom, which itself could henceforth be
part of an “ecocommunity”.27

In the “social ecology” that Murray Bookchin defends,
technology indeed has a role to play and so it is not possible
to ignore the different ways it can be integrated into the
social fabric. It is specifically a question of finding the least
oppressive ways and encouraging their implementation.
Along the same lines as automation, which would seem to
be advantageous for workers in terms of decreasing
strenuous working conditions, technological innovations
would have potential that would need to be separated from
the industrial capitalist logic. Murray Bookchin makes
a connection between the development of computers and
the possibility of integrating computers into the
manufacturing industry.28 These technological advances
support the vision he proposes, one in which the use of
machines could help to construct a socio-economic orga-
nization built on new basis: “It is easy to foresee a time, by
no means remote, when a rationally organized economy
could automatically manufacture small “packaged” facto-
ries without human labor; parts could be produced with so
little effort that most maintenance tasks would be reduced
to the simple act of removing a defective unit from
a machine and replacing it by anotherda job no more
difficult than pulling out and putting in a tray. Machines
would make and repair most of the machines required to
maintain such a highly industrialized economy. Such
a technology, oriented entirely toward human needs and
freed from all consideration of profit and loss, would
eliminate the pain of want and toildthe penalty, inflicted
in the form of denial, suffering and inhumanity, exacted by
a society based on scarcity and labor”.29

However, Murray Bookchin has a vision of “cybernetic
technology” that corresponds to its development at the
moment when he was writing. Logically, he imagines its
applications especially in the industrial sector: “All but
hidden from society, the machines would work for man.
Free communities would stand at the end of a cybernated
assembly line with baskets to cart the goods home.
Industry, like the autonomic nervous system, would work
on its own, subject to the repairs that our own bodies
require in occasional bouts of illness. The fracture sepa-
rating man from machine would not be healed. It would
simply be ignored”.30 Therefore, there would be possible
27 See “Towards a liberatory technology”, Ref. [4].
28 See “Towards a liberatory technology”, Ref. [4].
29 See “Towards a liberatory technology”, Ref. [4].
30 See “Towards a liberatory technology”, Ref. [4].
links between the human world and the machine world,
but they would need to be constructed.

In terms of technology, Noam Chomsky seems to hold
a similar opinion to Murray Bookchin: “I mean, is it
necessary that anarchist concepts belong to the pre-
industrial phase of human society or is anarchism the
rational mode of organization for a highly advanced
industrial society? Well, I myself believe the latter, that is, I
think that the industrialization and the advance of tech-
nology raise possibilities for self-management over a broad
scale that simply didn’t exist in an earlier period. [.] A
good deal could be automated. Much of the necessary work
that is required to keep a decent level of social life going can
be consigned to machines – at least, in principle – which
means that humans can be free to undertake the kind of
creative work which may not have been possible, objec-
tively, in the early stages of the industrial revolution”.31

While these authors present many theoretical argu-
ments, empirical arguments still need to be developed. The
readers of these works are informed of the possibilities, but
it is not clearly explained how to comprehend them in light
of liberatory technology.
3.2. Persistence and a revival of luddism in the 21st century

In other parts of the anarchistic movement, a strong
suspicion of technology remains (more or less associated
with the capitalist domination). The critics evoke social
factors in its developments, refuse to let themselves be
misled by what they consider to be illusory promises, and
prefer to encourage the development of less ambitious
technologies that appear to be easier to control and more
respectful of nature and their users.32

The most radical form, the expression of which has
recently gained vigour,33 is expressed in the primitivist
tendency, which goes beyond a criticism of technology
towards a profound criticism of the idea of progress and
civilization. This contestation of technology in general is
done on behalf of the preservation of individual autonomy
and anthropological arguments emphasizing the “hunter-
gatherer” lifestyle.34

Moreover, the criticism is not necessarily only verbal
and can lead to the practice of new forms of luddism35 and
action repertoires of near-sabotage. Nanotechnologies have
already started to provoke this type of combative
response.36 Previously, in the 1970s and 1980s, some
underground groups had already undertaken to attack
computers. The Committee for Liquidation and Destruction
of Computers (or CLODO in French37), a group with anar-
chistic, anti-authoritarian, and anti-industrial principles,
33 See Ref. [34].
34 See for example Ref. [47].
35 Including actions to destroy machines that can be placed on a more or
less mythic continuum along with older movements. See Ref. [23].
36 See “Who’s afraid of nanotechnologies?”, in Ref. [22], p. 83s.
37 Comité pour la Liquidation Ou la Destruction des Ordinateurs or
Comité de Libération et de Détournements d’Ordinateurs.
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attacked computer companies in France that were accused
of promoting and producing not banal technological tools,
but tools of domination.38 Other forms of criticism and neo-
luddite actions have continued to develop recently, tar-
geting partly computer technology. Bill Joy, who is known
for being the co-founder of the computer company Sun
Microsystems in 1982, is also often cited for a text that
seems to join a luddite spirit (Why the future doesn’t need
us39), based on the results of his reflections about tech-
nology. It does not support the anarchistic tendency, but
cites the writings of Theodore Kaczynski, the mathemati-
cian whose criticism of technology led him to withdraw
frommodern life and above all send a series of mail bombs
to targets he considered guilty of supporting an industri-
alized civilization (which explains the origin of the pseu-
donym Unabomber that was given to him while he was
being searched for by the FBI).40

These reflections and critics more or less related to
traditions of anarchism maintain some sort of conscious-
ness in which new technologies must not spread
throughout the general passivity. Indeed these technolo-
gies create a fear of new forms of alienation, and thus fuel
attempts to counterbalance the supposed advantages with
the disadvantages that may be less apparent.

Here again, the efficiencyof the criticismandtheconcrete
solutions it proposes are questionable. Itwouldbedifficult to
completely remove existing technologies that are already
a large part of everyday life (supposing, moreover, that an
agreement could be reached regarding such a decision).
3.3. Technological consciousness and the place of machines in
society

If we consider the range of positions previously
mentioned, we could imagine that the progress in the field
of artificial intelligence would be met with ambivalence at
the least in anarchistic circles, and would probably not be
met with the optimism found in the novels of IainM. Banks.

At least these positions encourage questions to be asked
concerning technological evolutions and mastery over
them. First of all, an important question is knowing who is
in control of the technologies. More precisely, who designs
and produces them? In the works of Iain M. Banks, we do
not really know how the “Minds” are fabricated. He
explains (very briefly) that “[the Culture’s AIs] are designed
(by other AIs, for virtually all of the Culture’s history) within
very broad parameters, but those parameters do exist”.41

However, reviewing the anarchistic theory and
doctrines acts as a reminder that controlling technological
advances is a political challenge. How can already domi-
nant actors be prevented from taking ownership of these
technologies? What can be done to prevent the develop-
ment of “artificial intelligences” from creating new forms of
domination?
38 See http://www.processedworld.com/Issues/issue10/i10clodo.htm.
39 Originally published in the magazine Wired (Ref. [24]).
40 For a presentation of Theodore Kaczynski’s grievances against tech-
nology, see for example Ref. [40].
41 Ref. [1].
Murray Bookchin wondered what the liberatory
potential of modern technology could be.42 We could ask
the same question about “artificial intelligences”. Could
such a technology contribute to the decline of the State? It
could indeed eliminate a number of justifications and
prerogatives from the State, thus favoring its dismantle-
ment. Technology can make certain mediations obsolete
(for example, when accessing knowledge) and thus weaken
the temptation of certain leaders to consider themselves
indispensable. The spread of computer capacities and their
interconnection can allow for a distributed reflexivity by
increasing the access to information and knowledge and by
facilitating their reappropriation.

On the other hand, we must also be conscious of the
forms of domination that this technology could be used for.
Is it possible to trust the designers and promoters? Inten-
tions that were initially generous can be deformed, leading
to a pernicious use of technology.

4. Has a new phase of machinization already begun?

In the Culture novels, Iain M. Banks presents a civiliza-
tion that appears to have been functioning for a long time.
However, what is missing from his works (but this was
probably not part of his intentions) is a presentation of
course of events that led these technologies to become
liberatory. And yet, this course of events is contingent and
not necessarily the most probable one. Prospective
reflections have developed regarding the course of events
that could be currently underway in the field of “new
information and communication technologies”, and they
oscillate between promise and fear. The worries are rising
and based on the threats that such technologies could pose
to freedom. As far as “artificial intelligences” are con-
cerned, specialized academic journals are already dedi-
cated to this subject, for example, AI & Society, and their
publication is additional proof that the social integration of
these technological developments will not happenwithout
concerns.

4.1. Computerization and the increase of machine
performance

The technical progress towards a growing presence of
highly evolvedmachines, more or less directly derived from
computers and microprocessors, can have a certain level of
plausibility. It is possible to identify evolutions that can
appear to be milestones along the way. Indeed, the
continual deployment of computerized infrastructures
seems to be the tendency, and a growing number of tasks
are thus delegated to machines without really evoking any
discussion or reflection. These tasks are supposed to be
carried out more quickly or more efficiently thanks to
computers, which explains the growth of the concerned
domains. For example, automation has taken an important
place in airplanes. On the financial markets, “automated
trading systems” are capable of observing “in real time” the
42 “What is the liberatory potential of modern technology, both mate-
rially and spiritually?” (Ref. [4], p. 108).

http://www.processedworld.com/Issues/issue10/i10clodo.htm


47 Regarding the case of “intelligent buildings” and possible infringe-
ments of privacy, see for example Ref. [9].
48 At Stanford University, the Persuasive Technology Lab for example is
working on “machines designed to change humans”. Researchers in the
laboratory have thus engaged in what its director, BJ Fogg, called the
“captology,” which is defined as: “the study of computers as persuasive
technologies. This includes the design, research, and analysis of interac-
tive computing products (computers, mobile phones, websites, wireless
technologies, mobile applications, video games, etc.) created for the
purpose of changing people’s attitudes or behaviors” (http://captology.
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evolution of stock prices and reacting by calculating when
to buy and sell which stock. In the legal field, doctrinal
questions are posed because the number of contracts that
are established by software programs, therefore with little
human intervention, is on the rise.43 In the medical field,
expert systems are also being developed to help profes-
sionals with diagnostics and prescriptions.

Therefore, an implicit trust seems to be more
frequently put in computers, which are capable of col-
lecting, storing, processing, and interpreting large quanti-
ties of information. Computer technology appears to be
a way to help deal with a growing level of complexity. The
technical capacities of computers can help to manage
information overload. Computer models can be a way to
study and compare different options through the use of
algorithms, by varying the hypotheses and exploring the
possible consequences.44

Moreover, technological progress modifies how infor-
mation and knowledge are accessed. When the necessary
equipment is available, massive amounts of information
can become immediately accessible thanks to nearly
permanent connections.45

4.2. Machinization of everyday life

With the advent of “pervasive computing”, another
project has been developed: integrating computer tech-
nologies into everyday situations. Current research claims
to offer an invisible infrastructure in the long term,
composed of intermediaries (objects, tools, buildings, etc.)
which themselves would be made “intelligent” by their
technological and computing capacities: everyday activi-
ties would gain a new dimension to become “augmented”
activities. In doing so, the “ambient intelligence” relocates
engaging everyday choices to a world of relatively auton-
omous artefacts and machines, which raises the question
about the possibilities of controlling these automated
functionalities.46 From another point of view, this “ubiq-
uitous” computing technology is also presented as a way to
develop additional forms of interactivity.

For example, the urban environment is supposed to
become digital and “intelligent”. Reflections and invest-
ments are underway to connect part of the street furniture
in cities so it can collect or provide data and eventually
become an interactive interface. All in all, with this
“pervasive computing”, the fabric of cities tends to undergo
a new process of technological densification.

In doing so, even if this is not the main ambition that
promoters emphasize, the deployment of these technolo-
gies leads to another relationship with the world. As
a result of such technologies, the understanding of the
world tends to be routed through specific mediations. As is
the case for many types of technology, it is the new
43 See Ref. [12].
44 Discussions on climate change have for example become largely
dependent on models that need powerful technological capacities, since
there are multiple interrelated variables they try to test. See Ref. [31];
Ref. [14].
45 See Ref. [10].
46 See Ref. [41].
resources that are emphasized, and not the additional
constraints that can be associated with them.47 Through
these “smart” technologies that are increasingly integrated
into the everyday environment and designed to “antici-
pate” expectations, individuals and human groups could
also have their lives caught in a permanent form of assis-
tance, even almost managed,48 and liable to produce new
forms of dependencies.49

4.3. Machines becoming autonomous

Previously, “artificial intelligence” had already become
a field of study (and of speculation) in its own right.
However, debates about how to define it still remains. One
part of these debates is due to the term “intelligence”,
which can be addressed from different angles and therefore
become a source of many axes of controversy. Distinctions
have also been made between a “weak” and “strong”
version of “artificial intelligence”, the former targets the
replication of certain mental processes to be applied to
specific tasks, whereas the latter would attempt to attain
the same level, even go beyond, human intelligence in all
its forms.

Certain thinkers, who tend to believe in this type of
technology, are convinced that in the long term, these
machines will become even more intelligent than humans.
Among the influential figures is the philosopher Nick Bos-
trom, director of the Future of Humanity Institute at the
University of Oxford.50 This is also the case for the trend of
thought that developed based on the idea of “singularity”.
This concept owes a part of its resonance to the science
fiction genre, since one of its founders, Vernor Vinge, was
both a mathematician at the University of San Diego in the
United States and a science fiction author.51 The “singu-
larity” theory states that at some point, thanks to the
accumulation of developments in computer science, the
capacities of machines would allow them to attain a level of
intelligence superior to that of humans, which would
disrupt the conditions of techno-scientific progress. This
concept has fueled a growing number of more or less
grounded speculations, going from completely optimistic
to entirely pessimistic and worrisome. Even though these
“artificial intelligences” are not available, reflections are
stanford.edu/about/what-is-capatology.html, site accessed October 26,
2011). Ref. [15].
49 Which are not necessarily related to the technology itself, but which
may also ensue from the cultural logics in which this technology is sit-
uated or in which it participates (Ref. [25]). Regarding the fears for
freedom and autonomy that “ambient intelligence” can give rise to, see
also Ref. [7].
50 See Ref. [6].
51 He first published this idea in a short article: Ref. [43].
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already underway concerning the risks to fear created by
these technological evolutions.52

Similar to what happened in robotics, military use of
artificial intelligence might be among the first types of its
application. It is probable that the States capable of high
level research will be encouraged to develop technologies
associated with “artificial intelligences” if they see in it
a way to strengthen military advantages.53

Other uses can develop without the term “artificial
intelligences” necessarily being employed. Computer
systems are evidently a logical outlet, for example for
data mining or spam filtering. But a growing number of
other domains are opening up to the use of these tech-
nologies, integrating them, and even adapting them
(video surveillance thanks to the automated interpreta-
tion of video content, and BAS (building automation
systems) to manage the energy parameters of large
buildings, etc.).

Having confidence in machines raises questions about
accountability.54 How would it be possible to hold “artifi-
cial intelligences” responsible for what they have done or
contributed to? What would happen if they made
a mistake? In the novels written by Iain M. Banks, the
“Minds” do not appear to be affected by “bugs”, as if they
were infallible. Keeping a hold on these “artificial intelli-
gences” could also presuppose a certain conception based
on the principles of open source. In the Culture, the question
is not raised, since apparently the “Minds” do not function
according to this principle. In any case, the high tech nature
of the “artificial intelligences” may make them incompre-
hensible for the vast majority of the population, for whom
they would be like “black boxes”.
5. Conclusion

It is difficult to predict the effects that research and
innovations in the “artificial intelligence” field could have.
They might be considerable, but nothing can ensure that
technical development itself would allow a society to arrive
at a type of collective organization described by Iain M.
Banks in his novels about the Culture.

The uncertainties must not necessarily prevent
a reflection on the potential consequences of possible leaps
and bounds in computer developments. It is not only
a technical question; its political implications must also be
examined, especially how it could affect collective affairs.
Technology and values are not two separatematters: values
are part of technology, where some are favored and others
disadvantaged. Fictional productions, by seizing technical
potentialities in an imaginary form, may contribute to the
initiation of forms of reflexivity and to contrasting different
ways of implementing the technical promises.

IainM. Banks, when he describes this civilization that he
calls the Culture, seems to postulate a form of equality
52 See Ref. [46].
53 In the United States, the Defense Advanced Research Projects Agency
(DARPA) had consistently invested the field. See Ref. [37].
54 The issues identified by Helen Nissenbaum even tend to be reinforced
by the progress in technology. See Ref. [32].
between humans and machines, and, in any case, an
absence of hierarchy. In this vast galactic universe, tech-
nological progress appears to have allowed the civilization
to achieve a post-governmental regime in a society without
class distinction. The capabilities of the “artificial intelli-
gences” have eliminated any reason to entrust the
management of collective affairs to a State or an
administration.

This model, which goes beyond the simple coexistence
of entities of different natures, seems to postulate a general
agreement regarding what the common good is. And the
main divisions of interest appear to have disappeared.
While the political model proposed by Iain M. Banks
resembles a democracy, it is controlled and regulated by
a new form of an elite whose judgement is taken for
granted, an elite who would be of a particular technocratic
form since it would be made up of “artificial intelligences”.
Indeed, civilization would be going from one delegation to
another.

Moreover, it is interesting to examine the relationship
between Banks’ model and theoretical reflections about
democracy. Recent developments in these reflections have
contributed to emphasizing the deliberative dimension of
political activities, especially as a guarantee for the legiti-
macy of collective choices.55 In the works of Iain M. Banks,
this deliberative dimension seems to be non-existent.
Readers can only ask themselves if it is possible to
debate with “artificial intelligences”, and a fortiori on
a large scale. In what kind of public space would it be
possible?

An increasingly widespread presence of highly evolved
machines leads to a profound questioning of the pertinence
of decision-making. For human beings, how much indi-
vidual autonomy remains? This type of collective func-
tioning presupposes that trust can be put in machines (and
in the new range of expert systems).

However, it is not because progress in “artificial intelli-
gences”would not produce a centralizing, hierarchical, and
oppressive technology that it necessarily has liberatory
potential.56 In the Culture novels, nothing is mentioned
about how the “Minds’” activities can be supervised. That
is, if the “Minds” let themselves be controlled.

Far from being simplistic, the works of Iain M. Banks
show the ambivalence of such a regime. Moreover, he
associates the coming of a civilization like the Culture
with the development of humanity in space: “In the
purest sense, you get to the Culture almost whether you
like it or not. But it does involve getting out to space, and
it does involve just a huge amount of manufacturing
capability. Because what you end up with is entities, space
ships or whatever, that become self-sufficient and free
moving in space, and it’s very hard to keep effective
control of them”.57 If this step is the determining factor, it
goes without saying that humanity still has a long way
to go.
55 See Ref. [13].
56 Alexander R. Galloway showed this ambivalence about the Internet.
See Ref. [17].
57 Ref. [2].
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