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CHAPTER ONE
THE GREAT

PARADIGM SHIFT FROM
MARKET CAPITALISM TO THE
COLLABORATIVE COMMONS

he capitalist era is passing . . . not quickly, but inevitably. A new economic paradigm—the
Collaborative Commons—is rising in its wake that will transform our way of life. We are
already witnessing the emergence of a hybrid economy, part capitalist market and part

Collaborative Commons. The two economic systems often work in tandem and sometimes compete.
They are finding synergies along each other’s perimeters, where they can add value to one another,
while benefiting themselves. At other times, they are deeply adversarial, each attempting to absorb or
replace the other.

The struggle between these two competing economic paradigms is going to be protracted and hard
fought. But, even at this very early stage, what is becoming increasingly clear is that the capitalist
system that provided both a compelling narrative of human nature and the overarching organizational
framework for the day-to-day commercial, social, and political life of society—spanning more than
ten generations—has peaked and begun its slow decline. While I suspect that capitalism will remain
part of the social schema for at least the next half century or so, I doubt that it will be the dominant
economic paradigm by the second half of the twenty-first century. Although the indicators of the great
transformation to a new economic system are still soft and largely anecdotal, the Collaborative
Commons is ascendant and, by 2050, it will likely settle in as the primary arbiter of economic life in
most of the world. An increasingly streamlined and savvy capitalist system will continue to soldier
on at the edges of the new economy, finding sufficient vulnerabilities to exploit, primarily as an
aggregator of network services and solutions, allowing it to flourish as a powerful niche player in the
new economic era, but it will no longer reign.

I understand that this seems utterly incredible to most people, so conditioned have we become to
the belief that capitalism is as indispensable to our well-being as the air we breathe. But despite the
best efforts of philosophers and economists over the centuries to attribute their operating assumptions
to the same laws that govern nature, economic paradigms are just human constructs, not natural
phenomena.

As economic paradigms go, capitalism has had a good run. Although its timeline has been
relatively short compared to other economic paradigms in history, it’s fair to say that its impact on the
human journey, both positive and negative, has been more dramatic and far-reaching than perhaps any
other economic era in history, save for the shift from foraging/hunting to an agricultural way of life.
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Ironically, capitalism’s decline is not coming at the hands of hostile forces. There are no hordes at
the front gates ready to tear down the walls of the capitalist edifice. Quite the contrary. What’s
undermining the capitalist system is the dramatic success of the very operating assumptions that
govern it. At the heart of capitalism there lies a contradiction in the driving mechanism that has
propelled it ever upward to commanding heights, but now is speeding it to its death.

THE ECLIPSE OF CAPITALISM
Capitalism’s raison d’être is to bring every aspect of human life into the economic arena, where it is
transformed into a commodity to be exchanged as property in the marketplace. Very little of the human
endeavor has been spared this transformation. The food we eat, the water we drink, the artifacts we
make and use, the social relationships we engage in, the ideas we bring forth, the time we expend, and
even the DNA that determines so much of who we are have all been thrown into the capitalist
cauldron, where they are reorganized, assigned a price, and delivered to the market. Through most of
history, markets were occasional meeting places where goods were exchanged. Today, virtually
every aspect of our daily lives is connected in some way to commercial exchanges. The market
defines us.

But here lies the contradiction. Capitalism’s operating logic is designed to fail by succeeding. Let
me explain.

In his magnum opus, The Wealth of Nations, Adam Smith, the father of modern capitalism, posits
that the market operates in much the same way as the laws governing gravity, as discovered by Isaac
Newton. Just as in nature, where for every action there is an equal and opposite reaction, so too do
supply and demand balance each other in the self-regulating marketplace. If consumer demand for
goods and services goes up, sellers will raise their prices accordingly. If the sellers’ prices become
too high, demand will drop, forcing sellers to lower the prices.

The French Enlightenment philosopher Jean-Baptiste Say, another early architect of classical
economic theory, added a second assumption, again borrowing a metaphor from Newtonian physics.
Say reasoned that economic activity was self-perpetuating, and that as in Newton’s first law, once
economic forces are set in motion, they remain in motion unless acted upon by outside forces. He
argued that “a product is no sooner created, than it, from that instant, affords a market for other
products to the full extent of its own value. . . . The creation of one product immediately opens a vent
for other products.”1 A later generation of neoclassical economists refined Say’s Law by asserting
that new technologies increase productivity, allowing the seller to produce more goods at a cheaper
cost per unit. The increased supply of cheaper goods then creates its own demand and, in the process,
forces competitors to invent their own technologies to increase productivity in order to sell their
goods even more cheaply and win back or draw in new customers (or both). The entire process
operates like a perpetual-motion machine. Cheaper prices, resulting from new technology and
increased productivity, mean more money left over for consumers to spend elsewhere, which spurs a
fresh round of competition among sellers.

There is a caveat, however. These operating principles assume a competitive market. If one or a
few sellers are able to outgrow and eliminate their competition and establish a monopoly or
oligopoly in the market—especially if their goods and services are essential—they can keep prices
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artificially high, knowing that buyers will have little alternative. In this situation, the monopolist has
scant need or inclination to bring on new labor-saving technologies to advance productivity, reduce
prices, and remain competitive. We’ve seen this happen repeatedly throughout history, if only for
short periods of time.

In the long run, however, new players invariably come along and introduce breakthroughs in
technology that increase productivity and lower prices for similar or alternative goods and services,
and break the monopolistic hold on the market.

Yet suppose we carry these guiding assumptions of capitalist economic theory to their logical
conclusion. Imagine a scenario in which the operating logic of the capitalist system succeeds beyond
anyone’s wildest expectations and the competitive process leads to “extreme productivity” and what
economists call the “optimum general welfare”—an endgame in which intense competition forces the
introduction of ever-leaner technology, boosting productivity to the optimum point in which each
additional unit introduced for sale approaches “near zero” marginal cost. In other words, the cost of
actually producing each additional unit—if fixed costs are not counted—becomes essentially zero,
making the product nearly free. If that were to happen, profit, the lifeblood of capitalism, would dry
up.

In a market-exchange economy, profit is made at the margins. For example, as an author, I sell my
intellectual work product to a publisher in return for an advance and future royalties on my book. The
book then goes through several hands on the way to the end buyer, including an outside copyeditor,
compositor, printer, as well as wholesalers, distributors, and retailers. Each party in this process is
marking up the transaction costs to include a profit margin large enough to justify their participation.

But what if the marginal cost of producing and distributing a book plummeted to near zero? In fact,
it’s already happening. A growing number of authors are writing books and making them available at
a very small price, or even for free, on the Internet—bypassing publishers, editors, printers,
wholesalers, distributors, and retailers. The cost of marketing and distributing each copy is nearly
free. The only cost is the amount of time consumed by creating the product and the cost of computing
and connecting online. An e-book can be produced and distributed at near zero marginal cost.

The near zero marginal cost phenomenon has already wreaked havoc on the publishing,
communications, and entertainment industries as more and more information is being made available
nearly free to billions of people. Today, more than one-third of the human race is producing its own
information on relatively cheap cellphones and computers and sharing it via video, audio, and text at
near zero marginal cost in a collaborative networked world. And now the zero marginal cost
revolution is beginning to affect other commercial sectors, including renewable energy, 3D printing in
manufacturing, and online higher education. There are already millions of “prosumers”—consumers
who have become their own producers—
generating their own green electricity at near zero marginal cost around the world. It’s estimated that
around 100,000 hobbyists are manufacturing their own goods using 3D printing at nearly zero
marginal cost.2 Meanwhile, six million students are currently enrolled in free Massive Open Online
Courses (MOOCs) that operate at near zero marginal cost and are taught by some of the mos
distinguished professors in the world, and receiving college credits. In all three instances, while the
up-front costs are still relatively high, these sectors are riding exponential growth curves, not unlike
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the exponential curve that reduced the marginal cost of computing to near zero over the past several
decades. Within the next two to three decades, prosumers in vast continental and global networks will
be producing and sharing green energy as well as physical goods and services, and learning in online
virtual classrooms at near zero marginal cost, bringing the economy into an era of nearly free goods
and services.

Many of the leading players in the near zero marginal cost revolution argue that while nearly free
goods and services will become far more prevalent, they will also open up new possibilities for
creating other goods and services at sufficient profit margins to maintain growth and even allow the
capitalistic system to flourish. Chris Anderson, the former editor of Wired magazine, reminds us that
giveaway products have long been used to draw potential customers into purchasing other goods,
citing the example of Gillette, the first mass producer of disposable razors. Gillette gave away the
razors to hook consumers into buying the blades that fit the devices.3

Similarly, today’s performing artists often allow their music to be shared freely online by millions
of people with the hope of developing loyal fans who will pay to attend their live concerts. The New
York Times and The Economist provide some free online articles to millions of people in anticipation
that a percentage of the readers will choose to pay for more detailed reporting by subscribing.
“Free,” in this sense, is a marketing device to build a customer base for paid purchases.

These aspirations are shortsighted, and perhaps even naïve. As more and more of the goods and
services that make up the economic life of society edge toward near zero marginal cost and become
almost free, the capitalist market will continue to shrink into more narrow niches where profit-making
enterprises survive only at the edges of the economy, relying on a diminishing consumer base for very
specialized products and services.

The reluctance to come to grips with near zero marginal cost is understandable. Many, though not
all, of the old guard in the commercial arena can’t imagine how economic life would proceed in a
world where most goods and services are nearly free, profit is defunct, property is meaningless, and
the market is superfluous. What then?

Some are just beginning to ask that question. They might find some solace in the fact that several of
the great architects of modern economic thinking glimpsed the problem long ago. John Maynard
Keynes, Robert Heilbroner, and Wassily Leontief, to name a few, pondered the critical contradiction
that drove capitalism forward. They wondered whether, in the distant future, new technologies might
so boost productivity and lower prices as to create the coming state of affairs.

Oskar Lange, a University of Chicago professor of the early twentieth century, captured a sense of
the conundrum underlying a mature capitalism in which the search for new technological innovations
to advance productivity and cheapen prices put the system at war with itself. Writing in 1936, in the
throes of the Great Depression, he asked whether the institution of private ownership of the means of
production would continue indefinitely to foster economic progress, or whether at a certain stage of
technological development the very success of the system would become a shackle to its further
advance.4

Lange noted that when an entrepreneur introduces technological innovations that allow him to
lower the price of goods and services, he gains a temporary advantage over competitors strapped
with antiquated means of production, resulting in the devaluation of the older investments they are
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locked into. This forces them to respond by introducing their own technological innovations, again
increasing productivity and cheapening prices and so on.

But in mature industries where a handful of enterprises have succeeded in capturing much of the
market and forced a monopoly or oligopoly, they would have every interest in blocking further
economic progress in order to protect the value of the capital already invested in outmoded
technology. Lange observes that “when the maintenance of the value of the capital already invested
becomes the chief concern of the entrepreneurs, further economic progress has to stop, or, at least, to
slow down considerably. . . . This result will be even more accentuated when a part of the industries
enjoy a monopoly position.”5

Powerful industry leaders often strive to restrict entry of new enterprises and innovations. But
slowing down or stopping new, more productive technologies to protect prior capital investments
creates a positive-feedback loop by preventing capital from investing in profitable new opportunities.
If capital can’t migrate to new profitable investments, the economy goes into a protracted stall.

Lange described the struggle that pits capitalist against capitalist in stark terms. He writes:

The stability of the capitalist system is shaken by the alternation of attempts to stop economic progress in order to protect old

investments and tremendous collapses when those attempts fail.6

Attempts to block economic progress invariably fail because new entrepreneurs are continually
roaming the edges of the system in search of innovations that increase productivity and reduce costs,
allowing them to win over consumers with cheaper prices than those of their competitors. The race
Lange outlines is relentless over the long run, with productivity continually pushing costs and prices
down, forcing profit margins to shrink.

While most economists today would look at an era of nearly free goods and services with a sense
of foreboding, a few earlier economists expressed a guarded enthusiasm over the prospect. Keynes,
the venerable twentieth-century economist whose economic theories still hold considerable weight,
penned a small essay in 1930 entitled “Economic Possibilities for Our Grandchildren,” which
appeared as millions of Americans were beginning to sense that the sudden economic downturn of
1929 was in fact the beginning of a long plunge to the bottom.

Keynes observed that new technologies were advancing productivity and reducing the cost of
goods and services at an unprecedented rate. They were also dramatically reducing the amount of
human labor needed to produce goods and services. Keynes even introduced a new term, which he
told his readers, you “will hear a great deal in the years to come—namely, technological
unemployment. This means unemployment due to our discovery of means of economising the use of
labour outrunning the pace at which we can find new uses for labour.” Keynes hastened to add that
technological unemployment, while vexing in the short run, is a great boon in the long run because it
means “that mankind is solving its economic problem.”7

Keynes believed that “a point may soon be reached, much sooner perhaps than we are all of us
aware of, when these [economic] needs are satisfied in the sense that we prefer to devote our further
energies to non-economic purposes.”8 He looked expectantly to a future in which machines would
produce an abundance of nearly free goods and services, liberating the human race from toil and

11



hardships and freeing the human mind from a preoccupation with strictly pecuniary interests to focus
more on the “arts for life” and the quest for transcendence.

Both Lange and Keynes foresaw, back in the 1930s, the schizophrenia that lies at the nucleus of the
capitalist system: the inherent entrepreneurial dynamism of competitive markets that drives
productivity up and marginal costs down. Economists have long understood that the most efficient
economy is one in which consumers pay only for the marginal cost of the goods they purchase. But if
consumers pay only for the marginal cost and those costs continue to race toward zero, businesses
would not be able to ensure a return on their investment and sufficient profit to satisfy their
shareholders. That being the case, market leaders would attempt to gain market dominance to ensure a
monopoly hold so they could impose prices higher than the marginal cost of the products they’re
selling, thus preventing the invisible hand from hurrying the market along to the most efficient
economy of near zero marginal cost and the prospect of nearly free goods and services. This catch-22
is the inherent contradiction that underlies capitalist theory and practice.

Eighty years after Lange and Keynes made their observations, contemporary economists are once
again peering into the contradictory workings of the capitalist system, unsure of how to make the
market economy function without self-destructing in the wake of new technologies that are speeding
society into a near zero marginal cost era.

Lawrence Summers, U.S. secretary of the treasury during President Bill Clinton’s administration
and former president of Harvard University, and J. Bradford DeLong, a professor of economics at the
University of California, Berkeley, revisited the capitalist dilemma in a joint paper delivered at the
Federal Reserve Bank of Kansas City’s symposium, “Economic Policy for the Information Economy,”
in August 2001. This time, there was much more at stake as the new information technologies and the
incipient Internet communication revolution were threatening to take the capitalist system to a near
zero marginal cost reality in the coming decades.

Summers and DeLong’s concerns focused on the emerging data-processing and communication
technologies. They wrote that these “seismic innovations” were forcing a wholesale reconfiguration
of commercial life, with potential impacts whose expanse rivaled the advent of electricity. The
technological changes afoot, according to Summers and DeLong, were likely to dramatically push
down marginal costs, which became the departure point for their discussion. They accepted that “the
most basic condition for economic efficiency . . . [is] that price equal marginal cost.”9 They further
conceded that “with information goods, the social and marginal cost of distribution is close to
zero.”10 Now the paradox: Summers and DeLong argued that

if information goods are to be distributed at their marginal cost of production—zero—they cannot be created and produced by
entrepreneurial firms that use revenues obtained from sales to consumers to cover their [fixed set-up] costs. If information goods

are to be created and produced . . . [companies] must be able to anticipate selling their products at a profit to someone.11

Summers and DeLong opposed government subsidies to cover the upfront costs, arguing that the
shortcomings of “administrative bureaucracy,” “group-think,” and “red-tape” “destroy the
entrepreneurial energy of the market.”12

In lieu of government intervention, the two distinguished economists reluctantly suggested that
perhaps the best way to protect innovation in an economy where “goods are produced under
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conditions of substantial increasing returns to scale” was to favor short-term natural monopolies.13
Summers and DeLong made the point that “temporary monopoly power and profits are the reward
needed to spur private enterprise to engage in such innovation.”14 They both realized the bind this put
private enterprise in, admitting that “natural monopoly does not meet the most basic conditions for
economic efficiency: that price equal marginal cost.”15 Indeed, the modus operandi of a monopoly,
as every economist knows, is to hold back would-be competitors from introducing new innovations
that increase productivity, reduce marginal costs, and lower the price to customers. Nonetheless,
Summers and DeLong concluded that in the “new economy” this might be the only way forward. In an
incredible admission, the two acknowledged that “the right way to think about this complex set of
issues is not clear, but it is clear that the competitive paradigm cannot be fully appropriate . . . but we
do not yet know what the right replacement paradigm will be.”16

Summers and DeLong found themselves hopelessly trapped. Although economists and
entrepreneurs never intended for the capitalist system to self-destruct (they expected it to reign
forever), a careful look at its operating logic reveals the inevitability of a future of near zero marginal
cost. A near zero marginal cost society is the optimally efficient state for promoting the general
welfare and represents the ultimate triumph of capitalism. Its moment of triumph, however, also
marks its inescapable passage from the world stage. While capitalism is far from putting itself out of
business, it’s apparent that as it brings us ever closer to a near zero marginal cost society, its once
unchallenged prowess is diminishing, making way for an entirely new way of organizing economic
life in an age characterized by abundance rather than scarcity.

CHANGING THE ECONOMIC PARADIGM
The most intriguing passage in Summers and DeLong’s paper on the contradictions and challenges
facing capitalist theory and practice in the unfolding Information Age is their comment that they “do
not yet know what the right replacement paradigm will be.” The fact that they were even alluding to
the likelihood of a new replacement paradigm is suggestive of the anomalies that are building up and
casting a dark shadow on the long-term viability of the existing economic regime.

We are, it appears, in the early stages of a game-changing transformation in economic paradigms. A
new economic model is emerging in the twilight of the capitalist era that is better suited to organize a
society in which more and more goods and services are nearly free.

The term paradigm shift has been thrown around so much in recent years, in reference to virtually
any kind of change, that it might be helpful to revisit the words of Thomas Kuhn, whose book The
Structure of Scientific Revolutions made the word paradigm part of the general discourse. Kuhn
described a paradigm as a system of beliefs and assumptions that operate together to establish an
integrated and unified worldview that is so convincing and compelling that it is regarded as
tantamount to reality itself. He used the term to refer to standard and nearly universally accepted
models in science, like Newtonian physics and Darwinian evolution.17

A paradigm’s narrative power rests on its all-encompassing description of reality. Once accepted,
it becomes difficult, if not impossible, to question its central assumptions, which appear to reflect the
natural order of things. Alternative explanations of the world are rarely entertained, as they fly in the
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face of what is accepted as unambiguous truth. But this unquestioning acceptance, and refusal to
envision alternative explanations, leads to a festering of inconsistencies that pile up until a tipping
point is reached where the existing paradigm is torn apart and replaced with a new explanatory
paradigm better able to marshal the anomalies, insights, and new developments into a comprehensive
new narrative.

The capitalist paradigm, long accepted as the best mechanism for promoting the efficient
organization of economic activity, is now under siege on two fronts.

On the first front, a new generation of interdisciplinary scholarship that has brought together
previously distinct fields—including the ecological sciences, chemistry, biology, engineering,
architecture, urban planning, and information technology—is challenging standard economic theory
(which is wedded to the metaphors of Newtonian physics) with a new theoretical economics
grounded in the laws of thermodynamics. Standard capitalist theory is virtually silent on the
indissoluble relationship between economic activity and the ecological constraints imposed by the
laws of energy. In classical and neoclassical economic theory, the dynamics that govern Earth’s
biosphere are mere externalities to economic activity—small, adjustable factors of little real
consequence to the working of the capitalist system as a whole.

Conventional economists fail to recognize that the laws of thermodynamics govern all economic
activity. The first and second laws of thermodynamics state that “the total energy content of the
universe is constant and the total entropy is continually increasing.”18 The first law, the conservation
law, posits that energy can neither be created nor destroyed—that the amount of energy in the universe
has remained the same since the beginning of time and will be until the end of time. While the energy
remains fixed, it is continually changing form, but only in one direction, from available to
unavailable. This is where the second law of thermodynamics comes into play. According to the
second law, energy always flows from hot to cold, concentrated to dispersed, ordered to disordered.
For example, if a chunk of coal is burned, the sum total of the energy remains constant, but is
dispersed into the atmosphere in the form of carbon dioxide, sulfur dioxide, and other gases. While no
energy is lost, the dispersed energy is no longer capable of performing useful work. Physicists refer
to the no-longer-useable energy as entropy.

All economic activity comes from harnessing available energy in 
nature—in material, liquid, or gaseous form—and converting it into goods and services. At every
step in the production, storage, and distribution process, energy is used to transform nature’s
resources into finished goods and services. Whatever energy is embedded in the product or service is
at the expense of energy used and lost—the entropic bill—in moving the economic activity along the
value chain. Eventually, the goods we produce are consumed, discarded, and recycled back into
nature, again, with an increase in entropy. Engineers and chemists point out that in regard to economic
activity there is never a net energy gain but always a loss in available energy in the process of
converting nature’s resources into economic value. The only question is: When does the bill come
due?

The entropic bill for the Industrial Age has arrived. The accumulation in carbon dioxide emissions
in the atmosphere from burning massive amounts of carbon energy has given rise to climate change
and the wholesale destruction of the Earth’s biosphere, throwing the existing economic model into
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question. The field of economics, by and large, has yet to confront the fact that economic activity is
conditioned by the laws of thermodynamics. The profession’s glaring misunderstanding of its own
subject is what’s forcing a rethinking of the paradigm by academics coming from other disciplines
across the natural and social sciences. I dealt with this in more detail in my previous book, The Third
Industrial Revolution, in a chapter entitled “Retiring Adam Smith.”

On a second front, a powerful new technology platform is developing out of the bowels of the
Second Industrial Revolution, speeding the central contradiction of capitalist ideology to the end
game mentioned above. The coming together of the Communications Internet with the fledgling Energy
Internet and Logistics Internet in a seamless twenty-first-century intelligent infrastructure—the
Internet of Things (IoT)—is giving rise to a Third Industrial Revolution. The Internet of Things i
already boosting productivity to the point where the marginal cost of producing many goods and
services is nearly zero, making them practically free. The result is corporate profits are beginning to
dry up, property rights are weakening, and an economy based on scarcity is slowly giving way to an
economy of abundance.

THE INTERNET OF THINGS
The Internet of Things will connect every thing with everyone in an integrated global network.
People, machines, natural resources, production lines, logistics networks, consumption habits,
recycling flows, and virtually every other aspect of economic and social life will be linked via
sensors and software to the IoT platform, continually feeding Big Data to every node—businesses,
homes, vehicles—moment to moment, in real time. Big Data, in turn, will be processed with
advanced analytics, transformed into predictive algorithms, and programmed into automated systems
to improve thermodynamic efficiencies, dramatically increase productivity, and reduce the marginal
cost of producing and delivering a full range of goods and services to near zero across the entire
economy.

The Internet of Things European Research Cluster, a body set up by the European Commission, the
executive body of the European Union, to help facilitate the transition into the new era of “ubiquitous
computing,” has mapped out some of the myriad ways the Internet of Things is already being deployed
to connect the planet in a distributed global network.

The IoT is being introduced across industrial and commercial sectors. Companies are installing
sensors all along the commercial corridor to monitor and track the flow of goods and services. For
example, UPS uses Big Data to keep up to the moment with its 60,000 vehicles in the United States
The logistics giant embeds sensors in their vehicles to monitor individual parts for signs of potential
malfunction or fatigue so they can replace them before a costly breakdown on the road occurs.19

Sensors record and communicate the availability of raw resources, inform the front office on
current inventories in the warehouses, and troubleshoot dysfunctions on the production lines. Other
sensors report on the moment to moment changes in the use of electricity by appliances in businesses
and households, and their impact on the price of electricity on the transmission grid. Electricity
consumers can program their appliances to reduce their power consumption or switch off during peak
periods of electricity use on the power lines to prevent a dramatic spike in the electricity price or
even a brownout across the grid and receive a credit on their next month’s electricity bill.
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Sensors in retail outlets keep the sales and marketing departments apprised of which items are
being looked at, handled, put back on shelves, or purchased to gauge consumer behavior. Other
sensors track the whereabouts of products shipped to retailers and consumers and keep tabs on the
amount of waste being recycled and processed for reuse. The Big Data is analyzed 24/7 to recalibrate
supply chain inventories, production and distribution processes, and to initiate new business
practices to increase thermodynamic efficiencies and productivity across the value chain.

The IoT is also beginning to be used to create smart cities. Sensors measure vibrations and material
conditions in buildings, bridges, roads, and other infrastructure to assess the structural health of the
built environment and when to make needed repairs. Other sensors track noise pollution from
neighborhood to neighborhood, monitor traffic congestion on streets, and pedestrian density on
sidewalks to optimize driving and walking routes. Sensors placed along street curbs inform drivers of
the availability of parking spaces. Smart roads and intelligent highways keep drivers up to date on
accidents and traffic delays. Insurance companies are beginning to experiment with placing sensors in
vehicles to provide data on the time of day they are being used, the locations they are in, and the
distances traveled over a given period of time to predict risk and determine insurance rates.20
Sensors embedded in public lighting allow them to brighten and dim in response to the ambient
lighting in the surrounding environment. Sensors are even being placed in garbage cans to ascertain
the amount of rubbish in order to optimize waste collection.

The Internet of Things is quickly being applied in the natural environment to better steward the
Earth’s ecosystems. Sensors are being used in forests to alert firefighters of dangerous conditions that
could precipitate fires. Scientists are installing sensors across cities, suburbs, and rural communities
to measure pollution levels and warn the public of toxic conditions so they can minimize exposure by
remaining indoors. In 2013, sensors placed atop the U.S. Embassy in Beijing reported hour to hour
changes in carbon emissions across the Chinese capital. The data was instantaneously posted on the
Internet, warning inhabitants of dangerous pollution levels. The information pushed the Chinese
government into implementing drastic measures to reduce carbon emissions in nearby coal-powered
plants and even restrict automobile traffic and production in energy-intensive factories in the region
to protect public health.

Sensors are being placed in soil to detect subtle changes in vibrations and earth density to provide
an early warning system for avalanches, sink holes, volcanic eruptions, and earthquakes. IBM is
placing sensors in the air and in the ground in Rio de Janeiro to predict heavy rains and mudslides up
to two days in advance to enable city authorities to evacuate local populations.21

Researchers are implanting sensors in wild animals and placing sensors along migratory trails to
assess environmental and behavioral changes that might affect their well-being so that preventative
actions can be taken to restore ecosystem dynamics. Sensors are also being installed in rivers, lakes,
and oceans to detect changes in the quality of water and measure the impact on flora and fauna in
these ecosystems for potential remediation. In a pilot program in Dubuque, Iowa, digital water meters
and accompanying software have been installed in homes to monitor water use patterns to inform
homeowners of likely leaks as well as ways to reduce water consumption.22

The IoT is also transforming the way we produce and deliver food. Farmers are using sensors to
monitor weather conditions, changes in soil moisture, the spread of pollen, and other factors that

16



affect yields, and automated response mechanisms are being installed to ensure proper growing
conditions. Sensors are being attached to vegetable and fruit cartons in transit to both track their
whereabouts and sniff the produce to warn of imminent spoilage so shipments can be rerouted to
closer vendors.23

Physicians are even attaching or implanting sensors inside human bodies to monitor bodily
functions including heart rate, pulse, body temperature, and skin coloration to notify doctors of vital
changes that might require proactive attention. General Electric (GE) is working with computer
vision software that “can analyze facial expressions for signs of severe pain, the onset of delirium or
other hints of distress” to alert nurses.24 In the near future, body sensors will be linked to one’s
electronic health records, allowing the IoT to quickly diagnose the patient’s likely physical state to
assist emergency medical personnel and expedite treatment.

Arguably, the IoT’s most dramatic impact thus far has been in security systems. Homes, offices,
factories, stores, and even public gathering places have been outfitted with cameras and sensors to
detect criminal activity. The IoT alerts security services and police for a quick response and provides
a data trail for apprehending perpetrators.

The IoT embeds the built environment and the natural environment in a coherent operating network,
allowing every human being and every thing to communicate with one another in searching out
synergies and facilitating interconnections in ways that optimize the thermodynamic efficiencies of
society while ensuring the well-being of the Earth as a whole. If the technology platforms of the First
and Second Industrial Revolutions aided in the severing and enclosing of the Earth’s myriad
ecological interdependencies for market exchange and personal gain, the IoT platform of the Third
Industrial Revolution reverses the process. What makes the IoT a disruptive technology in the way we
organize economic life is that it helps humanity reintegrate itself into the complex choreography of the
biosphere, and by doing so, dramatically increases productivity without compromising the ecological
relationships that govern the planet. Using less of the Earth’s resources more efficiently and
productively in a circular economy and making the transition from carbon-based fuels to renewable
energies are defining features of the emerging economic paradigm. In the new era, we each become a
node in the nervous system of the biosphere.

While the IoT offers the prospect of a sweeping transformation in the way humanity lives on earth,
putting us on a course toward a more sustainable and abundant future, it also raises disturbing issues
regarding data security and personal privacy, which will be addressed at length in chapter 5 and in
other chapters throughout the book.

Some of the leading information technology companies in the world are already at work on the
build-out of the Internet of Things. General Electric’s “Industrial Internet,” Cisco’s “Internet o
Everything,” IBM’s “Smarter Planet,” and Siemens’s “Sustainable Cities” are among the many
initiatives currently underway to bring online an intelligent Third Industrial Revolution infrastructure
that can connect neighborhoods, cities, regions, and continents in what industry observers call a
global neural network. The network is designed to be open, distributed, and collaborative, allowing
anyone, anywhere, and at any time the opportunity to access it and use Big Data to create new
applications for managing their daily lives at near zero marginal cost.

Early on, the global companies championing the IoT were somewhat unsure of what exactly
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constituted the core operating mechanism of the platform. In 2012, Cisco invited me to Berlin to
discuss the Third Industrial Revolution with chief information officers from their client companies.
The following year, Siemens extended an invitation for me to meet with their CEO Peter Loescher, as
well as the Siemens global board of directors and 20 of their key global division leaders. The IoT
was very much on the minds of executives in both companies.

At the Cisco conference, I began by asking what was common to every infrastructure system in
history. Infrastructure requires three elements, each of which interacts with the other to enable the
system to operate as a whole: a communication medium, a power source, and a logistics mechanism.
In this sense, infrastructure can be thought of as a prosthetic extension, a way to enlarge the social
organism. Absent a way to communicate, an energy source, and a form of mobility, society would
cease to function.

As previously discussed, the IoT is made up of a Communications Internet, an Energy Internet, and
a Logistics Internet that work together in a single operating system, continuously finding ways to
increase thermodynamic efficiencies and productivity in the marshaling of resources, the production
and distribution of goods and services, and the recycling of waste. Each of these three Internets
enables the others. Without communication, we can’t manage economic activity. Without energy, we
can’t generate information or power transport. Without logistics, we can’t move economic activity
across the value chain. Together, these three operating systems comprise the physiology of the new
economic organism.

The three interoperable Internets of the IoT require a transformation in the functions of every
enterprise. In specific regard to Cisco, I expressed my doubts about the viability of chief information
officers (CIO) in an evolving IoT economy and suggested that in the future, IT, energy services, and
logistics would be integrated into a single function under the supervision of a chief productivity
officer (CPO). The CPO would combine IT expertise, energy expertise, and logistics expertise with
the aim of using the IoT to optimize the thermodynamic efficiencies and productivity of the company’s
operations.

While Cisco is primarily an IT company, Siemens is more diverse and houses an IT division,
energy division, logistics division, and infrastructure division among others. When I met with the
Siemens corporate leadership, it was clear that the divisions were still operating more or less
independently, each selling their own products and services. The company’s rebranding as a solution
provider to help create smart and sustainable cities is forcing these traditionally siloed units to begin
a conversation on how they might each add value to the other in advancing the new vision of an IoT
world. The concept of the three Internets operating in a single IoT system to increase the
thermodynamic efficiencies and productivity of cities, regions, and countries suddenly began to make
sense. The devil is in the details: how best to create a new business model that would mesh
Siemens’s powerful divisions into an overarching solution provider that could help governing
jurisdictions build out an Internet of Things technology platform and successfully make the change
into a “smart” and “sustainable” society.

The question of rethinking business practices is beginning to loom large with the sudden evolution
of the IoT platform. My own social enterprise, the TIR Consulting Group, is made up of many of the
world’s leading architectural firms, energy companies, construction companies, power and utility
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companies, IT and electronics companies, and logistics and transport companies. Since 2009, we
have been working with cities, regions, and countries to establish Third Industrial Revolution Master
Plans for introducing IoT infrastructure. I would be remiss if I didn’t acknowledge that we find
ourselves in uncharted territory and are on a steep learning curve to figure out how to best build out
the new smart society. But this much we know. The core of the IoT operating system is the coming
together of the Communications Internet, Energy Internet, and Logistics Internet in a cohesive
operating platform. If each remains siloed from the others, it will be impossible to erect the IoT and
pursue the vision of a smart society and sustainable world. (We will continue to come back to the
three Internets that make up the driving mechanism of the IoT throughout the book.)

THE RISE OF THE COLLABORATIVE COMMONS
Lost in all of the excitement over the prospect of the Internet of Things is that connecting everyone and
everything in a global network driven by extreme productivity moves us ever faster toward an era of
nearly free goods and services and, with it, the shrinking of capitalism in the next half century and the
rise of a Collaborative Commons as the dominant model for organizing economic life.

We are so used to thinking of the capitalist market and government as the only two means of
organizing economic life that we overlook the other organizing model in our midst that we depend on
daily to deliver a range of goods and services that neither market nor government provides. The
Commons predates both the capitalist market and representative government and is the oldest form of
institutionalized, self-managed activity in the world.

The contemporary Commons is where billions of people engage in the deeply social aspects of life.
It is made up of literally millions of self-managed, mostly democratically run organizations, including
charities, religious bodies, arts and cultural groups, educational foundations, amateur sports clubs,
producer and consumer cooperatives, credit unions, health-care organizations, advocacy groups,
condominium associations, and a near endless list of other formal and informal institutions that
generate the social capital of society.

The traditional democratically managed commons is still found in scattered communities on every
continent. Local rural communities pool their common resources—land, water, forests, fish and game,
pastures, etc.—and agree to use them collectively. Decisions regarding the expropriation, cultivation,
distribution, and recycling of resources are made democratically by the members of the Commons. In
addition, sanctions and punishments for violating the norms and protocols are built into the governing
codes, making the Commons a self-managing economic enterprise. The Commons has proven to be a
relatively successful governing model in subsistence-based agricultural communities where
production and consumption are primarily for use rather than exchange. They are the early archetypes
of today’s circular economy.

The success of the Commons is all the more impressive given the political circumstances that gave
rise to them. For the most part, commons management emerged in feudal societies where powerful
overlords pauperized local populations and forced them to pay tribute by either working the manorial
fields or handing over part of their production in the form of a tax. Coming together in a sharing
economy became the only viable way to ensure the meager largesse they were left with would be
optimized. The takeaway lesson is that a democratic form of self-management and governance
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designed to pool and share “commons” resources proved to be a resilient economic model for
surviving a despotic feudal system that kept people locked in bondage.

The great Enclosure Movements across Europe that led to the downfall of feudal society, the rise of
the modern market economy, and eventually the capitalist system, put an end to rural commons but not
the sharing spirit that animated them. Peasant farmers took their lessons learned to the new urban
landscapes where they faced an equally imposing foe in the form of factory overlords of the industrial
revolution. Urban workers and an emerging middle class, like their peasant serf forbearers, pooled
their common resources—this time in the form of wages and labor skills—and created new kinds of
self-governing Commons. Charitable societies, schools, hospitals, trade unions, cooperatives, and
popular cultural institutions of all kinds began to take root and flourish, creating the foundation for
what came to be known as the civil society in the nineteenth century. These new Commons institutions
were lubricated by social capital and driven by the democratic spirit. They came to play a key role in
improving the welfare of millions of urban dwellers.

In the twentieth century, civil society became institutionalized in the form of tax-exempt
organizations and was partially rebranded as the nonprofit sector. Today, we use the terms civil
society and nonprofit sector interchangeably, depending on whether we are referring to their purely
social function or their institutional classification. Now, a new generation is beginning to move
beyond these older distinctions, preferring to use the term social Commons.

In the long passage from the feudal commons to the social Commons, successive generations have
effectively honed the principles of democratic self-governance to a fine art. Currently, the social
Commons is growing faster than the market economy in many countries around the world. Still,
because what the social Commons creates is largely of social value, not pecuniary value, it is often
dismissed by economists. Nonetheless, the social economy is an impressive force. According to a
survey of 40 nations conducted by the Johns Hopkins University Center for Civil Society Studies, the
nonprofit Commons accounts for $2.2 trillion in operating expenditures. In eight countries surveyed—
the United States, Canada, Japan, France, Belgium, Australia, the Czech Republic, and New Zealan
—the nonprofit sector makes up, on average, 5 percent of the GDP.25 Its portion of the GDP in these
countries exceeds the GDP of all utilities, is equal to the GDP of the construction industry, and is
nearly equal to the GDP of banks, insurance companies, and financial services.26

The social Commons is where we generate the good will that allows a society to cohere as a
cultural entity. Markets and governments are an extension of a people’s social identity. Without the
continuous replenishment of social capital, there would be insufficient trust to enable markets and
governments to function, yet we pejoratively categorize the social Commons as “the third sector” as if
it were less important than markets or governments.

However, were we to wake up one day to find that all of our civil society organizations had
vanished overnight, society would quickly wither and die. Without places of worship, schools,
hospitals, community support groups, advocacy organizations, sports and recreation facilities, and
arts and other cultural institutions, we would lose our sense of purpose and identity and the social ties
that unite us as an extended human family.

While the capitalist market is based on self-interest and driven by material gain, the social
Commons is motivated by collaborative interests and driven by a deep desire to connect with others
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and share. If the former promotes property rights, caveat emptor, and the search for autonomy, the
latter advances open-source innovation, transparency, and the search for community.

What makes the Commons more relevant today than at any other time in its long history is that we
are now erecting a high-tech global technology platform whose defining characteristics potentially
optimize the very values and operational principles that animate this age-old institution.

The IoT is the technological “soul mate” of an emerging Collaborative Commons. The new
infrastructure is configured to be distributed in nature in order to facilitate collaboration and the
search for synergies, making it an ideal technological framework for advancing the social economy.
The operating logic of the IoT is to optimize lateral peer production, universal access, and inclusion,
the same sensibilities that are critical to the nurturing and creation of social capital in the civil
society. The very purpose of the new technology platform is to encourage a sharing culture, which is
what the Commons is all about. It is these design features of the IoT that bring the social Commons
out of the shadows, giving it a high-tech platform to become the dominant economic paradigm of the
twenty-first century.

The IoT enables billions of people to engage in peer-to-peer social networks and cocreate the
many new economic opportunities and practices that constitute life on the emerging Collaborative
Commons. The platform turns everyone into a prosumer and every activity into a collaboration. The
IoT potentially connects every human being in a global community, allowing social capital to flourish
on an unprecedented scale, making a sharing economy possible. Without the IoT platform, the
Collaborative Commons would be neither feasible nor realizable.

The adjective collaborative didn’t even exist until well into the twentieth century. A check of
Google Ngram Viewer’s word tracker is a powerful sign of the changes afoot. The Ngram Viewer
allows a researcher to search five million books published between 1500 and 2008—now digitized
—to see when a particular word was first used and to track the increase or decrease of its use over
time. The word collaborative was first used, very spottily, in the 1940s and 1950s; then usage shot
straight up from the late 1960s to today, paralleling the emergence of the computer and Internet
technology as peer-to-peer interactive communications media.27

The Collaborative Commons is already profoundly impacting economic life. Markets are beginning
to give way to networks, ownership is becoming less important than access, the pursuit of self-
interest is being tempered by the pull of collaborative interests, and the traditional dream of rags to
riches is being supplanted by a new dream of a sustainable quality of life.

In the coming era, both capitalism and socialism will lose their once-dominant hold over society,
as a new generation increasingly identifies with Collaboratism. The young collaboratists are
borrowing the principle virtues of both the capitalists and socialists, while eliminating the
centralizing nature of both the free market and the bureaucratic state.

The distributed and interconnected nature of the Internet of Things deepens individual
entrepreneurial engagement in direct proportion to the diversity and strength of one’s collaborative
relationships in the social economy. That’s because the democratization of communication, energy,
and logistics allows billions of people to be individually “empowered.” But that empowerment is
only achievable by one’s participation in peer-to-peer networks that are underwritten by social
capital. A new generation is coming of age that is more entrepreneurially self-directed by means of
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being more socially embedded. It’s no surprise that the best and brightest of the Millennial
Generation think of themselves as “social entrepreneurs.” For them, being both entrepreneurial and
social is no longer an oxymoron, but rather, a tautology.

Hundreds of millions of people are already transferring bits and pieces of their economic life from
capitalist markets to the global Collaborative Commons. Prosumers are not only producing and
sharing their own information, entertainment, green energy, 3D-printed goods, and massive open
online courses on the Collaborative Commons at near zero marginal cost. They are also sharing cars,
homes, and even clothes with one another via social media sites, rentals, redistribution clubs, and
cooperatives, at low or near zero marginal cost. An increasing number of people are collaborating in
“patient-driven” health-care networks to improve diagnoses and find new treatments and cures for
diseases, again at near zero marginal cost. And young social entrepreneurs are establishing
ecologically sensitive businesses, crowdfunding new enterprises, and even creating alternative social
currencies in the new economy. The result is that “exchange value” in the marketplace is increasingly
being replaced by “shareable value” on the Collaborative Commons. When prosumers share their
goods and services on a Collaborative Commons, the rule book that governs a market-exchange
economy becomes far less relevant to the life of society.

The current debate among economists, business leaders, and public officials on what appears to be
a new type of long-term economic stagnation emerging around the world is an indicator of the great
transformation taking place as the economy shifts from exchange value in the marketplace to sharable
value on the Collaborative Commons.

Global GDP has been growing at a declining rate in the aftermath of the Great Recession. While
economists point to the high cost of energy, demographics, slower growth in the labor force,
consumer and government debt, an increase in the share of global income going to the very wealthy,
and consumer risk aversion to spending, among other causes, there may be a more far-reaching
underlying factor, although still nascent, that might explain at least some of the slowing of GDP. As
the marginal cost of producing goods and services moves toward near zero in sector after sector,
profits are narrowing and GDP is beginning to wane. And, with more goods and services becoming
nearly free, fewer purchases are being made in the marketplace, again reducing GDP. Even those
items still being purchased in the exchange economy are becoming fewer in number as more people
redistribute and recycle previously purchased goods in the sharable economy, extending their usable
lifecycle, with a concomitant loss of GDP. A growing legion of consumers are also opting for access
over ownership of goods, preferring to pay only for the limited time they use a car, bicycle, toy, tool,
or other item, which translates to less GDP. Meanwhile, as automation, robotics, and Artificial
Intelligence (AI) replace tens of millions of workers, consumer purchasing power in the marketplace
continues to contract, further reducing GDP. Concurrently, as the number of prosumers proliferates,
more economic activity is migrating from the exchange economy in the marketplace to the sharable
economy on the Collaborative Commons, again shrinking the growth of GDP.

The point is, while economic stagnation may be occurring for many other reasons, a more crucial
change is just beginning to unfold which could account for part of the sluggishness: the slow demise
of the capitalist system and the rise of a Collaborative Commons in which economic welfare is
measured less by the accumulation of market capital and more by the aggregation of social capital.
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The steady decline of GDP in the coming years and decades is going to be increasingly attributable to
the changeover to a vibrant new economic paradigm that measures economic value in totally new
ways.

Nowhere is the change more apparent than in the growing global debate about how best to judge
economic success. The conventional GDP metrics for measuring economic performance in the
capitalist marketplace focus exclusively on itemizing the sum total of goods and services produced
each year with no attempt to differentiate between negative and positive economic growth. An
increase in expenditures for cleaning up toxic waste dumps, police protection and the expansion of
prison facilities, military appropriations, and the like are all included in gross domestic product.

Today, the transformation of economic life from finance capital and the exchange of goods and
services in markets to social capital and the sharing of goods and services in the Collaborative
Commons is reshaping society’s thinking about how to evaluate economic performance. The
European Union, the United Nations, the Organization for Economic Co-operation and Developmen
(OECD), and a number of industrialized and developing countries have introduced new metrics for
determining economic progress, emphasizing “quality of life” indicators rather than merely the
quantity of economic output. Social priorities, including educational attainment of the population,
availability of health-care services, infant mortality and life expectancy, the extent of environmental
stewardship and sustainable development, protection of human rights, the degree of democratic
participation in society, levels of volunteerism, the amount of leisure time available to the citizenry,
the percentage of the population below the poverty level, and the equitable distribution of wealth, are
among the many new categories used by governments to evaluate the general economic welfare of
society. The GDP metric will likely decline in significance as an indicator of economic performance
along with the diminution of the market exchange economy in the coming decades. By midcentury,
quality of life indices on the Collaborative Commons are likely to be the litmus test for measuring the
economic wellbeing of every nation.

In the unfolding struggle between the exchange economy and the sharing economy, economists’ last
fallback position is that if everything were nearly free, there would be no incentive to innovate and
bring new goods and services to the fore because inventors and entrepreneurs would have no way to
recoup their up-front costs. Yet millions of prosumers are freely collaborating in social Commons,
creating new IT and software, new forms of entertainment, new learning tools, new media outlets,
new green energies, new 3D-printed manufactured products, new peer-to-peer health-research
initiatives, and new nonprofit social entrepreneurial business ventures, using open-source legal
agreements freed up from intellectual property restraints. The upshot is a surge in creativity that is at
least equal to the great innovative thrusts experienced by the capitalist market economy in the
twentieth century.

The democratization of innovation and creativity on the emerging Collaborative Commons is
spawning a new kind of incentive, based less on the expectation of financial reward and more on the
desire to advance the social well-being of humanity. And it’s succeeding.

While the capitalist market is not likely to disappear, it will no longer exclusively define the
economic agenda for civilization. There will still be goods and services whose marginal costs are
high enough to warrant their exchange in markets and sufficient profit to ensure a return on investment.
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But in a world in which more things are potentially nearly free, social capital is going to play a far
more significant role than financial capital, and economic life is increasingly going to take place on a
Collaborative Commons.

The purpose of this book is not merely to present a laundry list of collaborative initiatives—there
are hundreds of articles and dozens of books on the budding collaborative world. Rather, we will
examine how this change in human behavior is making obsolete the core values upon which we live
and the institutions we created in the capitalist era, and explore the new values and institutions that
will propel the coming collaborative era.

Until now, the many books and articles devoted to the growing collaborative culture have assumed
that the new ways of organizing commerce, while disruptive, would not ultimately threaten the
overarching assumptions upon which market capitalism—and its foe, state socialism—are based. The
prevailing sentiment, even among many of the most ardent proselytizers of the new model, is that a
collaborative future will greatly expand human participation and creativity across society and flatten
the way we organize institutional life in virtually every field, but ultimately be absorbable into a more
humane and efficient capitalist market.

A quick glance at the current configuration of global capitalism certainly suggests its staying
power. The global Fortune 500 companies continue to consolidate control over the commercial
affairs of the planet, with 2011 revenues exceeding one-third of the GDP of the world.28 Given the
enormous power and reach of the capitalist system, it’s difficult to imagine a world in which
capitalism plays a much diminished role.

Part of the reason we have such a difficult time contemplating life after capitalism is the failure to
understand how it came into being. To appreciate how we got here, let’s step back and look at the
pivotal economic paradigm shifts in history, and how they changed the organization of society.
Throughout history, great economic transformations occurred when human beings discovered new
energy regimes and created new communication media to organize them. The convergence of energy
regimes and communications media establishes a new matrix for reorienting the temporal-spatial
dynamic, allowing larger numbers of people to come together and cohere in more complex,
interdependent social organizations. The accompanying technology platforms constitute the
infrastructure but also dictate the way the economy is organized and managed. In the nineteenth
century, steam-powered printing and the telegraph became the communication media for linking and
managing a complex coal-powered rail and factory system, connecting densely populated urban areas
across national markets. In the twentieth century, the telephone, and later, radio and television,
became the communication media for managing and marketing a more geographically dispersed oil,
auto, and suburban era and a mass consumer society. In the twenty-first century, the Internet is
becoming the communication medium for managing distributed renewable energies and automated
logistics and transport in an increasingly interconnected global Commons.

The technology platforms of the First and Second Industrial Revolutions were designed to be
centralized with top-down command and control. That’s because fossil fuels are only found in certain
places and require centralized management to move them from underground to the final end users. The
centralized energies, in turn, require centralized, vertically integrated forms of communication in
order to manage the momentous speed-up in commercial transactions made possible by the new
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sources of power.
The enormous capital cost in establishing centralized communication/energy matrices meant that the

new industrial and commercial enterprises embedded in and dependent on these technology platforms
had to create their own giant, vertically integrated operations across the value chain. This was the
only way to ensure sufficient economies of scale to guarantee a return on the investment. The high up-
front cost of establishing vertically integrated enterprises in the First and Second Industrial
Revolutions required large amounts of investment capital.

Still, the investment of huge amounts of capital paid off. Bringing the entire value chain under one
roof allowed businesses to cut out some of the costly middle men, significantly reducing their
marginal costs and the price of their goods and services sold in the market. But the irony is that the
same vertical integration allowed a few market leaders to emerge in each industry and monopolize
their respective fields, often preventing startup companies from introducing even newer technologies
to reduce marginal cost and the price of goods and services, and by so doing, gain a foothold and
sufficient market share to effectively compete.

The emergence of the IoT infrastructure of the Third Industrial Revolution, with its open
architecture and distributed features, allows social enterprises on the Collaborative Commons to
break the monopoly hold of giant, vertically integrated companies operating in capitalist markets by
enabling peer production in laterally scaled continental and global networks at near zero marginal
cost.

To begin with, the IoT technology platform relies on renewable energies that are found everywhere
in some frequency or proportion. Moreover, while the harvesting technologies are getting ever
cheaper and will be as inexpensive as cell phones and computers in the coming decade, the sun off
your roof, the wind off the side of your building, the garbage converted to biomass in your kitchen are
nearly free—after the fixed investment in the harvesting technology is paid back—just like the
information we now generate and share on the Internet is nearly free. However, these distributed
renewable energies have to be organized collaboratively and shared peer-to-peer across communities
and regions to create sufficient lateral economies of scale to bring their marginal cost to zero for
everyone in society. The IoT, because it is a distributed, collaborative, and peer-to-peer technology
platform, is the only mechanism agile enough to manage renewable energies that are similarly
constituted and organized.

The fixed costs of bringing online a distributed IoT infrastructure, while considerable, are far less
than those required to build out and maintain the more centralized technology platforms of the First
and Second Industrial Revolutions. While fixed costs are less, the Internet of Things also brings down
the marginal cost of communication, energy, and logistics in the production and distribution of goods
and services. By eliminating virtually all of the remaining middlemen who mark up the transaction
costs at every stage of the value chain, small- and medium-sized enterprises—especially
cooperatives and other nonprofit businesses—and billions of prosumers can share their goods and
services directly with one another on the Collaborative Commons—at near zero marginal cost. The
reduction in both fixed and marginal costs dramatically reduces the entry costs of creating new
businesses in distributed peer-to-peer networks. The low entry costs encourage more people to
become potential entrepreneurs and collaborators, creating and sharing information, energy, and
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goods and services on the Commons.
The changes brought on by the establishment of an IoT infrastructure and Collaborative Commons

go far beyond the narrow confines of commerce. Every communication/energy matrix is accompanied
by a set of broad prescriptions about how society and economic life are to be organized that mirror
the possibilities and potentials unleashed by the new enabling technologies. Those prescriptions
become canonized in an overarching belief system designed to suggest that the society’s new
economic paradigm is merely a reflection of the natural order and therefore the only legitimate way to
conduct social life. I know of no single instance in history in which a society’s view of the natural
order was at odds with the way it orchestrated its particular relationship with the environment. By
constructing a view of nature that replicated its own way of acting on the world, every society could
take comfort in knowing that the way it was organized conformed to the natural order of things. Once
this unconscious process of mass self-justification became firmly entrenched in the public mind, any
criticism of the way the economy and society was organized came to be seen as heresy or idiocy
since it was at odds with the rules governing nature and the cosmos. The cosmologies that governed
each economic paradigm were ultimately a more reliable guarantor of social stability than all the
armies in history in defending the status quo.

That’s why paradigm shifts are so disruptive and painful: they bring into question the operating
assumptions that underlie the existing economic and social models as well as the belief system that
accompanies them and the worldview that legitimizes them.

In order to fully appreciate the immense economic, social, political, and psychological changes that
will likely come with the transition from a capitalist market to a Collaborative Commons, it is helpful
to place this turning point in the human journey within the context of the equally disruptive changes
that accompanied the shift from the feudal to the market economy in the late medieval era and, again,
from the market economy to the capitalist economy in the modern era. Understanding, in each
instance, how the changeover to a new communication/energy matrix triggered a transformation into a
new economic paradigm, fundamentally altering the worldview of much of human society, will help
us better grasp the evolutionary mechanisms that guide the economic journey and that have led us to
the present. This understanding gives us the historical perspective to wrestle with the tumultuous
changes occurring across the global economy today as the paradigm shifts again, this time from
capitalist markets to Collaborative Commons.
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THE UNTOLD HISTORY OF CAPITALISM
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CHAPTER TWO
THE EUROPEAN ENCLOSURES AND THE

BIRTH OF THE MARKET ECONOMY

he feudal economy in Europe can best be characterized as a subsistence communication/energy
complex. The labor power of serfs, oxen, and horses made up the bulk of the energy matrix.
The woodlands of Europe produced abundant thermal energy for heating and small-scale

metallurgy. With the exception of the clergy and a small number of landowners who presided over the
manorial lands, the population was illiterate, and economic life was yoked to the temporal and spatial
restraints of oral culture. With the old Roman roads abandoned and in disrepair, commerce and trade
virtually disappeared between the seventh and twelfth centuries, returning economic life back to
thousands of isolated localities whose primitive existence relied almost entirely on subsistence
agriculture.1 Virtually all economic production was for immediate use and only the most meager
surpluses were traded in local fairs to supplement the daily life of manorial estates and small villages
scattered across the European countryside.

THE FEUDAL COMMONS
In England, as elsewhere in Europe, agricultural life was organized around the commons. Feudal
landlords leased their land to peasant farmers under various tenancy arrangements. While freeholders
were guaranteed tenancy from generation to generation and could not be dislodged from their
ancestral homes, leaseholders were less fortunate and were only guaranteed limited occupancy that
rarely exceeded three lifetimes, after which the landlords could either impose new leasing
arrangements or withdraw the leases. Customary tenants had virtually no tenancy rights and occupied
land at the sole discretion of the landlord.

The tenancy arrangements required that the peasants either turn over a percentage of their harvest to
the landlord or work his fields as well as their own throughout the year. In the late medieval period,
with the limited introduction of a money economy, tenants were required to pay rent or taxes to the
landlord as a condition of their lease.

Feudal agriculture was communally structured. Peasants combined their individual plots into open
fields and common pastures and farmed them collectively. The commons became the first primitive
exercise in democratic decision making in Europe. Peasant councils were responsible for overseeing
economic activity, including planting and harvesting, crop rotation, the use of forest and water
resources, and the number of animals that could graze on the common pastures.

The feudal notion of property relations was completely different from ours today. We think of
property as an exclusive personal possession that can be held or exchanged in the marketplace. By
contrast, in the feudal economy, all earthly things made up God’s creation and were his exclusively to
dispose of. God’s creation, in turn, was conceived of as a “Great Chain of Being,” a rigidly
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constructed hierarchy of responsibilities that ascended upward from the lowest creatures to the angels
in heaven. Each creature on the rungs of the spiritual ladder was expected to serve those above and
below in a tightly prescribed set of obligations to ensure the proper functioning of the creation as a
whole. Within this theological framework, property was conceptualized as a series of trusts
administered pyramidally from the celestial throne down to the peasants working the communal
fields. In this schema, property was never exclusively owned, but rather divvied up into spheres of
responsibility conforming to a fixed code of proprietary obligations. For example, when the king
granted land to a lord or vassal, “his rights over the land remained, except for the particular interest
he had parted with.” The Harvard historian Richard Schlatter explains that “no one could be said to
own the land; everyone from the king down through the tenants and sub-tenants to the peasants who
tilled it had a certain dominion over it, but no one had an absolute lordship over it.”2

The feudal economy persisted, relatively unmodified, for more than 700 years. In the 1500s,
however, new economic forces began to chip away at the feudal order, beginning in Tudor England
and later spreading to other parts of Europe. Communally held land was enclosed and transformed
into private property and exchanged in the marketplace, in some instances by license of the king or by
acts of parliament and, at other times, by joint agreement of the village commons.3

The Enclosure Movement, viewed by many historians as “the revolution of the rich against the
poor,” was carried out in England between the sixteenth and early nineteenth centuries, fundamentally
altering the economic and political landscape. Millions of peasants were uprooted from their
ancestral lands and forced to act as free agents whose labor power would henceforth be available for
hire in the budding medieval marketplace.4

The first wave of English enclosures was sparked by two related phenomena that acted
synergistically to undermine the feudal order. In the early stages, rising demand for food, occasioned
by a burgeoning urban population, triggered an inflationary spiral, placing increasing hardships on
feudal landlords whose land rents were fixed at preinflationary rates. At the same time, an incipient
textile industry was forcing up the price of wool, making it more financially lucrative for landlords to
enclose communal land and switch over to raising sheep.5

Hundreds of thousands of displaced farm families watched helplessly as sheep grazed on the
grassland that just a few years earlier had been tilled for oats and rye to feed their own children.
Everywhere people were reduced to starvation while sheep were fattened and fleeced to rush wool to
the new textile factories going up in England and on the continent.

Sir Thomas More captured the bitter spirit of the times in Utopia, a scathing attack on the greed of
the landlord class:

Your sheep, that were wont to be so meek and tame and so small eaters, now, and I hear say, become so great devourers and so
wild, that they eat up and swallow down the very men themselves. They consume, destroy, and devour whole fields, houses and

cities.6

A second wave of enclosures occurred roughly between 1760 and the 1840s.7 The First Industrial
Revolution was beginning to spread across England and the rest of Europe. The new economy brought
with it an ever-expanding urban population requiring more food. The high prices spurred landlords to
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enclose their remaining lands, completing a long transition that took Europe from a subsistence-based
rural economy to a modern market-directed agricultural economy.

The great enclosures and the market economy that ensued changed the very nature of property
relations, from conditional rights to exclusive ownership. After centuries in which people belonged to
the land, the land now belonged to individual people in the form of real estate that was negotiable and
exchangeable in the open marketplace. One’s ancestral home metamorphosed into a commercial
resource that could be used both as a source of capital and credit in the pursuit of commercial gain.
One’s labor similarly became a form of exclusive property that could be freely bought and sold in the
marketplace in a new world governed by contractual relationships rather than communal obligations
and social status.

The enclosure of the English countryside gave rise not only to the modern notion of private property
relations operating in markets, but also to a legal system to oversee it. In the feudal economy, the very
limited economic exchange rarely extended beyond close family relations and kinship communities.
Lacking an enforceable common law and statutes to accompany it, people were reluctant to sell and
buy property outside their immediate social sphere. In tightly knit kinship communities, one’s word
guaranteed the trustworthiness of the exchange between neighbors.

It is generally acknowledged that a private-property regime makes modern markets viable. But, it’s
also important to realize that an anonymous market where strangers are exchanging goods and
services would not be possible without an enforceable legal code. A fully functioning private-
property regime operating in markets requires a legal system backed up by police enforcement and
courts to ensure that sellers and buyers uphold their contractual obligations. The English legal code,
which matured alongside the transition from proprietary obligations on the feudal commons to
property rights in the modern marketplace, was instrumental in ensuring the passage from the old
order to the new era.

Most historians note the importance of the growing wool market and the development of a legally
enforceable private-property regime in the passage from feudal life to the modern market economy.
There were, however, other economic forces at work. Anthropologists point to a slew of new
agricultural technologies, like the heavy-wheeled plow in northern Europe, the replacement of oxen
by horses, and the changeover from two-field to three-field rotation that greatly increased agricultural
productivity in the thirteenth and fourteenth centuries, leading to a dramatic growth in human
population—interrupted only temporarily by the plague—and the advent of urban life. Historical
accounts of the period also focus on the new innovations in metallurgy and a spate of new mechanical
inventions like the cam, spring and treadle, sophisticated cranks, connecting rods, and governors that
helped spur the changeover from reciprocating to continuous rotary motion.8

All these developments were significant, but secondary to a more fundamental change that gave rise
to what a handful of historians have dubbed the soft proto-industrial revolution of the medieval era.

THE RISE OF THE MARKET ECONOMY
It was the coming together of the print revolution and water and wind power in the late Middle Ages
that ushered in the transformation from the feudal to the market economy, altering the economic
paradigm and social construction of Europe. What many historians and economic theorists often miss
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is that the capitalist economy emerged out of the soft proto-industrial market economy that existed in
much of Europe (and later America), and not out of the earlier feudal economy. In fairness to Adam
Smith and Karl Marx, each at least touched on water and wind power in their writings. Smith referred
to the new sources of power generation as an example of the division of labor, and Marx contrasted
the intermittence of water and wind power to the reliable continuity of steam power, which assured a
dependable and perpetual production cycle. Marx, like other intellectuals of the period, also failed to
differentiate the feudal economy from the medieval one that grew out of it, famously and mistakenly
remarking that “the hand-mill gives you society with the feudal lord; the steam-mill, society with the
industrial capitalist.”9 In fact, wind energy helped fundamentally alter power relations away from the
feudal lord and toward the townsmen and the rising burgher class of the medieval era.

Marx also alluded to the importance of the printing press, but only as a means of reawakening
scientific interests and pursuits:

Gunpowder, the compass, and the printing press  were the 3 great inventions which ushered in bourgeois society. Gunpowder
blew up the knightly class, the compass discovered the world market and founded the colonies, and the printing press was the
instrument of Protestantism and the regeneration of science in general; the most powerful lever for creating the intellectual

prerequisites.10

Neither Smith nor Marx seemed to understand, however, that the print revolution and water and
wind power were indispensable to each other and that together they created a general-purpose
technology platform for an economic paradigm shift that changed the European social and political
landscape.

The water mill was known in antiquity and experimented with in Rome. Yet the technology never
developed sufficiently to challenge human slavery as a power source. New technological innovations,
beginning in the tenth and eleventh centuries in Europe, catapulted water power to the center of
economic life. By the late eleventh century, there were more than 5,600 water mills operating in 34
counties in England, according to the census. France boasted 20,000 water mills at the time, for an
average of one mill for every 250 people.11 The economic impact was dramatic. A typical water
mill generated two to three horsepower for approximately half the time the mill was operating. A
water mill could replace the labor of 10 to 20 people. In France alone, the hydraulic energy generated
by water mills equaled the power generated by one-quarter of the adult population of the kingdom—a
staggering increase in power capacity.12

Most of the early water mills were financed by the manorial lords and installed on the rivers and
streams that coursed through their lands. The emerging towns and cities of Europe erected their own
water mills, providing a competing source of power to the lord.

Where water was either lacking, too intermittent, or on the property of the lords, towns and cities
turned to wind power. The first European windmill was erected in Yorkshire, England, in 1185.13
Windmills quickly spread across the plains of northern Europe. Because wind is everywhere, not
bound to royal lands, and free, the power source could be erected anywhere. Towns and cities rushed
headlong into the new energy regime, with a source of power at hand that allowed them to even the
playing field with local lords. Mindful that wind brought them a new democratic source of power, the
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burghers of the cities referred to this new invention as the “commoners’ mill.”14
While water mills and windmills were used in milling grains, tanning, laundering, operating

bellows for blast furnaces, creating pigments for paint, crushing olives, and a host of other economic
activities, the water mill’s most important use was in the fulling industry. Fulling is the first step in
turning wool into cloth. As the wool leaves the loom, it has to be scoured of impurities, cleaned, and
thickened by beating it in water. This was traditionally done by men trampling the cloth in a trough.
The water mill transformed the process of fulling. Human feet were replaced by wooden hammers,
which were raised and dropped by a mechanism powered by the water mill. A series of wood
hammers could replace an entire group of fullers and be operated by a single person.

The dramatic productivity gains brought on by the fulling mill made it economical and highly
profitable to switch land use from growing food for subsistence to raising sheep for export and
exchange in markets. It is no wonder that the fulling mills were sometimes referred to as “an
industrial revolution of the thirteenth century.”15 The historian E. M. Carus-Wilson says of the fulling
mill that it was a “revolution which brought . . . opportunity and prosperity to the country as a whole,
and which was destined to alter the face of medieval England.”16 In this regard, notes Carus-Wilson,
the mechanization of fulling “was as decisive an event as the mechanization of spinning and weaving
in the eighteenth century.”17

In the 1790s, on the eve of the introduction of steam power and the First Industrial Revolution,
there were more than half a million water mills operating in Europe with the equivalent of 2,250,000
horsepower. Although fewer in number, the thousands of windmills up and running at the time were
generating even more power than the water mills. The average windmill could produce upward of 30
horsepower.18

Although the new energy sources were bitterly fought over by the feudal aristocracy and an
incipient burgher class in the towns and cities, these widely distributed and abundantly available
sources of power ultimately favored the interests of the latter. For the first time, the power of urban
craftsmen and merchants began to match and even exceed the power of the feudal lords, giving the
burghers the edge they needed to shift the economic paradigm away from a feudal economy, which
was organized around proprietary obligations, to a market economy, which was structured around
property rights. The medieval historian Lynn White summed up the economic significance wrought by
the introduction of water and wind power and the spate of new technologies that accompanied the
new sources of power:

By the latter part of the fifteenth century, Europe was equipped not only with sources of power far more diversified than those
known to any previous culture, but also with an arsenal of technical means for grasping, guiding, and utilizing such energies which
was immeasurably more varied and skillful than any people of the past had possessed, or than was known to any contemporary
society of the Old World or the New. The expansion of Europe from 1492 onward was based in great measure upon Europe’s high

consumption of energy, with consequent productivity, economic weight and military might.19

The shift from a subsistence economy to a market economy, and from production for use to
production for exchange, was a watershed event in the human journey. But it would not have been
possible without an accompanying communication revolution to manage the increased flow of
economic activity generated by these new sources of power. That revolution came in the form of the
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printing press, invented by the German Johannes Gutenberg in 1436.
The effect of the new printing press on day-to-day life was immediate, with consequences every bit

as significant as the introduction of the Internet today. The sheer volume of printed material being
distributed was striking:

A man born in 1453, the year of the fall of Constantinople, could look back from his fiftieth year on a lifetime in which about eight
million books had been printed, more perhaps than all the scribes of Europe had produced since Constantine founded his city in AD

330.20

We take print for granted today. It’s so much a part of our daily existence that we rarely stop to
consider how growing up on the printed word affects the very way our minds are organized. While
medieval script was idiosyncratic and varied with the subjective contribution of each scribe’s input,
print removed the subjective element, replacing it with a more rational, calculating, and analytical
approach to knowledge. And unlike oral communication, which depended on memory and therefore
formulaic responses, print stored memory and systematized the retrieval of information—in the form
of tables of contents, indexes, footnotes, and bibliographies—allowing the mind to deepen and
expand vocabulary and develop a far more nuanced language that could be tailored to the specific
moment or experience.

Print had a profound impact on the way human beings conducted business. Print introduced charts,
lists, and graphs that offered a more objective and accurate account of the world than someone’s
personal assessment. Print not only standardized maps, but made them cheap and reproducible in
large numbers, making land travel and navigation more predictable and accessible for commercial
trade.

Print also enabled commercial contracts, a key element in advancing long-distance trade and
extending market exchange over a wider terrain. We forget that in the feudal economy, where
economic interaction relied on the spoken word, economic activity was largely constrained by
walking distance and shouting distance. In an oral culture, one’s “word” sufficed to settle economic
arrangements. Even today, accountants use the word audit to describe financial probes, a throwback
to the preprint days of feudal economic life when auditors spoke the financial information out loud to
one another as a way of verifying the authenticity of the transaction. Print opened the way to modern
bookkeeping. Standardized bills of lading, schedules, invoices, checks, and promissory notes could
be delivered over distances and stored over time, providing a versatile and expansive management
tool that could keep pace with the speed, reach, and scope of commercial life unleashed by the new
power sources of water and wind. With print, commercial “trust” was sealed in written accounts
accompanied by personal signatures.

The convergence of print and renewable energies had the effect of democratizing both literacy and
power, posing a formidable challenge to the hierarchical organization of feudal life. The synergies
created by the print revolution and wind and water power, along with steady improvements in road
and river transport, sped up exchange and decreased transaction costs, making possible trade in
larger regional markets.

The new communication/energy matrix not only shortened distances and quickened time, bringing
diverse people together in joint economic pursuits after centuries of isolation, but in so doing, also
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encouraged a new openness to others and the beginning of a more cosmopolitan frame of mind.
Centuries of provincialism and xenophobia that had stultified life began to melt away and a new sense
of possibility seized the human imagination. This period saw the flowering of what historians call the
Northern Renaissance—an awakening of the arts, literature, scientific experimentation, and
exploration of new worlds.

By the late medieval era, more than a thousand towns had sprung up across Europe, each bustling
with economic activity. Aside from providing granaries, lodging, and shops, these urban centers
became the gathering place for craftsmen of all stripes and shades. These new urban jurisdictions
were often called free cities, as they were deemed independent of the reach of local lords. For
example, it was customary practice that if a serf were to escape the feudal commons and take refuge
in a nearby town for a year and a day, he would be deemed free, having safely left one jurisdiction
and taken up residence in another.21

The craftsmen in the new towns organized themselves into guilds by trade—metalworkers, weavers
and dyers, armorers, masons, broiders and glaziers, scriveners, hatters, and upholsterers—in order to
establish quality standards for their goods, set fixed prices for their products, and determine how
much to produce. The guilds were halfway houses to fully functioning markets. The guilds charged
what they called a just price for their goods, rather than the market price, preferring to maintain a
customary way of life rather than making a profit. The guilds steered clear of free-labor markets and
competitive prices—the critical features of a market economy—and put store in maintaining the status
quo.22

The breaking up of the feudal commons and the sudden availability of cheap wage labor, combined
with the new productivity potential unleashed by the convergence of the printing press and water and
wind power, were enough to push the guild system to the side in the seventeenth century. Merchants
began to bypass the guilds, dispensing work to the cheaper labor force in the rural countryside—
called the putting-out system—steadily eroding the once entrenched control the guilds exercised over
commercial life. The putting-out system paved the way to a fully operational market economy.23

While merchants were struggling with the craft guilds, a new force of small-manufacturing
entrepreneurs, many of whom were harvesting the new water and wind energies to power their
minifactories, were battling the guilds on the other end in an effort to open up domestic markets for
their cheaper goods.

The new manufacturers found common cause with merchants in pushing for the liberalization of
national markets, and they jointly championed domestic free trade, the elimination of restrictions on
labor mobility, the legal enforcement of commercial contracts, and improvements in transport to
enlarge markets. They parted company, however, on the question of exports for foreign trade. The
merchants aligned with the monarchies in pursuit of colonial policies that favored foreign over
domestic trade. The mercantilist’s rationale was to heavily regulate domestic production to secure
high-quality goods at cheap prices for sale abroad at inflated prices, to be paid in precious metals.
The overseas colonies, in turn, were prevented from producing finished goods and restricted to
producing cheap raw materials for export back to the host countries, and then forced to buy the
finished manufactured goods from the home country at a higher price.

Mercantilist policies favored merchant exporters but hurt domestic manufacturers in the host
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countries as well as in the colonies. Moreover, restricting the volume of domestic products that could
be produced for the home market in order to keep export prices artificially high worked not only to
the disadvantage of the domestic manufacturers, but also the rising middle class and urban working
poor, who had to contend with higher prices for domestic goods.

Opposition to mercantilist policies in Europe and the colonies continued to mount, leading the 13
American colonies to break with England in 1776, followed by the French Revolution, which
initiated the overthrow of that nation’s monarchy in 1789. These two great defining moments in
political history were as much about the struggle to secure private property through free trade in open
markets as they were about securing political freedom and democratic representation. Any doubt on
that score was quickly put to rest as the first modern nation-states deliberated the question of who
should be extended the right to vote. The United States, Britain, France, and most other nation-states
in the eighteenth and nineteenth centuries believed that the central mission of government was to
protect private property and a market economy. With that rationale in mind, the right to vote was
extended only to men of property, aligning the new nation-state with a market economy based on the
free exchange of private property.
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CHAPTER THREE
THE COURTSHIP OF CAPITALISM AND

VERTICAL INTEGRATION

t is not uncommon to suppose that the free exchange of property in markets and capitalism are one
and the same. They are not. While capitalism operates through the free market, free markets don’t
require capitalism.

THE BIRTH OF CAPITALISM
The soft proto-industrial revolution of the late medieval era gave rise to the free market, but
capitalism, as we conceive of it now, didn’t emerge until the late eighteenth century with the
introduction of steam power. The earliest manufacturers headed small, family-owned enterprises that
generally employed relatives, augmented by a few itinerant laborers. These entrepreneurs operated in
markets but capitalism was not yet a part of the equation. The changeover to capitalism first began in
the textile trade. Recall from chapter 2 that merchants, anxious to bypass the guilds, began putting-out
work (an early form of subcontracting) to cheaper labor in the countryside. While guild craftsmen in
urban centers were sufficiently well-off to afford their own looms, rural labor was destitute and
unable to purchase looms of their own. Merchants supplied the looms—usually leasing them out in
return for a fee. The fees were often so high that the rural workforce was barely able to earn enough
to pay for their leases, leaving them little for their own survival.1 By transferring ownership of the
workers’ tools to the merchants, a pattern was set that would change the course of economic history.

In the late sixteenth century, a new generation of small manufacturers began to bring together
workers under one roof to take advantage of the economies of scale in harnessing water mills and
windmills to the production process. These small manufacturers also owned the machinery used by
the workers. The result is that craftsmen, who had previously owned their own equipment, were
stripped of the tools of their trade and turned into wage laborers working for a new type of master—
the capitalist.

The textile trade fell into the hands of the capitalists and soon other trades followed. The historian
Maurice Dobb makes the point that

the subordination of production to capital, and the appearance of this class relationship between capitalist and producer is,

therefore, to be regarded as the crucial watershed between the old mode of production and the new.2

The concentration of ownership of the means of production by the capitalists and the subjugation of
labor to capital would come to define the class struggle by the late eighteenth century. Adam Smith
penetrated to the very core of the contradiction that would plague capitalism until the end of its reign.
Smith saw a correlation between the enclosure of land and the enclosure of the tools of craftsmen. In
both cases, millions of people were separated from control over the means of their economic
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survival. In the first instance, the serfs and peasant farmers were expelled from their ancestral lands
and, in the second instance, craftsmen were separated from the tools of their trade. Their new status
was euphemistically referred to as free labor, but in reality, that freedom came at a cost—as Smith
understood. He wrote:

In that early and rude state of society which precedes both the accumulation of stock and the appropriation of land . . . the whole
produce of labour belongs to the labourer. . . . [However] as soon as stock has accumulated in the hands of particular persons,
some of them will naturally employ it in setting to work industrious people, whom they will supply with materials and subsistence, in

order to make a profit by the sale of their work, or by what their labour adds to the value of the materials.3

If this doesn’t seem fair, Smith argued that

something must be given for the profits of the undertaker of the work, who hazards his stock in this adventure. The value which
the workmen add to the materials, therefore, resolves itself in this case into two parts, of which the one pays their wages, the other

the profits of their employer upon the whole stock of materials and wages which he advanced.4

The transformation of land from commons to real estate followed a similar logic. Smith assumed
that “as soon as the land of any country has all become private property, the landlords, like all other
men, love to reap where they never sowed, and demand a rent even for its natural produce.”5

Smith then summed up the operating logic that drives the entire capitalist system with the succinct
observation that

the whole of what is annually either collected or produced by the labour of every society, or, what comes to the same thing, the
whole price of it, is in this manner originally distributed among some of its different members. Wages, profit, and rent, are the three
original sources of all revenue, as well as of all exchangeable value. All other revenue is ultimately derived from some one or other

of these.6

Most classical and neoclassical economists believe that profits are the just reward for capitalists
who risk their capital. Socialist economists, however, might agree with the young Karl Marx, who
argued that the part of the worker’s contribution that is subtracted from his wages and kept as profit—
surplus value—is an unjust appropriation and that a more equitable arrangement would be to
socialize production and let the workers enjoy the full benefit of their labor contribution.

Capitalism played little role in the soft proto-industrial revolution of the medieval era. As
previously discussed, small manufacturers did begin to appear near the end of the era and some began
to organize production under a single roof to better economize investment in water and wind power,
but for the most part, these precursors to full-fledged capitalist enterprises were still quite small and
the financing owners used came from family coffers.

What we call capitalism today emerged alongside the shift to a new communication/energy matrix
in the last decade of the eighteenth century and the first few decades of the nineteenth.

A COAL-POWERED STEAM INFRASTRUCTURE

In 1769, James Watt invented and patented the modern steam engine powered by coal.7 The cotton
industry became the first to deploy the new technology. The productivity gains were dramatic.
Between 1787 and 1840, British cotton production “jumped from 22 million to 366 million pounds”
while the cost of production plunged. By 1850, coal-powered steam engines could be found across
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Europe and America. Still, as late as 1848—the year of the great European revolutions—hydraulic
power “accounted for two and a half times more power than steam engines” in France. Hydraulic
energy continued to be used in more French factories than coal-fired steam technology. For example,
of the 784 firms in the French steel industry, 672 were still using water mills for their energy.8

The energy mix quickly changed in the second half of the nineteenth century. Steam power rose
from 4 million horsepower in 1850 to about 18.5 million horsepower in 1870.9

Steam power made its quickest inroads in countries with large coal reserves. England was the first
European country to make the shift from water and wind to coal, followed by Germany. The United
States, with its abundance of coal deposits, quickly caught up to its European neighbors. By the
outbreak of World War I, these three countries dominated the First Industrial Revolution.

Coal-powered steam technology ushered in a new communication/energy matrix—steam printing
and the steam locomotive—which provided a general-purpose megatechnology platform for the First
Industrial Revolution.

The coal-powered steam locomotive transformed the nature of commerce by shrinking space and
shortening transaction times. By the 1830s, locomotives were traveling at speeds in excess of 60
miles per hour. It’s difficult for us in the twenty-first century to imagine the impact of a machine that
could carry passengers and freight at such speeds.

By 1845, 48 million Britons were traveling the rails annually.10 In the 1850s alone, more than
21,000 miles of railroad tracks were laid down in the United States, connecting much of the country
east of the Mississippi River.11 To get a feel for how the train compressed our sense of time and
space, consider the fact that a journey from New York to Chicago by stagecoach would have taken
three weeks or more in 1847. By 1857, that same trip by rail would have taken 72 hours.12

Besides its speed, the steam locomotive provided a dependable form of transportation that, unlike
roads and water, was not affected by changes in the weather. They could make several trips back and
forth in the time it took a barge to make one trip and could carry three times the amount of freight as
barges at the same price. The combination of speed and reliability allowed for a vast expansion of
commerce and trade across a wide continental terrain at greatly reduced costs.

Railroad construction was spotty in America in the first half of the nineteenth century. The railroad
boom began in earnest in the late 1840s. By 1859, overall capital investment in private railroad
corporations in the United States topped $1 billion, a staggering figure by the standards of the day.
The funds capitalized the completion of 30 large railroads.13 This capital investment ran apace until
the depression of the 1870s. By that time, 70,000 miles of track were laid down, connecting much of
the continental United States. By 1900, locomotives were running over 200,000 miles of track,
connecting large cities, small towns, and even rural hamlets across the breadth of America.14

Financing for a transport infrastructure on this scale required a whole new type of business model
—the modern stock-holding corporation. While stock-holding enterprises were not unknown
previously, they were few in number and generally limited to short-term trading expeditions. Both the
British East India and Dutch East India companies were state-chartered stock-holding enterprises.15
The sale of railroad securities turned the small provincial New York Stock Exchange into a financial
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powerhouse. Although few Americans are aware of the fact, much of the stock in U.S. railroads were
purchased by British, and to a lesser extent, French and German, investors.

The railroads became, in effect, the first modern capitalist business corporations. They created a
new business model that separated ownership from management and control. Henceforth, giant
business enterprises would be run entirely by paid professional managers whose primary
responsibility would be to ensure a return on investment to their shareholders. Capitalism is a unique
and peculiar form of enterprise in which the workforce is stripped of its ownership of the tools it uses
to create the products, and the investors who own the enterprises are stripped of their power to
control and manage their businesses.

The high capital cost of establishing a rail infrastructure made necessary a business model that
could organize around vertical integration, bringing upstream suppliers and downstream customers
together under one roof. The major railroads bought mining properties to secure a guaranteed supply
of coal for their locomotives. The Pennsylvania Railroad even financed the Pennsylvania Steelworks
Company to ensure a steady supply of steel to make its rails. The Canadian Pacific Railroad built and
managed hotels near its rail stations to accommodate its passengers.16

Managing large, vertically integrated enterprises, in turn, was most efficiently carried out by
centralized, top-down command and control mechanisms. The railroad companies were the first to
understand the operating requisites that came with the new communication/energy matrix. Laying
down and maintaining thousands of miles of track, monitoring rail traffic across vast regions of the
country, repairing and manufacturing thousands of pieces of equipment, coordinating the shipment and
delivery of freight, managing passenger schedules, assuring on-time performance, and overseeing the
work of thousands of employees was a momentous task. Moreover, a lapse or breakdown of any part
of the system could—and often did—have a cascading effect, jeopardizing the entire operation.

Running these mammoth enterprises required the successful rationalization of every aspect of the
company’s business operations. Max Weber, the great nineteenth-century sociologist, provided a
good description of what is entailed in the rationalization of business. To begin with, the modern
business corporation is arranged pyramidically, with all decision making automatically flowing from
the top down. Formal rules and procedures dictating the flow of activity, the definition of tasks, how
work is to be carried out, and how performance is to be judged at every stage of operations and every
level of engagement are meticulously planned, leaving little room for improvisation. The tasks are
broken down by division of labor and each worker is given precise instructions on how he or she is
to perform their work. Promotions in the company are based on merit and calculable objective
criteria.

The business historian Alfred Chandler described how the railroads adopted the rationalizing
process into their management structure. He observed that railroads

were the first to require a large number of salaried managers; the first to have a central office operated by middle managers and
commanded by top managers who reported to a board of directors. They were the first American business enterprise to build a
large internal organizational structure with carefully defined lines of responsibility, authority, and communication between the
central office, departmental headquarters, and field units; and they were the first to develop financial and statistical flows to control

and evaluate the work of many managers.17

Weber and other thinkers took it for granted that a mature capitalism required vertically integrated
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companies to create economies of scale and highly rationalized corporate bureaucracies—with
centralized management and top-down command and control mechanisms—to organize commercial
life.18 The ideal capitalist enterprise, according to Weber, is a bureaucratic organization that
rationalizes every aspect of commercial life under a single roof. The marshaling of investment capital
through the sale of stock, the mobilization of free labor, the setting up of mass-production processes,
and competitive exchanges in the market, buttressed by formalistic legal codes, are all subject to
calculability and rational bureaucratic management designed to facilitate the centralization of
decision-making power in a hierarchical command structure. Weber was right, but left unsaid was
that the same centralized hierarchical command and control mechanisms were equally required under
a socialist economic system.

Managing the acceleration and expansion of commerce and trade across national markets would
have been impossible without an accompanying communications revolution. In 1814, Friedrich
Koenig’s steam-powered printing machine began producing newspaper pages at The Times of London
at lightning speed—the new presses could print a thousand copies of the paper per hour compared to
a mere 250 copies with the older manual presses.19 By 1832, printing machines at the newspaper had
more than doubled the run per hour.20

Fast, cheap, steam-powered print encouraged a drive for mass literacy across Europe and America.
Public school systems were established and compulsory education was mandated in the newly
industrialized cities to prepare the future workforce with the communication skills they would need to
attend to the more complex business operations that accompanied the First Industrial Revolution.

In the ensuing decades, a succession of advances in steam-powered printing, including
papermaking machines, stereotypes, and rotary printers, significantly reduced labor costs while
increasing production, allowing the steam-printing revolution to keep pace with the productivity gains
in coal-powered rail transport.

When national postal services switched from stagecoaches to rail, cheap and fast print combined
with cheap and fast transport to quicken commercial transactions. Time-sensitive contracts, bills,
shipping orders, newspapers, advertising, instruction manuals, books, catalogs, and the like could be
sped along by rail, connecting businesses across the supply chain as well as sellers and consumers in
hours or days, rather than weeks or even months, greatly accelerating the pace of commerce.

The new print communications revolution didn’t come cheap. Like the railroads, the capital
investment costs of bringing steam-powered printing to the market were significant. The first steam-
powered presses were complex and could cost up to £500 or more per unit (equivalent to $26,500 in
today’s economy).21 The cost of steam-powered printing continued to rise as new, more expensive
presses came online. By 1846, the Hoe double-cylinder rotary press was churning out 12,000 sheets
per hour, and by 1865, the roll-fed rotary press was producing 12,000 newspapers per hour. The
startup cost of funding a newspaper had also increased dramatically to $100,000, or about $2.38
million in 2005 dollars.22

In America, giant printing companies sprung up in Chicago in the aftermath of the great fire of 1871.
R. R. Donnelley & Sons, Rand McNally, and M. A. Donohue and Company were among the industr
leaders. Their printing plants could take advantage of economies of scale by handling much of the
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print material for the entire country in a central location. These companies were surrounded by type
foundries and printing press manufacturers, creating an integrated industrial complex near the Chicago
rail yards—the central rail connection for the country—ensuring the quick postal delivery of
textbooks, magazines, and catalogs across the country.23

The cost of building and running those enormous facilities was beyond the reach of most family-
owned businesses. R. R. Donnelly, realizing early on that if it was to gain dominance in the industry it
would need to raise large sums of finance capital, made the decision to incorporate as a public
company in 1890.24

By 1900, these highly centralized print operations were churning out millions of catalogs for mass
mail-order companies like Montgomery Ward and Sears, Roebuck and Company. Montgomery
Ward’s 540-page catalog listed more than 24,000 items, including groceries, drugs, jewelry,
handbags, shoes, men’s clothing, stoves, furniture, buggies, sporting goods, and musical instruments.
Sears even sold prefabricated homes through the mail. The homes were shipped by train in pieces in
crates and assembled on-site.25 Sears bungalows can still be seen in the Washington, D.C., area,
where my wife and I live.

Millions of Americans in smaller towns and rural areas purchased virtually all their business
equipment, home furnishings, and personal attire by catalogs printed in the great Chicago printing
houses. The items were then transported by rail and delivered, via the U.S. Postal Service, directly to
their businesses and homes. Sears’s mail-order revenue in 1905 was a whopping $2,868,000, the
equivalent of $75,473,680 in 2013 dollars.26

The convergence of coal-powered steam printing and coal-powered steam rail transport created an
infrastructure for the First Industrial Revolution. The communications part of the infrastructure was
augmented with the build-out of a nationwide telegraph network in the 1860s, allowing businesses
instantaneous communication across their supply chains and distribution channels.

The coming together of steam-powered printing, the telegraph, and the steam-powered locomotive
dramatically increased the speed and dependability with which economic resources could be
marshaled, transported, processed, transformed into products, and distributed to customers. Chandler
observes that “cheap power and heat and quick and reliable transportation and communication” were
the key factors in the rapid spread of centralized factories in the 1840s and 1850s.27

The newfound speed and volume of economic activity made possible by the new
communication/energy matrix required a complete rethinking of the business model across every other
industry. Previously, production and distribution of manufactured goods were kept separate.
Manufacturers relied on independent wholesalers, distributors, and retailers, scattered across the
country, to move their goods to market. These antiquated distribution channels proved to be too slow
and unreliable and far too provincial to handle the onslaught of mass-produced products flooding out
of factories operating the first automated continuous-process machinery. In addition, many of the new
manufactured products, like the Singer sewing machine and the McCormick reaper, required skilled
personnel who could demonstrate them to customers. An increasing number of mass-produced goods
also required specialized after-sale servicing, which necessitated maintaining an ongoing relationship
with customers. The traditional distribution system was simply incapable of accommodating the new
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commercial practices.
The solution was to bring production and distribution all together, in house, under centralized

management. The vertically integrated business enterprise took off in the last quarter of the nineteenth
century and became the dominant business model during the whole of the twentieth century.

The great value of vertically integrated companies is that by eliminating many of the middle men
across the value chain, these new mega-enterprises were able to significantly reduce their transaction
costs while dramatically increasing productivity. In a nutshell, vertically integrated companies
introduced vast new efficiencies whose economies of scale lowered their marginal costs, enabling
them to sell ever larger volumes of cheap mass-produced goods to an eager public. Cheaper products
stimulated mass consumer demand, which in turn spawned new business opportunities and the hiring
of workers, improving the standard of living for millions of people in the industrializing economies.

The new business model spread quickly as firms saw the great advantage of bringing together
production and distribution under one roof and extending their business operations across an entire
continent. Diamond Match Company, W. Duke and Sons Tobacco, Pillsbury, H. J. Heinz, Procter &
Gamble, Eastman Kodak, and I. M. Singer and Company were among the hundreds of companies to
adopt the vertically integrated business model to achieve efficient economies of scale.

Virtually all the entrepreneurs who prospered during the takeoff stage of the First Industrial
Revolution in the second half of the nineteenth century succeeded in large part because they were able
to raise sufficient financial capital by incorporating and becoming a publicly traded shareholding
company. The capital allowed them to capture vertically scaled market opportunities and become the
standard bearers of their respective industries.

THE SECOND INDUSTRIAL REVOLUTION
At the very time the First Industrial Revolution was peaking in the last two decades of the nineteenth
century, a Second Industrial Revolution was being born in America and Europe. The discovery of oil,
the invention of the internal combustion engine, and the introduction of the telephone gave rise to a
new communication/energy complex that would dominate the twentieth century.

The most important thing to understand about oil is that it requires more finance capital to marshal
than any other single resource in the global economy. Moreover, recouping the investment across the
many steps involved in getting the oil and the products derived from it to end users can only be
obtained by organizing the entire process—discovery, drilling, transporting, refining, and marketing
—under the aegis of vertically integrated companies operated by highly centralized management.

Discovering and bringing online new oil fields today is time consuming and costly, and, more often
than not, unsuccessful. The activation index, which measures the total investment needed to access
new oil discoveries, is enough to leave the faint-hearted out of the game. It is not unusual for the
leading energy companies to invest several billion dollars in new oil projects. When Iraq decided it
wanted to triple its oil production in the first decade of the twenty-first century, the cost of financing
the investment was calculated at nearly $30 billion.28 The total cost of capital investment in
worldwide exploration and production of oil and natural gas was nearly $2.4 trillion between 2000
and 2011.29

Oil exploration requires sophisticated satellite data analyses and a knowledge of geology,
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geophysics, and geochemistry. The most advanced computers and software are needed to collect and
interpret three-dimensional reflection seismic data and create three-dimensional images of the Earth’s
interior. Drilling wells to depths of 20,000 feet or more requires expensive and complex high-tech oil
equipment. Erecting massive oil-drilling platforms on the ocean floor is a major engineering feat.
Laying out pipelines, often across hundreds and even thousands of miles of difficult and inaccessible
terrain, is equally challenging.

The refining process is also difficult. The geologist Robert Anderson describes the complex set of
operations. Organic chemists have to break down the crude oil hydrocarbon complex and reconstruct
it into a slew of products that range from gasoline to polyurethane. The particular properties of crude
oil vary considerably from one oil region to another, which requires building customized refineries to
process particular feedstocks.

The marketing of oil is no less complicated. Petroleum product sales vary considerably from
season to season. Gasoline prices are higher in the summer months; heating oil is more expensive in
the winter months. Energy companies must therefore rely on meteorological forecasts and economic
growth projections and scenarios, and even factor in potential political events that could be either
disruptive or opportunistic, in determining future oil needs—at least six months in advance—to
ensure that the correct crudes are channeled to the appropriate refineries to be ready for the coming
seasons.

Further complicating the process, Anderson explains, is that the marketing departments of energy
companies are subdivided into industrial, wholesale, and retail units, and further divided by specialty
products including asphalt, aviation fuel, natural gas, liquids for chemicals, agricultural fertilizers
and pesticides, and coke for the metal and rubber industries. Fifty percent of the petroleum sold in the
United States is refined into gasoline for transport.30

Even at the very beginning of the oil age, some entrepreneurs understood that the complex,
multilayered process required to bring oil to end users could only be made financially lucrative by
consolidating control over the entire operation. Only then could companies employ the rationalizing
practices of centralized management and reap the optimum profit.

John D. Rockefeller founded the Standard Oil Company in 1868 with just that end in mind
Rockefeller bought up oil wells and refineries around the country and secured special arrangements
with the railroads to ensure that his oil shipments had favored status. At the dawn of the automobile
era in the opening decade of the twentieth century, Standard Oil became the first company to set up
gasoline stations across the United States, creating a complex, vertically integrated business
operation that combined production and distribution from the wellhead to the end user. By 1910
Rockefeller controlled most of the oil business in the United States. Competitors and the public cried
foul, and the federal government brought suit against his company under the Sherman Antitrust Act. In
1911, the Supreme Court ordered the breakup of the Standard Oil Company. The government effort to
curtail big oil was short-lived. By the 1930s, 26 oil companies, including Standard Oil of New
Jersey, Standard Oil of Indiana, Texaco, Gulf Oil, Sinclair, Phillips 66, Union 76, and Sunoco
owned two-thirds of the capital structure of the industry, 60 percent of the drilling, 90 percent of the
pipelines, 70 percent of the refining stations, and 80 percent of the marketing.31

The concentration of the oil industry today, while less pronounced, is still formidable. In the United
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States, five companies—Chevron, BP, Royal Dutch Shell, ExxonMobil, and Conoco Philips—contro
34 percent of domestic oil exploration and production.32

Around the same time Rockefeller was busy consolidating control over the new energy source of
the Second Industrial Revolution, Alexander Graham Bell was experimenting with electricity. In
1876 Bell invented the telephone, a device that would become a critical factor in managing the new
and more expansive oil, auto, and suburban economy and the mass consumer culture of the twentieth
century.

Bell’s ambition was to create a national long-distance network that could connect every telephone
into a single system. He reasoned that telecommunications required the ultimate vertically integrated
company to be effective—that is, a single system, centrally controlled and under one roof. In 1885,
Bell created the American Telephone and Telegraph Company subsidiary to connect all of the local
Bell Telephone companies, and in 1899 he transferred the assets of Bell to the subsidiary—making
AT&T synonymous with phone service.33 A phone service connecting every community in the
country would promote a continental communications network to manage and service an integrated
national economy.

AT&T enjoyed a head start on any potential competitors because of Bell’s ownership of the patents
on the telephone. After the patents expired in the early 1890s, competitors swarmed into the market.
By 1900 some 3,000 telephone companies were doing business in the United States.34 Despite the
robust competition, a number of observers, including elected officials, both in Washington, D.C., and
the state houses, were worried over AT&T’s aggressive policy of eliminating its competition.
Theodore Newton Vail, AT&T’s president, made clear his intention of controlling the national
telephone service and even created a new corporate advertising slogan of “One Policy, One System,
Universal Service.” He openly taunted the feds by exclaiming that “effective, aggressive competition,
and regulation and control are inconsistent with each other, and cannot be had at the same time.”35

Concerned that AT&T was quickly devouring its competitors—even acquiring a controlling
interest in Western Union—in the first decade of the twentieth century, the federal government began
considering taking action to break up the giant.36

While fearful that AT&T was becoming a monopoly, federal officials were also beginning to
realize that universal phone service was so important in the life of every American and the well-
being of American society that it was more akin to a right than a privilege. Government regulators
came to believe that the telephone industry would function more effectively as a single unified entity
and thus avoid “duplicative,” “destructive,” and “wasteful” practices. In 1921 the Senate Commerce
Committee went on record to state that “telephoning is a natural monopoly.”37 The committee argued
that because of the enormous amount of capital required to install a nationwide infrastructure for
communications and to achieve economies of scale, it would be difficult, if not impossible, to
imagine competing infrastructures across the country. Economists began to talk about phone service
as a public good.

Vail sensed a gaping contradiction in the federal government’s approach to the telephone industry
and seized on it to strike a deal with Washington. Realizing that the federal government might take
action against AT&T, Vail reversed his earlier stance, which called for a deregulated competitive
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market, and called instead for government regulation, hoping it would make his own company the
“natural monopoly” the government was looking for. Writing of the daring new counterintuitive
strategy, Harvard business professor Richard H. K. Vietor observed:

Vail chose at this time to put AT&T squarely behind government regulation, as the quid pro quo for avoiding competition. This was
the only politically acceptable way for AT&T to monopolize telephony. . . . It seemed a necessary trade-off for the attainment of

universal service.38

The maneuver ultimately paid off, but it took a world war for Vail to achieve his dream. In 1918,
the U.S. government nationalized the telecommunications industry for national security purposes and
put it under the stewardship of Albert S. Burleson, the postmaster general and a long-standing
advocate of nationalization of the telephone and telegraph industries. Burleson immediately appointed
Vail to manage the telephone industry as part of the war effort. Vail turned around and quickly
accepted the terms of a contract written up by his own company, AT&T, laying out the conditions of
the government’s new ownership. It was as sweet an arrangement as ever would be made between the
federal government and a private company. Among other things:

The federal government . . . agreed to pay to AT&T 4.5 percent of the gross operating revenues of the telephone companies as a
service fee; to make provisions for depreciation and obsolescence at the high rate of 5.72 percent per plant; to make provision for
the amortization of the intangible capital; to disburse all interest and dividend requirements; and in addition, to keep the properties in

as good a condition as before.39

As soon as the ink was dry on the contract, AT&T applied for significant rate increases for service
connection charges and received them. Then, using its new position as a government-owned entity, it
began making similar demands on the states. Within five and half months of being “taken over” by the
federal government, the company had secured a 20 percent increase in its long-distance rates, a far
greater return than it had enjoyed when still wrestling in the competitive free-enterprise marketplace.
Even when AT&T was put back in private hands after the war, the rates established by the federal
government during its short tenure in government trusteeship remained in effect.

Gerald Brock, professor of telecommunication and of public policy and public administration at
George Washington University, summed up what AT&T gained in the process of embracing federal
and state government regulation in establishing a national telecommunications infrastructure:

The acceptance of regulation was a risk-reducing decision. It substituted a limited but guaranteed return on capital and
management freedom for the uncertainty of the marketplace. It gave the Bell system a powerful weapon to exclude competitors

and justification for seeking a monopoly, as well as reducing the chances of outright nationalization or serious antitrust action.40

AT&T remained a virtual monopoly until the 1980s, when, as with Standard Oil, the federal
government stepped in and broke it up. By 2011, however, AT&T had climbed back to dominance
with a 39.5 percent share of the telecommunications market in the United States. Verizon, AT&T’s
main competitor, enjoys 24.7 percent of the market, and together the two companies control 64.2
percent of the telecommunications market in the United States, making them a near oligopoly.41

The telephone provided an agile communications medium for managing far more dispersed
economic activity across an urban/suburban landscape. The shift in transport from coal-powered
locomotives traveling between fixed points to oil-powered cars, buses, and trucks traveling radially
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expanded the geographic range of economic activity. The telephone, unlike print and the telegraph,
could be everywhere at every moment, coordinating the more voluminous economic activity made
possible in the auto era. With the telephone, businesses could supervise new and larger vertically
integrated operations with even tighter centralized control in “real time.” The efficiency and
productivity gains brought on by the new communications medium were spectacular.

The telephone, of course, required electricity. In 1896, there were about 2,500 electric light
companies and nearly 200 municipal power plants operating throughout the United States and an
additional 7,500 isolated power plants, with a total capital investment of $500 million—a massive
financial outlay.42 Besides producing power for telephone communications, the power plants
produced electricity for lighting and to run machinery in the factories and appliances in the home.

The new electrical lighting lit up commercial businesses, allowing for an extension of working
hours into the evening, which fed additional economic growth. By 1910, one out of every ten homes in
the United States had electricity, and by 1929, most urban homes were connected to the electricity
grid.43

Factories were slower to adopt electricity. In 1900, only 5 percent of factories were using
electricity.44 That changed quickly with the introduction of the automobile and mass-production
assembly lines. Henry Ford was among the first to see the potential of electricity in ramping up
automobile production. He would later muse that his ambitious goal of producing an affordable
Model T for every working family would have been unrealizable were it not for the electrification of
factories and the introduction of electrical motors. He wrote:

The provision of a whole new system of electric generation emancipated industry from the leather belt and line shaft, for it
eventually became possible to provide each tool with its own electric motor. . . . The motor enabled machinery to be arranged
according to the sequence of the work, and that alone has probably doubled the efficiency of industry. . . . Without high speed tools

. . . there could be nothing of what we call modern industry.45

The changeover from steam power to electrification of factories led to a whopping 300 percent
increase in productivity in the first half of the twentieth century.46

The electrification of automobile factories unleashed the power of mass production and put
millions of people behind the wheel of a car. By 1916, 3.4 million registered autos were on U.S.
roads. Fourteen years later, there were 23 million registered cars in the United States.47 The
automobile became the key “engine” of economic growth for the whole of the Second Industrial
Revolution.

Other critical industries became part of a giant business complex, later referred to as the “Auto
Age.” Automobiles consumed “20 percent of the steel, 12 percent of the aluminum, 10 percent of the
copper, 51 percent of the lead, 95 percent of the nickel, 35 percent of the zinc, and 60 percent of the
rubber used in the U.S.” by 1933.48 One enthusiast, writing in 1932, marveled at the automobile’s
impact on the economy, noting that “as a consumer of raw material, the automobile has no equal in the
history of the world.”49

The mass production of automobiles kicked the oil industry into overdrive. New oil fields were
opening up weekly in America and gasoline stations became an omnipresent part of the American
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landscape. By the late 1930s, oil had surpassed coal as the primary energy source in America. Texas
oil wells became synonymous with American power around the world as the United States became
the leading oil-producing country. The British statesmen Ernest Bevin once quipped that “the kingdom
of heaven may run on righteousness, but the kingdom of earth runs on oil.”50

Like the laying down of tracks for rail transport, building roads and mass producing automobiles
were expensive undertakings. While road systems were financed by the government in America and
everywhere else, the automobile industry—at least in the United States—was financed wholly by
private capital. At first, dozens of small car companies came on the scene. Before long, however, the
sheer costs involved in creating the large, vertically integrated enterprises necessary for the mass
production and distribution of autos narrowed the field to half a dozen automobile giants led by the
Big Three—Ford, General Motors, and Chrysler—which remain market leaders to this day.

And, like the railroads, the auto industry realized early on that effective supervision of the many
diverse activities that come together in the production and sale of automobiles needed rationalized
central management and top-down bureaucratic control to succeed. Nor could the scale of operations
be financed by a single individual or family. Every major automobile manufacturer in the United
States eventually became a publicly traded corporation.

Putting the economy on wheels also radically changed the spatial orientation of society. Steam-
powered printing and coal-powered rail transport encouraged urbanization. Print communication and
freight traveling by rail to fixed endpoint destinations largely defined where commercial and
residential life clustered. Smaller cities grew into bigger metropolises and new towns were spawned
along rail links. Businesses dependent on print communications and freight by rail naturally chose to
locate close to the communication/energy hubs.

The coming of the automobile and the construction of a national road system that could carry
passengers and freight into rural areas outside the reach of railroad connectivity spawned suburban
development in the first half of the twentieth century. The construction of the interstate highway
system from the 1950s to the 1980s—the biggest and most costly public works project in history—led
to a frenzy of suburban commercial and residential development along the interstate exits. Factories
began to relocate away from dense urban centers—which had high real estate and labor costs—to
rural areas, transferring deliveries from rail to trucking. The workforce followed. Sixty-five million
homes, most in new suburban developments, were built in the United States since 1945, and 48,000
strip malls and shopping centers have been erected as the nation’s population scattered into thousands
of suburban enclaves.51 The dispersal of commercial and residential housing was accompanied by
the spread of electrical infrastructure and telephone wires and, later, radio and television
transmission into new suburban communities.

The dramatic growth of the suburbs and the increasingly complex logistics that came with
organizing and integrating economic activity across tens of thousands of communities led to even
more centralized command and control in the hands of fewer industry leaders in each sector as they
struggled to capture ever larger vertically integrated economies of scale. By the time the Second
Industrial Revolution peaked and crashed in July 2008, when the price of crude oil hit a record $147
a barrel on world markets, the concentration of economic power in the hands of a small number of
corporate players in each industry had similarly peaked. Three energy companies—ExxonMobil,
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Chevron, and Conoco Phillips—are among the four largest U.S. companies and control much of the
domestic oil market. I already mentioned that AT&T and Verizon together control a 64 percent share
of the telecommunication industry. In a study published in 2010, the federal government found that in
most states one electricity company controlled 25 to 50 percent of ownership; overall, just 38
companies—5 percent of the 699 companies identified—control 40 percent of the nation’s electricity
generation.52 Four automobile companies—General Motors, Ford, Chrysler, and Toyota—control 60
percent of the automobile market.53 Five media companies—News Corp., Google, Garnett, Yahoo,
and Viacom—control 54 percent of the U.S. media market.54 In the arcade, food, and entertainment
industry, CEC (Chuck E. Cheese’s) Entertainment, Dave & Busters, Sega Entertainment, and Namc
Bandai Holdings control 96 percent of the market share. In the household appliances manufacturing
industry, the top four companies—Whirlpool, AB Electrolux, General Electric, and LG Electronics—
control 90 percent of the market.55 Similar concentration patterns can be found across every other
major sector of the U.S. economy.

Today, in the sunset of the fossil fuel era, the oil industry remains the most concentrated industry in
the world, followed closely by the telecommunications and the electrical power generation and
distribution industry. Virtually all the other industries that depend on the fossil
fuel/telecommunications matrix require, by necessity, huge capital expenditures to establish sufficient
vertical integration and accompanying economies of scale to recoup their investments and are
therefore forced to manage their own far-flung activities using highly rationalizing command-and-
control processes.

Three of the four largest shareholding companies in the world today are oil companies—Royal
Dutch Shell, ExxonMobil, and BP. Underneath the oil giants are ten banks—JPMorgan Chase
Goldman Sachs, BOA Merrill Lynch, Morgan Stanley, Citigroup, Deutsche Bank, Credit Suisse
Barclays Capital, UBS, and Wells Fargo Securities—that control nearly 60 percent of the worldwide
investment banking market.56 And, as mentioned in chapter 1, beneath the financial investors are 500
globally traded companies—with combined revenue of $22.5 trillion, which is equal to one-third of
the world’s $62 trillion GDP—that are inextricably connected to and dependent on fossil fuel energy,
global telecommunications, and the world’s electricity grid for their very existence.57 In no other
period of history have so few institutions wielded so much economic power over the lives of so many
people.

This unprecedented—and unimaginable—concentration of economic power was not just
happenstance or a byproduct of man’s insatiable avarice. Nor can it be rationalized away by simply
blaming deregulation or finding fault with political ineptitude or, worse still, political collusion and
enablement—although these were all contributing factors to its growth. Rather, on a more fundamental
level, it flowed inexorably from the communication/energy matrices that were the foundation of the
First and Second Industrial Revolutions.

Like it or not, giant, vertically integrated corporate enterprises were the most efficient means of
organizing the production and distribution of mass produced goods and services. Bringing together
supply chains, production processes, and distribution channels in vertically integrated companies
under centralized management dramatically reduced transaction costs, increased efficiencies and
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productivity, lowered the marginal cost of production and distribution, and, for the most part,
lowered the price of goods and services to consumers, allowing the economy to flourish. While those
at the top of the corporate pyramid disproportionately benefited from the increasing returns on
investment, it’s only fair to acknowledge that the lives of millions of consumers also improved
appreciably in industrialized nations.
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CHAPTER FOUR
HUMAN NATURE THROUGH A CAPITALIST

LENS

hat’s most remarkable about the concentration of economic power in the hands of a few
corporate players in each industry is how little public angst it has generated—at least in
the United States—over the course of the nineteenth and twentieth centuries. While the

labor unions’ struggles against corporate power were bitterly fought, they never attracted a majority
of the workforce to their cause. Although there have also been occasional populist uprisings
challenging the unbridled corporate control exercised over the economic life of society—the most
recent being the Occupy Movement, with its rallying cry of the 99 percent versus the 1 percent—such
outbursts have generally been few and far between and led to only mild regulatory reforms that did
little to curb the concentration of power.

To some extent, the criticism was muted because these large, vertically integrated corporate
enterprises succeeded in bringing ever-cheaper products and services to the market, spawned
millions of jobs, and improved the standard of living of working people throughout the industrial
world.

There is, however, an additional and more subtle factor at play that has proven to be every bit as
effective in dampening potential public opposition. The First and Second Industrial Revolutions
brought with them an all-encompassing world view that legitimized the economic system by
suggesting that its workings are a reflection of the way nature itself is organized and, therefore,
unimpeachable.

RETHINKING SALVATION
The practice of legitimizing economic paradigms by creating grand cosmological narratives to
accompany them is an age-old practice. Contemporary historians point to St. Thomas Aquinas’s
description of creation as a Great Chain of Being during the feudal era as a good example of the
process of framing a cosmology that legitimizes the existing social order. Aquinas argued that the
proper workings of nature depend on a labyrinth of obligations among God’s creatures. While each
creature differs in intellect and capabilities, the diversity and inequality is essential to the orderly
functioning of the overall system. If all creatures were equal, St. Thomas reasoned, than they could
not act for the advantage of others. By making each creature different, God established a hierarchy of
obligations in nature that, if faithfully carried out, allowed the Creation to flourish.

St. Thomas’s description of God’s creation bears a striking resemblance to the way feudal society
was set up: everyone’s individual survival depended on them faithfully performing their duties within
a rigidly defined social hierarchy. Serfs, knights, lords, and the pope were all unequal in degree and
kind but obligated to serve others by the feudal bonds of fealty. The performance of their duties
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according to their place on the hierarchy paid homage to the perfection of God’s creation.
The late historian Robert Hoyt of the University of Minnesota summed up the mirror relationship

between the organization of feudal society and the Great Chain of Being:

The basic idea that the created universe was a hierarchy, in which all created beings were assigned a proper rank and station, was
congenial with the feudal notion of status within the feudal hierarchy, where every member had his proper rank with its attendant

rights and duties.1

The cosmology of the Protestant Reformation that accompanied the soft proto-industrial revolution
of the late medieval era performed a similar legitimizing role. Martin Luther launched a frontal attack
on the church’s notion of the Great Chain of Being, arguing that it legitimized the corrupt hierarchal
rule of the pope and the papal administration over the lives of the faithful. The Protestant theologian
replaced the church’s feudal cosmology with a worldview centered on the personal relationship of
each believer with Christ. The democratization of worship fit well with the new
communication/energy matrix that was empowering the new burgher class.

Luther accused the pope of being the Antichrist and warned that the Catholic church was neither
God’s chosen emissary on Earth nor the anointed intermediary by which the faithful could
communicate with the Lord. Nor could church leaders legitimately claim the power to intercede with
God on behalf of their parishioners and assure salvation in the next world.

Instead, Luther called for the priesthood of all believers. He argued that each man and woman
stands alone before God. Armed with the Bible, every Christian had a personal responsibility to
interpret the word of God, without relying on church authority to decipher the meaning of the text and
assume the role of gatekeeper to heaven. Luther’s admonition spawned the first mass-literacy
campaign in world history, as converts to Protestantism quickly learned to read in order to interpret
God’s word in the Bible.

Luther also changed the rules for salvation. The church had long taught that performing good works
along with receiving the church’s sacraments would help secure a place in heaven for believers.
Luther, by contrast, argued that one can’t win a place in heaven by racking up good works on Earth.
Rather, according to Luther, one’s ultimate fate is sealed at the very get-go, that every individual is
either elected to salvation or damned at birth by God. But then the question is: How does one live
with the terrible anxiety of not knowing what awaits him? Luther’s answer was that accepting one’s
calling in life and performing one’s role fully and without a lapse might be a sign that one had been
elected to salvation.

John Calvin went a step further, calling on his followers to continuously work at improving their lot
in life as a sign of possible election. By contending that each individual was duty-bound to improve
his or her calling, Protestant theologians unwittingly lent theological support to the new spirit of
entrepreneurialism. Implicit was the assumption that bettering one’s economic lot was a reflection of
one’s proper relationship with God and the natural order.

Although neither Luther nor Calvin had any intention of despiritualizing the faithful and creating
homo economicus, eventually the idea of improving one’s calling became indistinguishable from
improving one’s economic fortunes. The new emphasis on diligence, hard work, and frugality
metamorphosed over the course of the sixteenth and seventeenth centuries into the more economically
laden term of being “more productive.” Self-worth became less about being of good character in the
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eyes of God and more about being productive in the new market exchange economy.
In time, the idea of each person standing alone with their Lord began to take a back seat to the

notion of each person standing alone in the marketplace. Self-worth was now to be measured by self-
interest, which, in turn, was measured by the accumulation of property and wealth by cunning dealings
in the new market economy. Max Weber referred to this process that created the new man and woman
of the market as “the Protestant [work] ethic.”2

The new commercial zeal spilled over, bringing increasing numbers of Catholics and others into
the market fold. Where previously one’s place on the rungs of the Great Chain of Being that made up
God’s creation had defined one’s life journey in the feudal era, the new autonomous individual of the
soft market economy came to define his journey by the amassing of private property in the
marketplace.

THE ENLIGHTENMENT VIEW OF HUMAN NATURE
By the end of the soft market era in the late eighteenth century, a new cosmology had begun to emerge
that would give the new man and woman of the market an overarching narrative powerful enough to
push the Christian cosmology nearer to the sideline of history.

John Locke, the great Enlightenment philosopher, led the charge, presenting a spirited defense of
private property, arguing that its pursuit was a more accurate reflection of man’s “inherent nature”
than communal management of the feudal commons. Locke argued that each person creates his own
property by adding his labor to the raw material of nature, transforming it into things of value.
Although Locke acknowledged that in the primal state of nature all the Earth was held in common by
human beings and our fellow creatures, he explained in Two Treatises of Government that each
individual also “has a property in his own person: [and] this no body has any right to but himself.”3
Locke made the case that private property is a natural right, and therefore, any repudiation of it would
be tantamount to rejecting the natural order of things and denying the laws of nature.

Locke reasoned that

whatsoever then he removes out of the state that nature hath provided, and left it in, he hath mixed his labour with, and joined to it
something that is his own, and thereby makes it his property. It being by him removed from the common state nature hath placed it
in, it hath by this labour something annexed to it, that excludes the common right of other men: for his labour being the
unquestionable property of the labourer, no man but he can have a right to what is once joined to, at least where there is enough,

and as good, left in common for others.4

Locke then used his theory of the natural right to private property to tear apart the feudal property
regime based on proprietary obligations on the commons.

He, who appropriates land to himself by his labour, does not lessen, but increases the common stock of mankind: for the provisions
serving to the support of human life, produced by one acre of inclosed and cultivated land, are . . . ten times more than those which
are yielded by an acre of land of an equal richness lying waste in common. And therefore he that incloses land, and has a greater
plenty of the conveniences of life from ten acres, than he could have from an hundred left to nature, may truly be said to give

ninety acres to mankind.5

In this brief essay, Locke articulated the emerging cosmological narrative that would accompany
the modern market economy. The natural order of things was no longer to be found in Christianity’s
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Great Chain of Being but, rather, in the natural right to create private property by the sweat of one’s
own brow.

Adam Smith followed on the heels of Locke. In a final rebuff to the communal life exercised on the
feudal commons, he declared that market behavior represents people’s true nature. Smith wrote that

every individual is continually exerting himself to find out the most advantageous employment for whatever capital he can
command. It is his own advantage, indeed, and not that of society, which he has in view. But the study of his own advantage

naturally, or rather necessarily, leads him to prefer that employment which is most advantageous to the society.6

The social critic R. H. Tawney would later write of the momentous change that took European
society from a feudal to a market economy and from a theocratic to an economic worldview. He
observed that after the fall of the Christian-centered universe, what was left “was private rights and
private interests, the material of a society rather than a society itself.” Private property exchanged in
the market economy was henceforth “taken for granted as the fundamentals upon which social
organization was to be based, and about which no further argument was admissible.”7 Max Weber
was even more harsh, arguing that the replacement of spiritual values with economic ones in the
changeover from a Christian-centered universe to a materialist one represented “the disenchantment
of the world.”8

In fairness, it should be noted that despite the terrible toll in human suffering brought on by the
enclosure of the commons and the letting loose of millions of peasants from their ancestral land to
make their own way in a new urban world not yet ready to absorb their labor, the shift to a market
economy did eventually improve the lot of the average person in ways that would be unfathomable to
families living on the feudal commons.

The shift from a purely market-exchange economy in the late medieval era to a capitalist economy
by the mid-nineteenth century posed serious problems in regard to the notion of property. Recall
Locke’s natural right theory that what a person adds to nature by his own labor belongs to him alone
in the form of private property. Locke’s theory fit well in the simple market-exchange economy of the
late medieval era in which virtually everything sold and bought in the marketplace was the product of
an individual or family’s own labor.

The coming of capitalism, however, fundamentally changed the economic model. As mentioned,
craftsmen were stripped of their tools by capitalists and turned into free laborers, reclaiming only a
portion of the labor they expended in the form of a wage. The remainder of the labor value in the
product went to the company in the form of profit. Ownership was also transformed. The new owners
were shareholder investors whose own labor never went into the product at all and who had little to
no say over the management of the company, but who still received dividends from the profit
appropriated from the workers’ surplus labor. The dilemma is transparent. Were the workers being
deprived of their natural right to full ownership and disposition of the products they created with their
own labor? Feeble attempts were made to justify the appropriation of the workers’ surplus labor
value by arguing that capital is stored-up labor and that therefore investors are, in a more indirect
sense, “adding” their past labor to the process. Such justification appeared to be a thin reed and
didn’t hold up. Richard Schlatter keenly observed that

the classical school, beginning with the assumption that labour was the creator of property, was unable to construct an economic
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theory which was both consistent and did not lead to the conclusion that the man who profited without working was necessarily

robbing the workman.9

Socialist militants, whose collective voice was gaining strength across Europe by the 1840s,
picked up on the contradiction, which threatened to sever classical economic theory from capitalism.
The socialists castigated capitalism as an outlier, while praising the claims of classical economic
theory that every individual has a natural right to own the full fruits of his or her own labor.

Determined to avoid the break between classical economic theory and a budding capitalism, the
economists chose to abandon Locke’s natural rights theory of private property to the socialists and
scurried to find a new theory to fill the void. They found their answer in David Hume and Jeremy
Bentham’s theory of utilitarian value. Hume argued that property is a human convention born out of
common interest that leads each man “in concurrence with others, into a general plan or system of
actions, which tends to public utility.”10 In other words, the laws of property are codes that human
beings agree to follow because it is in their common interest.

Hume made it plain that he was sympathetic to the notion that what a man makes out of nature is his
own. He argued, however, that private property rights should be encouraged not because they were
based in natural rights but because they were “useful habits” and that property should be freely
exchanged in the marketplace because it was “so beneficial to human society.”11

By contending that the general welfare of society, defined as the pursuit of pleasure over pain, was
the basis of all property arrangements, the utilitarians could justify championing both the private
property of the laborer and the property rights embedded in capital, arguing that both forms of
property advanced the general welfare and are therefore useful. In both instances, it is utility alone
that justifies the practice.

Bentham was a bit more willing to take on the natural rights theory of property head on, arguing that
there is no such thing as natural property. Bentham explained that

rights are, then, the fruits of the law, and of the law alone. There are no rights without law—no rights contrary to the law—no

rights anterior to law . . . property and law are born and must die together.12

Utilitarian doctrine gave capitalists the lifeline they needed to justify their growing role as the
dominant force in the new industrial economy. Still, the natural rights theory of property continued to
hold sway, especially among the throngs of workers streaming into the factories and front offices of
the industrial economy and the small craftsmen and business owners who would continue to play a
critical, if not diminished, role in the era of big capital.

The utility doctrine, although ostensibly grounded in social convention rather than natural law, got
an unintentional boost from Charles Darwin. In his second book, The Descent of Man, Darwin argued
that human beings’ evolved mental faculties spawned the development of conscience, which
predisposed them to increasingly adhere to the utilitarian principle of championing the greatest good
for the greatest number. Darwin’s musings armed the economists with some reassuring “natural
support” for their utilitarianism.

However, Darwin wasn’t happy with the purloining of his theory of evolution. After all, he had
argued that our species’ utilitarian nature was of a higher order—one that promoted empathic

54



extension and cooperation among people—and was understandably upset to see his insights reduced
to a more strictly economic agenda of legitimizing a collective material self-interest. In his last
writings, Darwin challenged John Stuart Mill and other popular utilitarian economists, arguing that
“impulses do not by any means always arise from . . . anticipated pleasure.”13 To make his point, he
used the example of a person rushing to save a stranger in a fire despite the personal risk and without
any expectation of a reward. Darwin argued that the motivation to come to another’s rescue derived
from a deeper human impulse than pleasure—what he called the social instinct.14

The misuse of Darwin’s theory to jack up the utility theory of property had some measurable effect.
However, far more egregious and impactful was the wholesale expropriation of Darwin’s theory of
natural selection by the sociologist and philosopher Herbert Spencer to advance what would later be
called Social Darwinism—an ideologically inspired movement designed to justify the worst excesses
of a rampant capitalism in the latter part of the nineteenth century. Spencer seized on Darwin’s
description of natural selection to justify his own theory of economic evolution. Spencer wrote that
“this survival of the fittest, which I have here sought to express in mechanical terms, is that which Mr.
Darwin has called ‘natural selection, or the preservation of favored races in the struggle for life.’”15
While Darwin is widely credited with coining the term survival of the fittest, it was actually
conceived by Spencer after reading Darwin’s work. However, Darwin unfortunately inserted
Spencer’s narrative into the fifth edition of The Origin of Species, which was published in 1869.
Darwin wrote, “this preservation, during the battle for life, of varieties which possess any advantage
in structure, constitution, or instinct, I have called Natural Selection; and Mr. Herbert Spencer has
well expressed the same idea by the Survival of the Fittest.”16 Darwin meant the term as a metaphor
for “better designed for immediate, local environment.”17 Spencer, however, used the term to mean
in the best physical shape.

In Spencer’s hands, survival of the fittest came to mean that only the fittest organisms will survive.
Spencer hammered the term into the public discourse, unabashedly aligning himself with Darwin,
despite the fact that his own views of evolution were far more Lamarckian.

Darwin later went to great lengths to distance himself from the term survival of the fittest, even
apologizing for using it, but to no avail.18 The term stuck in the public consciousness and came to
define Darwin’s theory in the minds of successive generations.

Spencer argued that all the structures in the universe develop from a simple, undifferentiated state
to an ever more complex and differentiated state, characterized by greater integration of the various
parts. This process applied equally to the stars in the galaxies and the biological evolution here on
earth, as well as to human social organization.

Spencer viewed competition among firms in the marketplace as the expression of society’s natural
evolutionary development and believed that competition should be allowed to play out without
government interference—assuring that only the most complex and vertically integrated companies
would survive and flourish.

Spencer’s views helped legitimize the business interests of the day. By finding a rationale in nature
for companies’ pursuing ever larger, vertically integrated enterprises, controlled by even more
rationalized, centralized management, Spencer and the free-market economists who followed him
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successfully tempered any serious public opposition to the existing economic arrangements.

WHERE SPENCER AND HIS COMPATRIOTS erred was in believing that the increasing
complexity of society invariably required vertically integrated businesses and more centralized
command and control in the hands of fewer institutions and individuals. Complexity is not always
synonymous with vertical integration and centralization. In the case of the First and Second Industrial
Revolutions, the nature of the communication/energy matrices favored vertical integration of
economic activity to reduce marginal cost and create sufficient economies of scale to recoup
investments and make a profit. This proved to be equally true, I might add, under both capitalist and
socialist regimes, as we saw in both the Soviet Union and China and even in the mixed social market
economies in Europe. We shouldn’t confuse ownership of the means of production with the
organization of the mode of production. Both capitalist and socialist regimes organize production in
integrated, vertically scaled enterprises because of the increased efficiencies, despite their different
patterns of ownership and distribution of earnings.

But how do we go about organizing an economy where the entry costs in establishing a
communication/energy matrix are substantially lower and paid for in large part by hundreds of
millions of individuals in peer-to-peer networks, and where the marginal costs of generating, storing,
and sharing communications, energy, and a growing number of products and services are heading to
nearly zero?

A new communication/energy matrix is emerging, and with it a new “smart” public infrastructure.
The Internet of Things (IoT) will connect everyone and everything in a new economic paradigm tha
is far more complex than the First and Second Industrial Revolutions, but one whose architecture is
distributed rather than centralized. Even more important, the new economy will optimize the general
welfare by way of laterally integrated networks on the Collaborative Commons, rather than vertically
integrated businesses in the capitalist market.

The effect of all this is that the corporate monopolies of the twentieth century are now coming up
against a disruptive threat of incalculable proportions brought on by the emerging IoT infrastructure.
New types of social enterprises can plug and play into the IoT and take advantage of its open,
distributed, and collaborative architecture to create peer-to-peer lateral economies of scale that
eliminate virtually all of the remaining middlemen. The compression dramatically increases
efficiencies and productivity while reducing marginal costs to near zero, enabling the production and
distribution of nearly free goods and services.

Although the vertically integrated monopolies that ruled over the Second Industrial Revolution of
the twentieth century are struggling to hold off the assault, their efforts are proving futile. The giant
monopolies that presided over the music industry, the publishing industry, the print and electronic
media, and large parts of the entertainment industry, have already experienced, firsthand, the “shock
and awe” of peer production in laterally integrated economies of scale networks that push marginal
costs to near zero. As the IoT infrastructure matures, we can expect a routing of many of the corporate
giants in fields ranging from energy and power generation to communications, manufacturing, and
services.

These far reaching economic changes are beginning to affect an even more profound change in
human consciousness itself. The new economic paradigm is being accompanied by a sweeping rethink
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of human nature that is fundamentally altering the way we perceive our relationship to the Earth.
Thomas Paine, the great American revolutionary, once remarked that “every age and generation must
be as free to act for itself.”19 A new generation is nurturing an embryonic near zero marginal cost
society, changing its worldview, and bringing new meaning to the human journey.
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PART II
THE NEAR ZERO MARGINAL COST

SOCIETY
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CHAPTER FIVE
EXTREME PRODUCTIVITY, THE INTERNET

OF THINGS, AND FREE ENERGY

f I had told you 25 years ago that, in a quarter century’s time, one-third of the human race would
be communicating with one another in huge global networks of hundreds of millions of people—
exchanging audio, video, and text—and that the combined knowledge of the world would be

accessible from a cellphone, that any single individual could post a new idea, introduce a product, or
pass a thought to a billion people simultaneously, and that the cost of doing so would be nearly free,
you would have shaken your head in disbelief. All are now reality.

But what if I were to say to you that 25 years from now, the bulk of the energy you use to heat your
home and run your appliances, power your business, drive your vehicle, and operate every part of the
global economy will likewise be nearly free? That’s already the case for several million early
adopters who have transformed their homes and businesses into micropower plants to harvest
renewable energy on site. Even before any of the fixed costs for installation of solar and wind are
paid back—often in as little as two to eight years—the marginal cost of the harvested energy is nearly
free.1 Unlike fossil fuels and uranium for nuclear power, in which the commodity itself always costs
something, the sun collected on your rooftop, the wind traveling up the side of your building, the heat
coming up from the ground under your office, and the garbage anaerobically decomposing into
biomass energy in your kitchen are all nearly free.

And what if nearly free information were to begin managing nearly free green energy, creating an
intelligent communication/energy matrix and infrastructure that would allow any business in the world
to connect, share energy across a continental Energy Internet, and produce and sell goods at a fraction
of the price charged by today’s global manufacturing giants? That too is beginning to evolve on a
small scale as hundreds of start-up businesses establish 3D printing operations, infofacturing products
at near zero marginal cost, powering their Fab Labs with their own green energy, marketing their
goods for nearly free on hundreds of global websites, and delivering their products in electric and
fuel-cell vehicles powered by their own green energy. (We will discuss the up-front fixed capital
costs of establishing the collaborative infrastructure shortly.)

And what if millions of students around the world who had never before had access to a college
education were suddenly able to take courses taught by the most distinguished scholars on the planet
and receive credit for their work, all for free? That’s now happening.

And finally, what if the marginal cost of human labor in the production and distribution of goods
and services were to plummet to near zero as intelligent technology substitutes for workers across
every industry and professional and technical field, allowing businesses to conduct much of the
commercial activity of civilization more intelligently, efficiently, and cheaply than with conventional
workforces? That too is occuring as tens of millions of workers have already been replaced by
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intelligent technology in industries and professional bodies around the world. What would the human
race do, and more importantly, how would it define its future on Earth, if mass and professional labor
were to disappear from economic life over the course of the next two generations? That question is
now being seriously raised for the first time in intellectual circles and public policy debates.

EXTREME PRODUCTIVITY
Getting to near zero marginal cost and nearly free goods and services is a function of advances in
productivity. Productivity is “a measure of productive efficiency calculated as the ratio of what is
produced to what is required to produce it.”2 If the cost of producing an additional good or service is
nearly zero, that would be the optimum level of productivity.

Here again, we come face-to-face with the ultimate contradiction at the heart of capitalism. The
driving force of the system is greater productivity, brought on by increasing thermodynamic
efficiencies. The process is unsparing as competitors race to introduce new, more productive
technologies that will lower their production costs and the price of their products and services to lure
in buyers. The race continues to pick up momentum until it approaches the finish line, where the
optimum efficiency is reached and productivity peaks. That finish line is where the marginal cost of
producing each additional unit is nearly zero. When that finish line is crossed, goods and services
become nearly free, profits dry up, the exchange of property in markets shuts down, and the capitalist
system dies.

Until very recently, economists were content to measure productivity by two factors: machine
capital and labor performance. But when Robert Solow—who won the Nobel Prize in economics in
1987 for his growth theory—tracked the Industrial Age, he found that machine capital and labor
performance only accounted for approximately 14 percent of all of the economic growth, raising the
question of what was responsible for the other 86 percent. This mystery led economist Moses
Abramovitz, former president of the American Economic Association, to admit what other economists
were afraid to acknowledge—that the other 86 percent is a “measure of our ignorance.”3

Over the past 25 years, a number of analysts, including physicist Reiner Kümmel of the University
of Würzburg, Germany, and economist Robert Ayres at INSEAD business school in Fontainebleau
France, have gone back and retraced the economic growth of the industrial period using a three-factor
analysis of machine capital, labor performance, and thermodynamic efficiency of energy use. They
found that it is “the increasing thermodynamic efficiency with which energy and raw materials are
converted into useful work” that accounts for most of the rest of the gains in productivity and growth
in industrial economies. In other words, “energy” is the missing factor.4

A deeper look into the First and Second Industrial Revolutions reveals that the leaps in
productivity and growth were made possible by the communication/energy matrix and accompanying
infrastructure that comprised the general-purpose technology platform that firms connected to. For
example, Henry Ford could not have enjoyed the dramatic advances in efficiency and productivity
brought on by electrical power tools on the factory floor without an electricity grid. Nor could
businesses reap the efficiencies and productivity gains of large, vertically integrated operations
without the telegraph and, later, the telephone providing them with instant communication, both
upstream to suppliers and downstream to distributors, as well as instant access to chains of command
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in their internal and external operations. Nor could businesses significantly reduce their logistics
costs without a fully built-out road system across national markets. Likewise, the electricity grid,
telecommunications networks, and cars and trucks running on a national road system were all
powered by fossil fuel energy, which required a vertically integrated energy infrastructure to move
the resource from the wellhead to the refineries and gasoline stations.

This is what President Barack Obama was trying to get at in his now-famous utterance during the
2012 presidential election campaign: “You didn’t build that.” While the Republican Party
opportunistically took the quote out of context, what Obama meant was that successful businesses
require infrastructure—electricity transmission lines, oil and gas pipelines, communication networks,
roads, schools, etc.—if they are to be productive.5 No business in an integrated market economy can
succeed without an infrastructure. Infrastructures are public goods and require government
enablement as well as market facilitation. Common sense, yes, but it was lost in the fury that followed
President Obama’s remarks, in a country where the prevailing myth is that all economic success is a
result of entrepreneurial acumen alone and that government involvement is always a deterrent to
growth.

Public infrastructure is, for the most part, paid for or subsidized by taxes and overseen and
regulated by the government, be it on the local, state, or national level. The general-purpose
technology infrastructure of the Second Industrial Revolution provided the productive potential for a
dramatic increase in growth in the twentieth century. Between 1900 and 1929, the United States built
out an incipient Second Industrial Revolution infrastructure—the electricity grid, telecommunications
network, road system, oil and gas pipelines, water and sewer systems, and public school systems.
The Depression and World War II slowed the effort, but after the war the laying down of the
interstate highway system and the completion of a nationwide electricity grid and telecommunications
network provided a mature, fully integrated infrastructure. The Second Industrial Revolution
infrastructure advanced productivity across every industry, from automobile production to suburban
commercial and residential building developments along the interstate highway exits.

During the period from 1900 to 1980 in the United States, aggregate energy efficiency—the ratio of
useful to potential physical work that can be extracted from materials—steadily rose along with the
development of the nation’s infrastructure, from 2.48 percent to 12.3 percent. The aggregate energy
efficiency leveled off in the late 1990s at around 13 percent with the completion of the Second
Industrial Revolution infrastructure.6 Despite a significant increase in efficiency, which gave the
United States extraordinary productivity and growth, nearly 87 percent of the energy we used in the
Second Industrial Revolution was wasted during transmission.7

Even if we were to upgrade the Second Industrial Revolution infrastructure, it’s unlikely to have
any measurable effect on efficiency, productivity, and growth. Fossil fuel energies have matured and
are becoming more expensive to bring to market. And the technologies designed and engineered to run
on these energies, like the internal-combustion engine and the centralized electricity grid, have
exhausted their productivity, with little potential left to exploit.

Needless to say, 100 percent thermodynamic efficiency is impossible. New studies, however,
including one conducted by my global consulting group, show that with the shift to a Third Industrial
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Revolution infrastructure, it is conceivable to increase aggregate energy efficiency to 40 percent or
more in the next 40 years, amounting to a dramatic increase in productivity beyond what the economy
experienced in the twentieth century.8

THE INTERNET OF THINGS
The enormous leap in productivity is possible because the emerging Internet of Things is the first
smart-infrastructure revolution in history: one that will connect every machine, business, residence,
and vehicle in an intelligent network comprised of a Communications Internet, Energy Internet, and
Logistics Internet, all embedded in a single operating system. In the United States alone, 37 million
digital smart meters are now providing real-time information on electricity use.9 Within ten years,
every building in America and Europe, as well as other countries around the world, will be equipped
with smart meters. And every device—thermostats, assembly lines, warehouse equipment, TVs,
washing machines, and computers—will have sensors connected to the smart meter and the Internet of
Things platform. In 2007, there were 10 million sensors connecting every type of human contrivance
to the Internet of Things. In 2013, that number was set to exceed 3.5 billion, and even more
impressive, by 2030 it is projected that 100 trillion sensors will connect to the IoT.10 Other sensing
devices, including aerial sensory technologies, software logs, radio frequency identification readers,
and wireless sensor networks, will assist in collecting Big Data on a wide range of subjects from the
changing price of electricity on the grid, to logistics traffic across supply chains, production flows on
the assembly line, services in the back and front office, as well as up-to-the-moment tracking of
consumer activities.11 As mentioned in chapter 1, the intelligent infrastructure, in turn, will feed a
continuous stream of Big Data to every business connected to the network, which they can then
process with advanced analytics to create predictive algorithms and automated systems to improve
their thermodynamic efficiency, dramatically increase their productivity, and reduce their marginal
costs across the value chain to near zero.

Cisco systems forecasts that by 2022, the Internet of Everything will generate $14.4 trillion in cost
savings and revenue.12 A General Electric study published in November 2012 concludes that the
efficiency gains and productivity advances made possible by a smart industrial Internet could resound
across virtually every economic sector by 2025, impacting “approximately one half of the global
economy.” It’s when we look at each industry, however, that we begin to understand the productive
potential of establishing the first intelligent infrastructure in history. For example, in just the aviation
industry alone, a mere 1 percent improvement in fuel efficiency, brought about by using Big Data
analytics to more successfully route traffic, monitor equipment, and make repairs, would generate
savings of $30 billion over 15 years.13

The health-care field is still another poignant example of the productive potential that comes with
being embedded in an Internet of Things. Health care accounted for 10 percent of global GDP, or $7.1
trillion in 2011, and 10 percent of the expenditures in the sector “are wasted from inefficiencies in the
system,” amounting to at least $731 billion per year. Moreover, according to the GE study, 59 percent
of the health-care inefficiencies, or $429 billion, could be directly impacted by the deployment of an
industrial Internet. Big Data feedback, advanced analytics, predictive algorithms, and automation
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systems could cut the cost in the global health-care sector by 25 percent according to the GE study,
for a savings of $100 billion per year. Just a 1 percent reduction in cost would result in a savings of
$4.2 billion per year, or $63 billion over a 15-year period.14 Push these gains in efficiency from 1
percent, to 2 percent, to 5 percent, to 10 percent, in the aviation and health-care sectors and across
every other sector, and the magnitude of the economic change becomes readily apparent.

The term Internet of Things was coined by Kevin Ashton, one of the founders of the MIT Auto ID
Center, back in 1995. In the years that followed, the IoT languished, in part, because the cost of
sensors and actuators embedded in “things” was still relatively expensive. In an 18 month period
between 2012 and 2013, however, the cost of radio-frequency identification (RFID) chips, which are
used to monitor and track things, plummeted by 40 percent. These tags now cost less than ten cents
each.15 Moreover, the tags don’t require a power source because they are able to transmit their data
using the energy from the radio signals that are probing them. The price of micro-electromechanical
systems (MEMS), including gyroscopes, accelerometers, and pressure sensors, has also dropped by
80 to 90 percent in the past five years.16

The other obstacle that slowed the deployment of the IoT has been the Internet protocol, IPv4
which allows only 4.3 billion unique addresses on the Internet (every device on the Internet must be
assigned an Internet protocol address). With most of the IP addresses already gobbled up by the more
than 2 billion people now connected to the Internet, few addresses remain available to connect
millions and eventually trillions of things to the Internet. Now, a new Internet protocol version, IPv6,
has been developed by the Internet Engineering Task Force; it will expand the number of available
addresses to a staggering 340 trillion trillion trillion—more than enough to accommodate the
projected 2 trillion devices expected to be connected to the Internet in the next ten years.17

Nick Valéry, a columnist at The Economist, breaks down these incomprehensibly large numbers,
making sense of them for the average individual. To reach the threshold of 2 trillion devices
connected to the Internet in less than ten years, each person would only need to have “1,000 of their
possessions talking to the Internet.”18 In developed economies, most people have approximately
1,000 to 5,000 possessions.19 That might seem like an inordinately high number, but when we start to
look around the house, garage, automobile, and office, and count up all the things from electric
toothbrushes to books to garage openers to electronic pass cards to buildings, it’s surprising how
many devices we have. Many of these devices will be tagged over the next decade or so, using the
Intenet to connect our things to other things.

Valérey is quick to point out a number of big unresolved issues that are beginning to dog the
widespread rollout of the IoT, potentially impeding its rapid deployment and public acceptance. He
writes:

The questions then become: Who assigns the identifier? Where and how is the information in the database made accessible? How
are the details, in both the chip and the database, secured? What is the legal framework for holding those in charge accountable?

Valéry warns that

glossing over such matters could seriously compromise any personal or corporate information associated with devices connected to
the internet. Should that happen through ignorance or carelessness, the internet of things could be hobbled before it gets out of the
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gate.20

Connecting everyone and everything in a neural network brings the human race out of the age of
privacy, a defining characteristic of modernity, and into the era of transparency. While privacy has
long been considered a fundamental right, it has never been an inherent right. Indeed, for all of human
history, until the modern era, life was lived more or less publicly, as befits the most social species on
Earth. As late as the sixteenth century, if an individual was to wander alone aimlessly for long
periods of time in daylight, or hide away at night, he or she was likely to be regarded as possessed. In
virtually every society that we know of before the modern era, people bathed together in public, often
urinated and defecated in public, ate at communal tables, frequently engaged in sexual intimacy in
public, and slept huddled together en masse.

It wasn’t until the early capitalist era that people began to retreat behind locked doors. The
bourgeois life was a private affair. Although people took on a public persona, much of their daily
lives were pursued in cloistered spaces. At home, life was further isolated into separate rooms, each
with their own function—parlors, music rooms, libraries, etc. Individuals even began to sleep alone
in separate beds and bedrooms for the very first time.

The enclosure and privatization of human life went hand-in-hand with the enclosure and
privatization of the commons. In the new world of private property relations, where everything was
reduced to “mine” versus “thine,” the notion of the autonomous agent, surrounded by his or her
possessions and fenced off from the rest of the world, took on a life of its own. The right to privacy
came to be the right to exclude. The notion that every man’s home is his castle accompanied the
privatization of life. Successive generations came to think of privacy as an inherent human quality
endowed by nature rather than a mere social convention fitting a particular moment in the human
journey.

Today, the evolving Internet of Things is ripping away the layers of enclosure that made privacy
sacrosanct and a right regarded as important as the right to life, liberty, and the pursuit of happiness.
For a younger generation growing up in a globally connected world where every moment of their
lives are eagerly posted and shared with the world via Facebook, Twitter, YouTube, Instagram, and
countless other social media sites, privacy has lost much of its appeal. For them, freedom is not
bound up in self-contained autonomy and exclusion, but rather, in enjoying access to others and
inclusion in a global virtual public square. The moniker of the younger generation is transparency, its
modus operandi is collaboration, and its self-expression is exercised by way of peer production in
laterally scaled networks.

Whether future generations living in an increasingly interconnected world—where everyone and
everything is embedded in the Internet of Things—will care much about privacy is an open question.

Still, in the long passage from the capitalist era to the Collaborative Age, privacy issues will
continue to be a pivotal concern, determining, to a great extent, both the speed of the transition and the
pathways taken into the next period of history.

The central question is: When every human being and every thing is connected, what boundaries
need to be established to ensure that an individual’s right to privacy will be protected? The problem
is that third parties with access to the flow of data across the IoT, and armed with sophisticated
software skills, can penetrate every layer of the global nervous system in search of new ways to
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exploit the medium for their own ends. Cyber thieves can steal personal identities for commercial
gain, social media sites can sell data to advertisers and marketers to enhance their profits, and
political operatives can pass on vital information to foreign governments. How then do we ensure an
open, transparent flow of data that can benefit everyone while guaranteeing that information
concerning every aspect of one’s life is not used without their permission and against their wishes in
ways that compromise and harm their well-being?

The European Commission has begun to address these issues. In 2012, the Commission held an
intensive three month consultation, bringing together more than 600 leaders from business
associations, civil society organizations, and academia, in search of a policy approach that will
“foster a dynamic development of the Internet of Things in the digital single market while ensuring
appropriate protection and trust of EU citizens.”21

The Commission established a broad principle to guide all future developments of the Internet of
Things:

In general, we consider that privacy & data protection and information security are complimentary requirements for IoT services.
In particular, information security is regarded as preserving the confidentiality, integrity and availability (CIA) of information. We
also consider that information security is perceived as a basic requirement in the provision of IoT services for the industry, both

with a view to ensure information security for the organization itself, but also for the benefit of citizens.22

To advance these protections and safeguards, the Commission proposed that mechanisms be put in
place

to ensure that no unwanted processing of personal data takes place and that individuals are informed of the processing, its
purposes, the identity of the processor and how to exercise their rights. At the same time processors need to comply with the data

protection principles.23

The Commission further proposed specific technical means to safeguard user privacy, including
technology to secure data protection. The Commission concluded with a declaration that “it should be
ensured, that individuals remain in control of their personal data and that IoT systems provide
sufficient transparency to enable individuals to effectively exercise their data subject rights.”24

No one is naïve regarding the difficulty of turning theory to practice when it comes to securing
everyone’s right to control and dispose of their own data in an era that thrives on transparency,
collaboration, and inclusivity. Yet there is a clear understanding that if the proper balance is not
struck between transparency and the right to privacy, the evolution of the Internet of Things is likely to
be slowed, or worse, irretrievably compromised and lost, thwarting the prospects of a Collaborative
Age. (These questions of privacy, security, access, and governance will be examined at length
throughout the book.)

Although the specter of connecting everyone and everything in a global neural network is a bit
scary, it’s also exciting and liberating at the same time, opening up new possibilities for living
together on Earth, which we can only barely envision at the outset of this new saga in the human story.

The business community is quickly marshaling its resources, determined to wrest value from a
technological revolution whose effects are likely to match and even exceed the advent of electricity at
the dawn of the Second Industrial Revolution. In 2013 The Economist’s intelligence unit published
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the first global business index on the “quiet revolution” that’s beginning to change society. The
Economist surveyed business leaders across the world, concentrating on the key industries of
financial services, manufacturing, health care, pharmaceuticals, biotechnology, IT and technology,
energy and natural resources, and construction and real estate.

The report started off by observing that the rapid drop in technology costs and new developments in
complimentary fields including mobile communication and cloud computing, along with an increase
in government support, is pushing the IoT to the center stage of the global economy. Thirty-eight
percent of the corporate leaders surveyed forecast that the IoT would have a “major impact in most
markets and most industries” within the next three years, and an additional 40 percent of respondents
said it would have “some impact on a few markets or industries.” Only 15 percent of corporate
executives felt that the IoT would have only “a big impact for only a small number of global
players.”25 Already, more that 75 percent of global companies are exploring or using the IoT in their
businesses to some extent and two in five CEOs, CFOs, and other C-suite level respondents say they
have “a formal meeting or conversation about the IoT at least once a month.”26

Equally interesting, 30 percent of the corporate leaders interviewed said that the IoT will “unlock
new revenue opportunities for existing products/services.” Twenty-nine percent said the IoT “will
inspire new working practices or business processes.” Twenty-three percent of those surveyed said
the IoT “will change our existing business model or business strategy.” Finally, 23 percent of
respondents said that the IoT “will spark a new wave of innovation.” Most telling, more than 60
percent of executives “agree that companies that are slow to integrate the IoT will fall behind the
competition.”27

The central message in The Economist survey is that most corporate leaders are convinced that the
potential productivity gains of using the Internet of Things across the value chain are so compelling
and disruptive to the old ways of doing business that they have no choice but to try to get ahead of the
game by embedding their business operations in the IoT platform.

However, the IoT is a double-edged sword. The pressure to increase thermodynamic efficiency and
productivity and to reduce marginal costs will be irresistible. Companies that don’t forge ahead by
taking advantage of the productivity potential will be left behind. Yet the unrelenting forward thrust in
productivity let loose by an intelligent force operating at every link and node across the entire Third
Industrial Revolution infrastructure is going to take the marginal cost of generating green electricity
and producing and delivering an array of goods and services to near zero within a 25-year span. The
evolution of the Internet of Things will likely follow roughly the same time line that occurred from the
takeoff stage of the World Wide Web in 1990 to now, when an exponential curve resulted in the
plummeting costs of producing and sending information.

EXPONENTIAL CURVES
Admittedly, such claims appear overstated until we take a closer look at the meaning of the word
exponential. I remember when I was a kid—around 13 years old—a friend offered me an interesting
hypothetical choice. He asked whether I would accept $1 million up front or, instead, one dollar the
first day and a doubling of that amount every day for one month. I initially said “you have to be
kidding . . . anyone in their right mind would take the million.” He said, “hold on, do the math.” So I
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took out a paper and pencil and began doubling the dollar. After 31 days of doubling, I was at over
one billion dollars. That’s one thousand millions. I was blown away.

Exponential growth is deceptive; it creeps up on you. On day 15, the doubling process had only
reached $16,384, leaving me confident that I had struck the right deal going for one million cash in
hand. The next six days of doubling was a shocker. With just six more doublings, the figure had
already topped $1 million. The next ten days knocked my socks off. By the thirty-first day of the
month, the doubling of that dollar had topped $1 billion. I had just been introduced to exponential
growth.

Most of us have a difficult time grasping exponential growth because we are so used to thinking in
linear terms. The concept itself received very little attention in the public mind until Gordon Moore,
cofounder of Intel, the world’s largest semiconductor chip maker, noted a curious phenomenon, which
he described in a now-famous paper published in 1965. Moore observed that the number of
components in an integrated circuit had been doubling every year since its invention in 1958:

The complexity for minimum component costs has increased at a rate of roughly a factor of two per year. Certainly over the short

term this rate can be expected to continue, if not to increase.28

Moore slightly modified his earlier projection in 1975 saying that the doubling is occurring every
two years. That doubling process continued for another 37 years, although recently, scientists have
begun to predict a slowing in the number of transistors that can be put on a computer chip. The
physicist Michio Kaku says we’re already beginning to see a slowdown and that Moore’s Law, at
least in regard to chips, will peter out in another ten years using conventional silicon technology.
Anticipating the slowdown, Intel is introducing its 3D processors, confident it can keep the doubling
in place a bit longer.

Kaku points out that there is an upper limit on how much computing power can be squeezed out of
silicon. He adds, however, that newer technologies like 3D chips, optical chips, parallel processing,
and eventually molecular computing and even quantum computing will likely ensure an exponential
growth curve in computing power well into the future.29

Moore’s Law has since been observed in a wide range of information technologies. Hard-disc
storage capacity is experiencing a similar exponential growth curve. Network capacity—the amount
of data going through an optical fiber—has achieved an even steeper exponential curve: the amount of
data transmitted on an optical network is doubling every nine months or so.30

It’s the exponential factor that allowed computing costs to plummet for more than 50 years. When
the first giant mainframe computers were being developed, the cost of computing was huge and out of
commercial reach. The conventional wisdom was that, at best, only the military and a few research
institutions could ever cover the costs. What experts failed to take into account was exponential
growth in capacity and the falling costs of production. The invention of the integrated circuit (the
microchip) changed the equation. Where 50 years ago a computer might cost millions of dollars,
today hundreds of millions of people are equipped with relatively cheap smartphones with thousands
of times more computing capacity than the most powerful mainframe computers of the 1960s.31 In the
year 2000, one gigabyte of hard-drive space cost in the neighborhood of 44 dollars. By 2012, the cost
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had plunged to seven cents. In 2000, it cost $193 per gigabyte to stream video. Ten years later, that
cost had dropped to three cents.32

To appreciate the significance of the exponential curve in computing power and cost reduction,
consider this: the first commercially successful mass-produced business computer, the IBM 1401,
often referred to as the Model T of the computer industry, debuted in 1959. The machine was five feet
high and three feet wide and came with 4,096 characters of memory. It could perform 193,000
additions of eight-digit numbers in 60 seconds. The cost to rent IBM’s computer was $30,000 per
year.33 In 2012, the Raspberry Pi, the world’s cheapest computer, went on sale for 25 dollars.34 The
Raspberry Pi Foundation is being swamped with orders from buyers in developing countries as well
as in first-world markets.

Today’s cell phones weigh a few ounces, can fit into a coat pocket, and cost a few hundred dollars.
Sometimes they are even given away for free if the customer buys the carrier’s service plan. Yet they
have thousands of times as much memory as the original Cray-1A computer of the late 1970s, which
cost close to $9 million and weighed over 12,000 pounds.35 The marginal cost of computing power
is heading to zero.

The exponential curve in generating information has fundamentally altered the way we live. As
mentioned earlier, much of the human race is connecting with one another on the Internet and sharing
information, entertainment, news, and knowledge for nearly free. They have already passed into the
zero marginal cost society.

The exponential curve has migrated from the world of computing to become a standard for
measuring economic success across a range of technologies, becoming a new benchmark for
commercial performance and returns on investment.

FREE ENERGY
Nowhere is exponentiality more discussed today than in the renewable-energy industry. Many of the
key players have come over from the information technology and Internet sectors to apply experience
they garnered there to the new energy paradigm. They correctly sense two uncanny parallels.

First, the harvesting power of renewable energy technology is experiencing its own exponential
growth curve in solar and wind, with geothermal, biomass, and hydro expected to follow. Like the
computer industry, the renewable energy industry has had to reckon with initially high capital costs in
the research, development, and market deployment of each new generation of the technology.
Companies are also forced to stay two to three generations ahead of their competitors in anticipating
when to bring new innovations online, or risk being crushed by the force of the exponential curve. A
number of market leaders have gone belly-up in recent years because they were tied into old
technologies and were swept away by the speed of innovation. Industry analysts forecast that the
harvesting technology for solar and small wind power will be as cheap as cell phones and laptops
within 15 years.

Second, like the Communications Internet where the up-front costs of establishing the infrastructure
were considerable, but the marginal cost of producing and distributing information is negligible, the
up-front costs of establishing an Energy Internet are likewise significant, but the marginal cost of
producing each unit of solar and wind power is nearly zero. Renewable energy, like information, is
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nearly free after accounting for the fixed costs of research, development, and deployment.
Internet technology and renewable energies are beginning to merge to create an Energy Internet that

will change the way power is generated and distributed in society. In the coming era, hundreds of
millions of people will produce their own renewable energy in their homes, offices, and factories and
share green electricity with each other on an Energy Internet, just as we now generate and share
information online. When Internet communications manage green energy, every human being on Earth
becomes his or her own source of power, both literally and figuratively. The creation of a renewable-
energy regime, loaded by buildings, partially stored in the form of hydrogen, distributed via a green
electricity Internet, and connected to plug-in, zero-emission transport, establishes the five pillar
mechanism that will allow billions of people to share energy at near zero marginal cost in an IoT
world.

The scientific community is abuzz over the exponential curves in renewable-energy generation.
Scientific American published an article in 2011 asking whether Moore’s Law applies to solar
energy, and if so, might we already be on the course of a paradigm shift in energy similar to what has
occurred in computing. The answer is an unqualified yes.

The impact on society is all the more pronounced when we consider the vast potential of solar as a
future energy source. The sun beams 470 exajoules of energy to Earth every 88 minutes—equaling the
amount of energy human beings use in a year. If we could grab hold of one-tenth of 1 percent of the
sun’s energy that reaches Earth, it would give us six times the energy we now use across the global
economy.36

Despite the fact that the sun is clearly the universal energy source from which all our fossil fuel and
other energies are derived, it makes up less than 0.2 percent of the current energy mix primarily
because, up until recently, it has been expensive to capture and distribute—this is no longer the case.

Richard Swanson, the founder of SunPower Corporation, observed the same doubling phenomena
in solar that Moore did in computer chips. Swanson’s law holds that the price of solar photovoltaic
(PV) cells tends to drop by 20 percent for every doubling of industry capacity. Crystalline silicon
photovoltaic cell prices have fallen dramatically, from $60 a watt in 1976 to $0.66 a watt in 2013.37

Solar cells are capturing more solar energy that strikes them while reducing the cost of harvesting
the energy. Solar efficiencies for triple junction solar cells in the laboratory have reached 41 percent.
Thin film has hit 20 percent efficiency in the laboratory.38

If this trend continues at the current pace—and most studies actually show an acceleration in
exponentiality—solar energy will be as cheap as the current average retail price of electricity today
by 2020 and half the price of coal electricity today by 2030.39

The German power market is just beginning to experience the commercial impact of near zero
marginal cost renewable energy. In 2013, Germany was already generating 23 percent of its
electricity by renewable energy and is expected to generate 35 percent of its electricity from
renewables by 2020.40 The problem is that during certain times of day, the surge of solar and wind
power flooding into the grid is exceeding the demand for electricity, resulting in negative prices. Nor
is Germany alone. Negative prices for electricity are popping up in places as diverse as Sicily and
Texas.41
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This is a wholly new reality in the electricity market and a harbinger of the future as renewable
energy comes to make up an increasing percentage of electricity generation. Negative prices are
disrupting the entire energy industry. Utilities are having to push back on investing in “backup” gas
and coal fired power plants because they can no longer guarantee a reliable return on their
investments. In Germany, a gas- or coal-fired power plant that might cost $1 billion to build, but that
will no longer run at full capacity because of the onslaught of renewable energies into the grid, can
only pay for itself on days when there is no wind or heavy cloud cover. This extends the time it takes
to pay off building new coal- and gas-fired plants, making the investments unfeasable. As a result,
renewable energy is already beginning to push fossil-fuel-powered plants off the grid, even at this
early stage of the Third Industrial Revolution.42

Global energy companies are being pummeled by the exponentiality of renewable energy. BP
released a global energy study in 2011, reporting that solar generating capacity grew by 73.3 percent
in 2011, producing 63.4 gigawatts, or ten times greater than its level just five years earlier.43
Installed solar capacity has been doubling every two years for the past 20 years with no end in
sight.44

Even in the United States, where the transition to new green energies has been tepid compared to
Europe, the power sector is reeling. David Crane, president and CEO of NGR Energy, noted i
November 2011 that “in the last two years, the delivered cost of energy from PV was cut in half.
NGR expects the cost to fall in half again in the next two years, which would make solar power less
expensive than retail electricity in roughly 20 states,” all of which will revolutionize the energy
industry.45

Like solar radiation, wind is ubiquitous and blows everywhere in the world—although its strength
and frequency varies. A Stanford University study on global wind capacity concluded that if 20
percent of the world’s available wind was harvested, it would generate seven times more electricity
than we currently use to run the entire global economy.46 Wind capacity has been growing
exponentially since the early 1990s and has already reached parity with conventionally generated
electricity from fossil fuels and nuclear power in many regions of the world. In the past quarter
century, wind turbine productivity increased 100-fold and the average capacity per turbine grew by
more than 1,000 percent. Increased performance and productivity has significantly reduced the cost of
production, installation, and maintenance, leading to a growth rate of more than 30 percent per year
between 1998 and 2007, or a doubling of capacity every two and a half years.47

Naysayers argue that subsidies for green energy, in the form of feed-in tariffs, artificially prop up
the growth curve. The reality is that they merely speed up adoption and scale, encourage competition,
and spur innovation, which further increases the efficiency of renewable energy harvesting
technologies and lowers the cost of production and installation. In country after country, solar and
wind energy are nearing parity with conventional fossil fuel and nuclear power, allowing the
government to begin phasing out tariffs. Meanwhile, the older fossil fuel energies and nuclear power,
although mature and well past their prime, continue to be subsidized at levels that far exceed the
subsidies extended to renewable energy.

A study prepared by the Energy Watch Group predicts four different future market-share scenarios
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of new wind- and solar-power-plant installations, estimating 50 percent market share by 2033, with a
more optimistic estimate of reaching the same goal as early as 2017.48 While solar and wind are on a
seemingly irreversible exponential path to near zero marginal costs, geothermal energy, biomass, and
wave and tidal power are likely to reach their own exponential takeoff stage within the next decade,
bringing the full sweep of renewable energies into an exponential curve in the first half of the twenty-
first century.

Still, the powers that be continually lowball their projections of renewable energy’s future share of
the global energy market, in part because, like the IT and telecommunications industry in the 1970s,
they aren’t anticipating the transformative nature of exponential curves, even when faced with the
cumulative doubling evidence of several decades.

Ray Kurzweil, the MIT inventor and entrepreneur who is now head of engineering at Google and
has spent a lifetime watching the powerful disruptive impact of exponential growth on the IT industry,
did the math just on solar alone. Based on the past 20 years of doubling, Kurzweil concluded that
“after we double eight more times and we’re meeting all of the world’s energy needs through solar,
we’ll be using one part in 10,000 of the sunlight that falls on earth.”49 Eight more doublings will take
just 16 years, putting us into the solar age by 2028.

Kurzweil may be a bit optimistic. My own read is that we’ll reach nearly 80 percent renewable
energy generation well before 2040, barring unforeseen circumstances.

GETTING CLOSER TO NEAR ZERO
Skeptics legitimately argue that nothing we exchange is ever really free. Even after the IoT is fully
paid for and plugged in, there will always be some costs in generating and distributing information
and energy. For that reason, we always use the term near zero when referring to the marginal cost of
delivering information, green energy, and goods and services.

Although the marginal costs of delivering information are already tiny, there is a considerable
effort afoot to reduce them even further, to get as close as possible to zero marginal cost. It is
estimated that the Internet service providers (ISPs) that connect users to the Internet enjoyed revenues
of $196 billion in 2011.50 All in all, an amazingly low cost for connecting nearly 40 percent of the
human race and the entire global economy.51 Besides paying for service providers, everyone using
the Internet pays for the electricity used to send and access information. It is estimated that the online
delivery of a one-megabyte file costs only $0.001.52 However, the megabytes add up. The Internet
uses up to 1.5 percent of the world’s electricity, costing $8.5 billion—again a small cost for enjoying
global communication.53 That’s equivalent to the price of building four to five new gambling casinos
in Las Vegas. Still, with ever-increasing interconnectivity and more powerful computing devices,
electricity use is escalating. Google, for example, uses enough energy to power 200,000 homes.54

Much of the electricity generated is consumed by servers and data centers around the world. In
2011 in the United States alone, the electricity used to run servers and data centers cost
approximately $7.5 billion.55 The number of federal data centers grew from 432 in 1998 to 2,094 in
2010.56 By 2011 there were more than 509,000 data centers on Earth taking up 285 million square
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feet of space, or the equivalent of 5,955 football fields.57 Because most of the electrical power
drawn by IT equipment in these data centers is converted to heat energy, even more power is needed
to cool the facilities. Often between 25 and 50 percent of the power is used for cooling the
equipment.58

A large amount of electricity is also wasted just to keep the servers idling and ready in case a surge
in activity slows down or crashes the system. The consulting firm McKinsey found that, on average,
data centers are using only 6 to 12 percent of their electricity to power their servers during
computation—the rest is used to keep them up and ready.59 New power-management applications are
being put in place to lower the power mode when idle or to run at lower frequencies and voltages.
Slowing down the actual computation also saves electricity. Another approach to what the industry
calls energy-adaptive computing is to reduce energy requirements by minimizing overdesign and
waste in the way IT equipment itself is built and operated.60

Cutting energy costs at data centers will ultimately come from powering the facilities with
renewable energy. Although the up-front fixed cost of powering data centers with renewable energy
will be significant, the payback time will continue to narrow as the costs of constructing positive
power facilities continue to fall. And once the facilities and harvesting technologies are up and
running, the marginal cost of generating solar and wind power and other renewable energies will be
nearly zero, making the electricity almost free. This reality has not been lost on the big players in the
data-storage arena.

Apple announced in 2012 that its huge new data center in North Carolina will be powered by a
massive 20-megawatt solar-power facility and include a five-megawatt fuel-storage system powered
by biogas to store intermittent solar power to ensure a reliable 24/7 supply of electricity.61
McGraw-Hill’s data center in East Windsor, New Jersey, will be powered by a 14-megawatt solar
array. Other companies are planning to construct similar data-center facilities that will run on
renewable energy.62

Apple’s data center is also installing a free cooling system in which cool nighttime outside air is
incorporated into a heat exchange to provide cold water for the data center cooling system.63
Providing data centers with onsite renewable energy whose marginal cost is nearly free is going to
dramatically reduce the cost of electricity in the powering of a global Internet of Things, getting us
ever closer to nearly free electricity in organizing economic activity.

Reducing the cost of electricity in the management of data centers goes hand in hand with cutting the
cost of storing data, an ever larger part of the data-management process. And the sheer volume of data
is mushrooming faster than the capacity of hard drives to save it.

Researchers are just beginning to experiment with a new way of storing data that could eventually
drop the marginal cost to near zero. In January 2013 scientists at the European Bioinformatics
Institute in Cambridge, England, announced a revolutionary new method of storing massive electronic
data by embedding it in synthetic DNA. Two researchers, Nick Goldman and Ewan Birney, converted
text from five computer files—which included an MP3 recording of Martin Luther King Jr.’s “I Have
a Dream” speech, a paper by James Watson and Francis Crick describing the structure of DNA, and
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all of Shakespeare’s sonnets and plays—and converted the ones and zeros of digital information into
the letters that make up the alphabet of the DNA code. The code was then used to create strands of
synthetic DNA. Machines read the DNA molecules and returned the encoded information.64

This innovative method opens up the possibility of virtually unlimited information storage. Harvard
researcher George Church notes that the information currently stored in all the disk drives in the
world could fit in a tiny bit of DNA the size of the palm of one’s hand. Researchers add that DNA
information can be preserved for centuries, as long as it is kept in a dark, cool environment.65

At this early stage of development, the cost of reading the code is high and the time it takes to
decode information is substantial. Researchers, however, are reasonably confident that an exponential
rate of change in bioinformatics will drive the marginal cost to near zero over the next several
decades.

A NEAR ZERO MARGINAL COST communication/energy infrastructure for the Collaborative Age
is now within sight. The technology needed to make it happen is already being deployed. At present,
it’s all about scaling up and building out. When we compare the increasing expenses of maintaining
an old Second Industrial Revolution communication/energy matrix of centralized telecommunications
and centralized fossil fuel energy generation, whose costs are rising with each passing day, with a
Third Industrial Revolution communication/energy matrix whose costs are dramatically shrinking, it’s
clear that the future lies with the latter. Internet communication is already being generated and shared
at near zero marginal cost and so too is solar and wind power for millions of early adopters.

The stalwart supporters of fossil fuels argue that tar sands and shale gas are readily available,
making it unnecessary to scale up renewable energies, at least in the short term. But it’s only because
crude oil reserves are dwindling, forcing a rise in price on global markets, that these other more
costly fossil fuels are even being introduced. Extracting oil from sand and rock is an expensive
undertaking when compared to the cost of drilling a hole and letting crude oil gush up from under the
ground. Tar sands are not even commercially viable when crude oil prices dip below $80-per barrel,
and recall that just a few years ago, $80-per-barrel oil was considered prohibitively expensive. As
for shale gas, while prices are currently low, troubling new reports from the field suggest that the
promise of shale gas independence has been overhyped by the financial markets and the energy
industry. Industry analysts are voicing growing concern that the shale gas rush, like the gold rushes of
the nineteenth century, is already creating a dangerous bubble, with potentially damaging
consequences for the American economy because too much investment has moved too quickly into
shale gas fields.66

Andy Hall, an oil trader known in the sector as “God,” owing to his remarkably accurate trend
forecasts on oil futures, shook up the industry in May 2013 with his declaration that shale gas will
only “temporarily” boost energy production. Hall informed investors in his $4.5 billion Astenbeck
hedge fund that, although shale gas gushes at first, production rapidly declines because each well only
taps a single pool of oil in a large reservoir. The quick exhaustion of existing shale gas reservoirs
requires producers to continuously find new shale gas deposits and dig new wells, which jack up the
cost of production. The result, says Hall, is that it is “impossible to maintain production . . . without
constant new wells being drilled [which would] require high oil prices.” Hall believes that shale gas
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euphoria will be a short-lived phenomenon.67 The International Energy Agency (IEA) agrees. In its
annual 2013 World Energy Outlook report, the IEA forecast that “light tight oil,” a popular term for
shale gas, will peak around 2020 and then plateau, with production falling by the mid-2020s. The
U.S. shale gas outlook is even more bearish. The U.S. Energy Department’s Energy Information
Administration expects higher shale gas levels to continue only to the late teens (another five years or
so) and then slow.68

What hasn’t yet sunk in is that fossil fuel energies are never going to approach zero marginal cost,
or even come close. Renewable energies, however, are already at near zero marginal cost for
millions of early adopters. Scaling them so that everyone on Earth can produce green energy and
share it across the Internet of Things, again, at near zero marginal cost, is the next great task for a
civilization transitioning from a capitalist market to a Collaborative Commons.

74



T

CHAPTER SIX
3D PRINTING

FROM MASS PRODUCTION TO PRODUCTION BY THE MASSES

he distributed, collaborative, and laterally scaled nature of the Internet of Things will
fundamentally change the way we manufacture, market, and deliver goods in the coming era.
Recall that the communication/energy matrices of the First and Second Industrial Revolutions

were extremely capital intensive and required vertical integration to achieve economies of scale and
centralized management to ensure profit margins and secure sufficient returns on investment.
Manufacturing facilities have even supersized over the past half century of the Second Industrial
Revolution. In China and throughout the developing world, giant factories are churning out products at
speeds and in volumes that would have been unheard of half a century ago.

MICRO INFOFACTURING
The long-dominant manufacturing mode of the Second Industrial Revolution is likely going to give
way, however, at least in part, over the coming three decades. A new Third Industrial Revolution
manufacturing model has seized the public stage and is growing exponentially along with the other
components of the IoT infrastructure. Hundreds of companies are now producing physical products
the way software produces information in the form of video, audio, and text. It’s called 3D printing
and it is the “manufacturing” model that accompanies an IoT economy.

Software—often open source—directs molten plastic, molten metal, or other feedstocks inside a
printer, to build up a physical product layer by layer, creating a fully formed object, even with
moveable parts, which then pops out of the printer. Like the replicator in the Star Trek television
series, the printer can be programmed to produce an infinite variety of products. Printers are already
producing products from jewelry and airplane parts to human prostheses. And cheap printers are
being purchased by hobbyists interested in printing out their own parts and products. The consumer is
beginning to give way to the prosumer as increasing numbers of people become both the producer and
consumer of their own products.

Three-dimensional printing differs from conventional centralized manufacturing in several
important ways:

First, there is little human involvement aside from creating the software. The software does all the
work, which is why it’s more appropriate to think of the process as “infofacture” rather than
“manufacture.”

Second, the early practitioners of 3D printing have made strides to ensure that the software used to
program and print physical products remains open source, allowing prosumers to share new ideas
with one another in do-it-yourself (DIY) hobbyist networks. The open design concept conceives of
the production of goods as a dynamic process in which thousands—even millions—of players learn
from one another by making things together. The elimination of intellectual-property protection also
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significantly reduces the cost of printing products, giving the 3D printing enterprise an edge over
traditional manufacturing enterprises, which must factor in the cost of myriad patents. The open-
source production model has encouraged exponential growth.

The steep growth curve was helped along by the plunging costs of 3D printers. In 2002 Stratasys
put the first “low-cost” printer onto the market. The price tag was $30,000.1 Today, “high-quality”
3D printers can be purchased for as little as $1,500.2 It’s a similar cost curve reduction to that of
computers, cell phones, and wind-harnessing and solar technologies. In the next three decades,
industry analysts expect that 3D printers will be equipped to produce far more sophisticated and
complex products at ever-cheaper prices—taking the infofacturing process to near zero marginal cost.

Third, the production process is organized completely differently than the manufacturing process of
the First and Second Industrial Revolutions. Traditional factory manufacturing is a subtractive
process. Raw materials are cut down and winnowed and then assembled to manufacture the final
product. In the process, a significant amount of the material is wasted and never finds its way into the
end product. Three-dimensional printing, by contrast, is additive infofacturing. The software is
directing the molten material to add layer upon layer, creating the product as a whole piece. Additive
infofacturing uses one-tenth of the material of subtractive manufacturing, giving the 3D printer a
substantial leg up in efficiency and productivity. In 2011, additive manufacturing enjoyed a blistering
29.4 percent growth, besting the 26.4 percent collective historical growth of the industry in just one
year.3

Fourth, 3D printers can print their own spare parts without having to invest in expensive retooling
and the time delays that go with it. With 3D printers, products can also be customized to create a
single product or small batches designed to order, at minimum cost. Centralized factories, with their
capital-intensive economies of scale and expensive fixed-production lines designed for mass
production, lack the agility to compete with a 3D production process that can create a single
customized product at virtually the same unit cost as it can producing 100,000 copies of the same
item.

Fifth, the 3D printing movement is deeply committed to sustainable production. Emphasis is on
durability and recyclability and using nonpolluting materials. William McDonough and Michael
Braungart’s vision of “upcycling”—adding value to the product at every stage of its lifecycle—is
built into the ecology of production.4

Sixth, because the IoT is distributed, collaborative, and laterally scaled, 3D printers can set up
shop and connect anywhere there is a Third Industrial Revolution (TIR) infrastructure and enjoy
thermodynamic efficiencies far beyond those of centralized factories, with productivity gains in
excess of what was achievable in either the First or Second Industrial Revolution.

For example, a local 3D printer can power his or her infofactory with green electricity harvested
from renewable energy onsite or generated by local producer cooperatives. Small- and medium-sized
enterprises in Europe and elsewhere are already beginning to collaborate in regional green-electricity
cooperatives to take advantage of lateral scaling. With the cost of centralized fossil fuels and nuclear
power constantly increasing, the advantage skews to small- and medium-sized enterprises that can
power their factories with renewable energies whose marginal cost is nearly free.
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Marketing costs also plummet in an IoT economy. The high cost of centralized communications in
both the First and Second Industrial Revolutions—in the form of magazines, newspapers, radio, and
television—meant that only the bigger manufacturing firms with integrated national operations could
afford advertising across national and global markets, greatly limiting the market reach of smaller
manufacturing enterprises.

In the Third Industrial Revolution, a small 3D printing operation anywhere in the world can
advertise infofactured products on the growing number of global Internet marketing sites at nearly
zero marginal cost. Etsy is among the new distributed marketing websites that are bringing together
suppliers and users on a global playing field at low marginal cost. Etsy is an eight-year-old company
started by a young American social entrepreneur named Rob Kalin. Currently 900,000 small
producers of goods advertise at no cost on the Etsy website. Nearly 60 million consumers per month
from around the world browse the website, often interacting personally with suppliers.5 When a
purchase is made, Etsy receives only a tiny commission from the producers. This form of laterally
scaled marketing puts the small enterprise on a level playing field with the big boys, allowing them to
reach a worldwide user market at a fraction of the cost.

Seventh, plugging into an IoT infrastructure at the local level gives the small infofacturers one final,
critical advantage over the vertically integrated, centralized enterprises of the nineteenth and
twentieth centuries: they can power their vehicles with renewable energy whose marginal cost is
nearly free, significantly reducing their logistics costs along the supply chain and in the delivery of
their finished products to users.

A 3D PRINTING PROCESS EMBEDDED in an Internet of Things infrastructure means that virtually
anyone in the world can become a prosumer, producing his or her own products for use or sharing,
employing open-source software. The production process itself uses one-tenth of the material of
conventional manufacturing and requires very little human labor in the making of the product. The
energy used in the production is generated from renewable energy harvested on-site or locally, at near
zero marginal cost. The product is marketed on global marketing websites, again at near zero
marginal cost. Lastly, the product is delivered to users in e-mobility transport powered by locally
generated renewable energy, again at near zero marginal cost.

The ability to produce, market, and distribute physical goods anywhere there is an IoT
infrastructure to plug into is going to dramatically affect the spatial organization of society. The First
Industrial Revolution favored the development of dense urban centers. Factories and logistics
networks had to cluster in and around cities where there were major rail links that could bring in
energy and materials from suppliers upstream and package and deliver finished products to
wholesalers and retailers downstream. The workforce had to live within walking distance of their
factories and offices or have access to commuter trains and trolleys. In the Second Industrial
Revolution, production migrated from dense urban centers to suburban industrial parks, accessible
from the exits of the nationwide interstate highway system. Truck transport overtook rail, and workers
traveled longer distances to work by automobile.

Three-dimensional printing is both local and global; it is also highly mobile, allowing infofacturers
to be anywhere and quickly move to wherever there is an IoT infrastructure to connect to. More and
more prosumers will make and use simple products at home. Small- and medium-sized 3D
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businesses, infofacturing more sophisticated products, will likely cluster in local technology parks to
establish an optimum lateral scale. Homes and workplaces will no longer be separated by lengthy
commutes. It is even conceivable that today’s overcrowded road systems will be less traveled and
that the expense of building new roads will diminish as workers become owners and consumers
become producers. Smaller urban centers of 150,000 to 250,000 people, surrounded by a rewilding
of green space, might slowly replace dense urban cores and suburban sprawl in a more distributed
and collaborative economic era.

DEMOCRATIZING THE REPLICATOR
The new 3D printing revolution is an example of “extreme productivity.” It is not fully here yet, but as
it kicks in, it will eventually and inevitably reduce marginal costs to near zero, eliminate profit, and
make property exchange in markets unnecessary for many (though not all) products.

The democratization of manufacturing means that anyone and eventually everyone can access the
means of production, making the question of who should own and control the means of production
irrelevant, and capitalism along with it.

Three-dimensional printing, like so many inventions, was inspired by science-fiction writers. A
generation of geeks sat enthralled in front of their TV screens, watching episodes of Star Trek. In long
journeys through the universe, the crew needed to be able to repair and replace parts of the spaceship
and keep stocked with everything from machine parts to pharmaceutical products. The replicator was
programmed to rearrange subatomic particles that are ubiquitous in the universe into objects,
including food and water. The deeper significance of the replicator is that it does away with scarcity
itself—a theme we will come back to in part V.

The 3D printing revolution began in the 1980s. The early printers were very expensive and used
primarily to create prototypes. Architects and automobile and airplane manufacturers were among the
first to take up the new replicating technology.6

This innovation moved from prototyping to customizing products when computer hackers and
hobbyists began to migrate into the field. (The term hacker has both positive and negative
connotations. While some characterize hackers as criminals, illegally accessing proprietary and
classified information, others regard hackers as clever programmers whose contributions benefit the
general public. Here and throughout the book the term hacker is being used in the latter sense.)7 The
hackers immediately realized the potential of conceiving of “atoms as the new bits.” These pioneers
envisioned bringing the open-source format from the IT and computing arena into the production of
“things.” Open-source hardware became the rallying cry of a disparate group of inventors and
enthusiasts loosely identifying themselves as part of the Makers Movement. The players collaborated
with one another on the Internet, exchanging innovative ideas and learning from each other as they
advanced the 3D printing process.8

Open-source 3D printing reached a new phase when Adrian Bowyer and a team at the University of
Bath in the United Kingdom invented the RepRap, the first open-source 3D printer that could be made
with readily available tools and that could replicate itself—that is, it was a machine that could make
its own parts. The RepRap can already fabricate 48 percent of its own components and is on its way
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to becoming a totally self-replicating machine.9
MakerBot Industries, financed by Bowyer, was one of the first enterprises to emerge out of the

Makers Movement, with the market introduction of its 3D printer, called Cupcake, in 2009. A
succession of more versatile, easier-to-use, and less costly 3D printers followed, with names like
Thing-O-Matic in 2010 and the Replicator in 2012. MakerBot Industries makes freely available the
specifications for assembling the machine to anyone who would like to make their own, while also
selling it to those customers who prefer the convenience of purchase.

Two other trailblazers, Zach “Hoken” Smith and Bre Pettis, created a website called Thingiverse
—owned by MakerBot Industries—in 2008. The site is the meeting place for the 3D printing
community. The website holds open-source, user-created digital design files licensed under both the
General Public Licenses (GPL) and Creative Commons Licenses. (These licenses will be discusse
in greater detail in part III.) The DIY community relies heavily on the website as a library of sorts for
uploading and sharing open-source designs and for engaging in new 3D printed collaborations.

The Makers Movement took a big step toward the democratization of digitally produced things with
the introduction of the Fab Lab in 2005. The Fab Lab, a fabrication laboratory, is the brainchild of the
MIT physicist and professor Neil Gershenfeld. The idea came out of a popular course at MIT called
“How to Make (Almost) Anything.”

The Fab Lab was born at the MIT Center for Bits and Atoms that grew out of the MIT Media La
with the mission of providing a laboratory to which anyone could come and use the tools to create
their own 3D-printed projects. Gershenfeld’s Fab Foundation charter emphasizes the organization’s
commitment to open-access, peer-to-peer learning. The labs are outfitted with various types of
flexible manufacturing equipment, which includes laser cutters, routers, 3D printers, mini mills, and
the accompanying open-source software. Setting up the fully equipped lab costs around $50,000.10
There are now over 70 Fab Labs, most in urban areas in highly industrialized countries, but many,
surprisingly enough, are in developing countries where access to the fabricating tools and equipment
creates a beachhead for establishing a 3D printing community.11 In remote areas of the world,
unconnected to the global supply chain, being able to fabricate even simple tools and objects can
greatly improve economic welfare. The great majority of Fab Labs are community-led projects
managed by universities and nonprofit associations, although a few commercial retailers are
beginning to explore the idea of attaching Fab Labs to their stores—so that a hobbyist can buy the
supplies he or she needs and then use the Fab Lab to create the product.12 The idea, says
Gershenfeld, is to provide the tools and materials anyone would need to build whatever they can
envision. His ultimate goal “is to create a Star Trek-style replicator in 20 years.”13

The Fab Lab is “the people’s R&D laboratory” of the Third Industrial Revolution. It takes R&D
and new innovations out of the elite laboratories of world-class universities and global companies
and distributes it to neighborhoods and communities where it becomes a collaborative pursuit and a
powerful expression of peer-to-peer lateral power at work.

The democratization of production fundamentally disrupts the centralized manufacturing practices
of the vertically integrated Second Industrial Revolution. The radical implications of installing Fab
Labs all over the world so that everyone can be a prosumer has not gone unnoticed. Again, science-
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fiction writers were among the first to imagine the repercussions.
In Printcrime, published in 2006, Cory Doctorow described a future society in which 3D printers

could print copies of physical goods. In Doctorow’s dystopian society, a powerful authoritarian
government makes the 3D printing of physical copies of goods illegal. Doctorow’s protagonist, an
early prosumer, is imprisoned for ten years for 3D printing. After serving his prison sentence, the
hero realizes that an overthrow of the existing order is best accomplished not by just printing a few
products, but rather by printing printers. He proclaims, “I’m going to print more printers. Lots more
printers. One for everyone. That’s worth going to jail for. That’s worth anything.”14 Fab Labs are the
new high-tech arsenals where DIY hackers are arming themselves with the tools to eclipse the
existing economic order.

Hackers are just beginning to turn their attention to 3D printing of some of the many components that
make up the IoT infrastructure. Renewable energy harvesting technologies are at the top of the list.
Xerox is developing a special silver ink that could be substituted for the silicon that is currently used
as the semiconductor within photovoltaic (PV) solar cells. The silver ink melts at a lower
temperature than plastic, which could allow users to print integrated circuits into plastic, fabric, and
film. DIY printing of paper-thin PV solar strips could allow anyone to produce their own solar
harvesting technology at an ever-diminishing cost, bringing solar energy a step closer to near zero
marginal cost. Xerox’s silver ink process is still experimental, but it is indicative of the new
infofacturing possibilities opened up by 3D printing.15

Making 3D printing a truly local, self-sufficient process requires that the feedstock used to create
the filament is abundant and locally available. Staples, the office supply company, has introduced a
3D printer, manufactured by Mcor Technologies, in its store in Almere, the Netherlands, that uses
cheap paper as feedstock. The process, called selective deposition lamination (SDL), prints out hard
3D objects in full color with the consistency of wood. The 3D printers are used to infofacture craft
products, architectural designs, and even surgical models for facial reconstruction. The paper
feedstock costs a mere 5 percent of previous feedstocks.16

Other feedstocks being introduced are even cheaper, reducing the cost of materials to near zero.
Markus Kayser, a graduate student at the Royal College of Art in London, has invented a Solar Sinter
3D printer that prints glass objects from sun and sand. The Solar Sinter, which was successfully
tested in the Sahara Desert in 2011, is powered by two PV panels. It is also equipped with a large
lens that focuses the sun’s rays to heat sand to a melting point. The software then directs melted sand
to form each layer, creating a fully formed glass object.17

Filabot is a nifty new device the size of a shoe box that grinds and melts old household items made
out of plastic: buckets, DVDs, bottles, water pipes, sunglasses, milk jugs, and the like. The ground
plastic is then fed into a hopper and into a barrel where it is melted down by a heating coil. The
molten plastic then travels through nozzles and is sent through sizing rollers to create plastic filaments
which are stored on a spool for printing. An assembled Filabot costs $649.18

A Dutch student, Dirk Vander Kooij, reprogrammed an industrial robot to print customized
furniture in a continuous line using plastic material from old refrigerators. The robot can print out a
chair in multiple colors and designs in less than three hours. His 3D printer can turn out 4,000
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customized chairs a year.19 Other printers of furniture are using recycled glass, wood, fabrics,
ceramics, and even stainless steel as feedstock, demonstrating the versatility in recycled feedstocks
that can be employed in the new infofacturing process.

If infofacturers are going to print furniture, why not print the building the furniture will be housed
in? Engineers, architects, and designers are scrambling to bring 3D-printed buildings to market.
While the technology is still in the R&D stage, it is already clear that 3D printing of buildings will
reinvent construction in the coming decades.

Dr. Behrokh Khoshnevis is a professor of industrial and systems engineering and director of the
Center for Rapid Automated Fabrication Technologies at the University of Southern California. With
support and financing from the U.S. Department of Defense, the National Science Foundation, and the
National Aeronautics and Space Administration (NASA), Khoshnevis is experimenting with a 3D
printing process called “contour crafting” to print buildings. He has created a form-free composite-
fiber concrete that can be extruded and that is strong enough to allow a printed wall to support itself
during construction. His team has already successfully constructed a wall that is five feet long, three
feet high, and six inches thick using a 3D printer. Equally important, the viscous material does not
clog the machine’s nozzle with sand and particles during the infusion process.

Admitting that this is only the first step, Khoshnevis nonetheless gushed that the printed wall is “the
most historic wall since the Great Wall of China.” He added that after 20,000 years of human
construction, “the process of constructing buildings is about to be revolutionized.”20

Khoshnevis says that the giant printers will cost a few hundred thousand dollars each—a small
price for construction equipment. A new home could be potentially printed at a cost far below
standard construction because of the cheap composite materials being used and the additive
infofacturing process, which uses far fewer materials and human labor. He believes that 3D-printed
building construction will be the dominant industry standard by 2025 around the world.

Khoshnevis is not alone. The MIT research lab is using 3D printing to explore ways to create the
frame of a house in one day with virtually no human labor. That same frame would take an entire
construction crew a month to put up.21

Janjaap Ruijssenaars, a Dutch architect, is collaborating with Enrico Dini, chairman of Monolite, a
U.K.-based 3D printing company. The two Europeans have announced that they will print out six-by-
nine-foot frames made of sand and inorganic binder and then fill the frames with fiber-reinforced
concrete. They hope to have a two-story building up in 2014.22

Dini and Foster + Partners, one of the world’s largest architectural firms, have teamed up with the
European Space Agency to explore the possibility of using 3D printing to construct a permanent base
on the moon. The buildings would be printed using lunar soil as the feedstock. The goal is to construct
lunar habitats with locally sustainable materials found on the moon in order to avoid the logistical
cost of shipping in materials from Earth. Xavier De Kestelier of Foster + Partners says that “as a
practice, we are used to designing for extreme climates on Earth and exploiting the environmental
benefits of using local, sustainable materials—our lunar habitation follows a similar logic.”23

The plan is to use Dini’s D-Shape printer to pour out the lunar buildings, each of which would take
about a week to construct. The buildings are hollow, closed-cell structures that look a little like a
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bird skeleton. The catenary dome and cellular walls are designed to withstand micrometeoroids and
space radiation. The building’s base and inflatable dome would be delivered by spacecraft from
Earth. Foster explains that the layers of lunar soil, called regolith, would be printed out by the D-
Shape printer and built up around the frame. Foster architects have already used simulated material to
construct a 1.5-ton prototype building block. The first lunar building would be printed at the moon’s
south pole, which is exposed to ample sunlight.24

While the 3D printing of buildings is in the very early stages of development, it is projected to
grow exponentially in the coming two decades as the production process becomes increasingly
efficient and cheaper. Unlike conventional construction techniques, where the cost of designing
architectural blueprints is high, construction materials are expensive, labor costs are steep, and the
time necessary to erect the structures is lengthy, 3D printing is not affected by these factors.

Three-dimensional printing can use the cheapest building materials on Earth—sand and rock, as
well as virtually any kind of discarded waste materials, all from locally available sources—thereby
avoiding the high cost of traditional building materials and the equally high logistical costs of
delivering them on-site. The additive process of building up a structure layer by layer provides a
further savings on the materials used in construction. The open-source programs are virtually free, in
contrast to the considerable time and expense involved in having an architect draw up blueprints. The
building frame is erected with very little human labor compared to traditional construction and can be
put up in a fraction of the time. Lastly, the marginal cost of generating electricity to power the 3D
printer could approach zero by relying on locally harvested renewable energy, making it conceivable
that, at least in the not-too-distant future, a small building could cost little more than what it takes to
round up the rocks, sand, recyclable material, and other feedstock nearby.

Whether on the moon or here on Earth, human beings will need transport to get around. The first
3D-printed automobile, the Urbee, is already being field tested. The Urbee was developed by KOR
EcoLogic, a company based in Winnipeg, Canada. The automobile is a two-passenger hybrid-electric
vehicle (the name Urbee is short for urban electric), which is designed to run on solar and wind
power that can be harvested in a one-car garage each day. The car can reach speeds of 40 miles per
hour.25 If long driving distances are necessary, the user can switch over to the car’s ethanol-powered
backup engine.26 Granted, the Urbee is just the first working prototype of the new TIR-era
automobile, but like the introduction of Henry Ford’s first mass-produced, gas-powered internal-
combustion engine automobile, the nature of the vehicle’s construction and power source is highly
suggestive of the kind of future it portends for the economy and society.

Ford’s automobile required the construction of huge centralized factories to accommodate the
delivery and storage of materials that went into the car’s assembly. Tooling the assembly line was
highly capital intensive and required long runs of the exact same mass-produced vehicles to ensure a
proper return on investment. Most people are aware of Ford’s flip response when a customer asked
him which color he could choose for the automobile. Ford replied, “Any colour that he wants so long
as it is black.”27

The subtractive manufacturing process on the Ford assembly line was highly wasteful, since bulk
materials had to be cut and shaved before the final assembly of the automobile. The car itself was
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made up of hundreds of parts requiring both time and labor to assemble. It then had to be shipped
across the country to dealers, again resulting in additional logistical costs. And even though Ford was
able to use the new efficiencies made possible by the Second Industrial Revolution to create
vertically integrated operations and achieve sufficient economies of scale to provide a relatively
cheap vehicle that put millions of people behind the wheel, the marginal cost of producing and using
each vehicle never got close to zero—especially when you factor in the price of gasoline.

A 3D-printed automobile is produced with a very different logic. The automobile can be made
from nearly free feedstock available locally, eliminating the high cost of rare materials and the costs
of shipping them to the factory and storing them on-site. Most of the parts in the car are made with
3D-printed plastic, with the exception of the base chassis and engine.28 The rest of the car is
produced in layers, which are “added” one onto another in a continuous flow rather than being
assembled together from individual parts, meaning less material, less time, and less labor are used. A
six-foot-high 3D printer poured out Urbee’s shell in only ten pieces, with no wasted material.29

Three-dimensional printing does not require huge capital investments to tool the factory floor and
long lead times to change production models. Simply by changing the open-source software, each
vehicle can be poured and printed to the customized specifications of a single user or batch of users
at little additional cost.

Because the 3D printing factory can be located anywhere where it can plug into an IoT
infrastructure, it can deliver vehicles locally or regionally for less expense than shipping vehicles
across countries from centralized factories.

Finally, the cost of driving a 3D-printed car, using locally harvested renewable energy, is nearly
free. The fuel cost for the Urbee is only $0.02 per mile—or one-third the cost of driving a Toyota
Prius.30

A MAKERS INFRASTRUCTURE
Until now, the Makers Movement has been more about hackers, hobbyists, and social entrepreneurs
playing with new ways to print out specific objects for personal and general use. The movement has
been driven by four principles: the open-source sharing of new inventions, the promotion of a
collaborative learning culture, a belief in community self-sufficiency, and a commitment to
sustainable production practices. But underneath the surface, an even more radical agenda is
beginning to unfold, albeit undeveloped and still largely unconscious. If we were to put all the
disparate pieces of the 3D printing culture together, what we begin to see is a powerful new narrative
arising that could change the way civilization is organized in the twenty-first century.

Think about it. The DIY culture is growing around the world, empowered by the idea of using bits
to arrange atoms. Like the early software hackers of a generation ago, who were motivated to create
their own software to share new information, DIY players are passionate about creating their own
software to print and share things. Many of the things that 3D hobbyists are creating, if put together,
make up the essential nodes of a do-it-yourself TIR infrastructure.

The really revolutionary aspect of 3D printing, which will take it from a hobbyist subculture to a
new economic paradigm, is the impending “Makers Infrastructure.” This development will spawn
new business practices whose efficiencies and productivity take us to near zero marginal costs in the
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production and distribution of goods and services—easing us out of the capitalist period and into the
collaboratist era.

Among the first to glimpse the historical significance of a “Makers Infrastructure” were the local
grassroots activists who constituted the Appropriate Technology Movement. The movement began in
the 1970s and was inspired by the writing of Mahatma Gandhi, and later E. F. Schumacher, Ivan
Illich, and—if it’s not too presumptuous—a book I authored called Entropy: A New World View.  A
new generation of DIY hobbyists, most of whom were veterans of the peace and civil rights
movements, loosely affiliated themselves under the appropriate technology banner. Some preached a
“back to the land” ethos and migrated to rural areas. Others remained in the poor, urban
neighborhoods of major cities, often squatting and occupying abandoned neighborhood buildings.
Their self-proclaimed mission was to create “appropriate technologies,” meaning tools and machines
that could be made from locally available resources, that were scaled to steward rather than exploit
their ecological surroundings, and that could be shared in a collaborative culture. Their rallying cry
was “think globally and act locally,” by which they meant to take care of the planet by living in a
sustainable way in one’s local community.

The movement, which started in the industrialized countries of the global North, soon became an
even more powerful force in the developing countries in the global South, as the world’s poor
struggled to create their own self-sufficient communities at the margins of a global capitalist
economy.

Particularly noticeable, at least in hindsight, is that a decade after the Appropriate Technology
Movement emerged, a distinctly different movement of young tech-hobbyists came on the scene.
These were the geeks and nerds of IT culture who shared a love of computer programming and a
passion for sharing software in collaborative learning communities. They made up the Free Software
Movement, whose aim was to create a global Collaborative Commons (that movement will be
considered in greater detail in part III). Their slogan was “information wants to be free,” coined by
Stewart Brand, one of the few who bridged the Appropriate Technology Movement and hacker
culture. (The Whole Earth Catalog, which Brand edited, helped elevate the Appropriate Technology
Movement from a niche subculture to a broader cultural phenomenon.) What’s often lost in Brand’s
remarks on the software revolution is the rest of the utterance, which he delivered at the first hackers
conference in 1984:

On the one hand information wants to be expensive, because it’s so valuable. The right information in the right place just changes
your life. On the other hand, information wants to be free, because the cost of getting it out is getting lower and lower all the time.

So you have these two fighting against each other.31

Brand saw early on the coming contradiction between intellectual-property rights and open-source
access. That contradiction would eventually frame the battle between capitalists and collaboratists as
the marginal costs of sharing information approached zero.

The Appropriate Technology Movement was decidedly low-tech, interested in both rediscovering
and upgrading effective traditional technologies that had been abandoned or forgotten in the rush into
the Industrial Age and developing newer technologies—especially renewable energies. They favored
the simple over the complex and technology that could be replicated from scratch using local
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resources and know-how, so as to stay true to the principle of local self-reliance.
The hackers were of a different ilk. They were the young, often brilliant engineers and scientists at

the leading edge of the IT revolution—the very epitome of high-tech culture. Their gaze was global
rather than local and their community took shape in the social spaces of the Internet.

What the two movements had in common was a sense of shared community and an ethical belief in
the value of collaboration over proprietorship and access over ownership.

Now, 3D printing brings these two pivotal movements together, since it is both extremely high tech
and appropriate tech. It is, for the most part, employed as an open-source technology. The software
instructions for printing objects are globally shared rather than privately held, yet the material
feedstocks are locally available, making the technology universally applicable. While 3D printing
promotes self-sufficient local communities, the products can be marketed on websites at nearly zero
marginal cost and made accessible to a global user base. Three-dimensional printing also bridges
ideological borders, appealing to libertarians, do-it-yourselfers, social entrepreneurs, and
communitarians, all of whom favor a distributed, transparent, collaborative approach to economic
and social life rather than a centralized and proprietary one. 3D printing brings these various
sensibilities together. The social bond is the deep abhorrence of hierarchical power and the fierce
commitment to peer-to-peer lateral power.

It’s not surprising that 3D printing is catching on in the most advanced industrial economies. While
U.S. companies grabbed a quick lead in the new technology, Germany seems poised to catch up in the
next several years because its 3D technology is viewed as an infofacturing model tailored for a
distributed, collaborative, laterally scaled TIR infrastructure.

Germany is far ahead of the other major industrialized nations in advancing the IoT technology
platform for 3D printing to plug into and play. As already mentioned, the country has surpassed the
target of producing 20 percent of its electrical power with distributed renewable energy and is
projected to generate 35 percent of its electricity from renewable energy by 2020.32 Germany has
also converted 1 million buildings to partial green micropower plants in the past ten years. E.ON and
other power and utility companies are currently installing hydrogen and other storage technologies
across the transmission grid. Deutsche Telekom is testing the Energy Internet in six regions of the
country, and Daimler is establishing a network of hydrogen fueling stations across Germany in
preparation for the company’s launch of fuel-cell vehicles in 2017.33

Because they can connect into an IoT infrastructure across Germany, 3D printers can take
advantage of the efficiencies and productivity potential afforded by the new Internet of Things. This
allows German infofacturers to leap ahead of the United States, where 3D printing firms find
themselves adrift in an inefficient and outdated Second Industrial Revolution infrastructure whose
productivity capacity has long since peaked.

Germany’s small- and medium-sized engineering companies have long been regarded as the best in
the world in precision engineering, making them ideally positioned to lead in the advancement of 3D
printing. Ten German companies are already out front in the development of 3D printing. EOS and
Concept Laser, both based in Bavaria, are among the world-class players.34 The German approach
to shifting into a TIR infrastructure is both conventional, relying on a top-down implementation of the
Internet of Things, and lateral, with local communities transforming their buildings to micropower
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plants, installing micropower grids, and introducing e-mobility transport.
It is in the developing world, however, that a Makers infrastructure is evolving in its purest form.

In poor urban outskirts, isolated towns, and rural locales—where infrastructure is scant, access to
capital spotty, at best, and technical expertise, tools, and machinery virtually nonexistent—3D
printing provides a desperately needed opportunity for building a TIR Makers infrastructure.

Marcin Jakubowski, a graduate of Princeton University with a doctorate in fusion energy from the
University of Wisconsin, is one of a growing number of socially motivated young inventors who are
beginning to put together 3D blueprints for creating a TIR Makers infrastructure anywhere in the
world. Jakubowski began by asking a rather simple question: What does any community need in the
way of materials and machines to create a sustainable and decent quality of life? He and his team,
who are impassioned advocates of open-source appropriate technology, have “identified 50 of the
most important machines that allow modern life to exist—the tools we use everyday—everything
from a tractor to a bread oven to a circuit maker,” to farm, build habitats, and manufacture things.35

The group’s primary focus is on the tools of production. The goal is to create open-source software
that can use locally available feedstock—mainly scrap metal—to print all 50 machines, giving every
community a “global village construction kit” to make its own TIR society.

Thus far, Jakubowski’s open-source ecology network of farmers and engineers have used 3D
printing to make prototypes of 8 of the 50 machines: “bulldozer, rototiller, ‘microtractor,’ backhoe,
universal rotor, drill press, a multi-purpose ‘ironworker,’ . . . and a CNC torch table for the precision
cutting of sheet metal.”36 All the designs and instructions for 3D-printed machines are open sourced
on the group’s website for anyone to replicate. The team is currently working on the next eight
prototype technologies.

Building a modern civilization from “scratch and scrap,” from the ground up, would have been
unthinkable a generation ago. While open-source ecology is taking an integrated, systemic approach
designed to create an entire ecology of machines for making a modern economy, other 3D printing
groups, including Appropedia, Howtopedia, and Practical Action, are serving as repositories for
open-source, 3D printing designs that will allow do-it-yourselfers to print a whole range of machines
that are essential to build a TIR Makers economy.37

Three-dimensional printing of key tools and machines for farming, building, and manufacturing, by
themselves, can do very little. To be useful, they have to be plugged into an electricity infrastructure.
The real revolution comes when the 3D Makers Movement connects all the “things” in a 3D Makers
economy to an Energy Internet. When that happens, the economic paradigm changes. Connecting 3D-
printed things via an Energy Internet gives every community a mini-IoT infrastructure that can reach
out nodally and connect contiguous communities across regions.

Microgrids—local Energy Internets—are already being installed in communities in the most remote
regions of the world, transforming economic development overnight. In India, where 400 million
people, mostly in rural areas, are still without electricity, the microgrid debuted in a big way in July
2012 when the country experienced the worst power blackout in history, leaving 700 million people
without electricity. While much of the nation went into panic mode, one tiny village in rural Rajasthan
enjoyed business as usual, without as much as a flickering of the lights. The villagers’ newly acquired
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televisions stayed on, their DVD players worked, their buttermilk machines kept churning, and the
fans kept them cool, all thanks to the green microgrid.

Just months earlier, a small start-up company called Gram Power, run by a 22-year-old social
entrepreneur named Yashraj Khaitan, a graduate of the University of California, and Jacob Dickinson,
a colleague, set up India’s first smart microgrid in the tiny Indian village of Khareda Lakshmipura.
The local electricity microgrid is powered by a bank of solar panels connected to a brick substation.
Inside the substation are batteries that allow the village to store power during the night or when there
is cloud cover. A small computer transmits data back to the company’s offices in Jaipur. Wires on
wooden poles transmit the electricity from the substation to scores of homes around the village,
providing green electricity for more than 200 residents. Each home is equipped with a smart meter
that informs the user how much electricity is being used and what it is costing at different times of the
day.38 Green electricity is far less expensive than electricity from India’s national grid, and it
eliminates the burning of highly polluting kerosene that is responsible for respiratory and heart
diseases common throughout India.

A local mother interviewed by the Guardian described how electricity has transformed the life of
the village. She explained that “now the children can study at night. Before, living here was like being
in the jungle. Now we feel as though we are actually part of society.”39

Gram Power, which was chosen by NASA as one of the top ten Clean Tech Innovators around the
world in 2011, has since worked with ten other villages, installing microgrids, and expects to bring
green electricity to an additional 40,000 villagers in 2014.40 It is also looking to other sources of
locally available renewable energy, including geothermal heat and biomass. The company is currently
negotiating with the Indian government to extend microgrids to 120 additional villages, bringing
power to more than 100,000 households.41

Gram Power is one of a slew of new start-up companies fanning out across rural India, helping
local villages establish green microgrids to spread electricity. Husk Power Systems is a start-up
company based in Bihar State, where 85 percent of the population is without electricity. The company
is burning biomass from rice husks to power 90 local power plants. The power plants use microgrids
to transfer electricity to 45,000 rural homes. The typical cost of installing a microgrid for a village of
a hundred or so homes is as little as $2,500, allowing the community to pay off the investment in just
a few years, after which the marginal cost of generating and delivering each additional kilowatt of
electricity is nearly zero.42

As local microgrids come online, they also connect with one another, creating regional networks
that eventually link up to the national grids, transforming the centralized power structure into a
distributed, collaborative, laterally scaled power network. Microgrids are projected to account for
more than 75 percent of the revenue for renewable energy generation globally by 2018.43

The proliferation of microgrids in the poorest regions of the developing world, powered by locally
generated renewable energy, provides the essential electricity to run 3D printers, which can produce
the tools and machinery needed to establish self-sufficient and sustainable twenty-first-century
communities.
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A NEO-GANDHIAN WORLD
Watching the transformation taking place in India and around the world, I can’t help but reflect on
Mahatma Gandhi’s insight set forth more than 70 years ago. When asked about his economic vision,
Gandhi replied, “Mass production, certainly, but not based on force. . . . It is mass production, but
mass production in people’s own homes.”44 E. F. Schumacher summarized Gandhi’s concept as “not
mass production but production by the masses.”45 Gandhi went on to outline an economic model that
has even more relevance for India and the rest of the world today than when he first articulated it.

Gandhi’s views ran counter to the wisdom of the day. In a world where politicians, business
leaders, economists, academics, and the general public were extolling the virtues of industrialized
production, Gandhi demurred, suggesting that “there is a tremendous fallacy behind Henry Ford’s
reasoning.” Gandhi believed that mass production, with its vertically integrated enterprises and
inherent tendencies to centralize economic power and monopolize markets, would have dire
consequences for humanity.46 He warned that such a situation

would be found to be disastrous. . . . Because while it is true that you will be producing things in innumerable areas, the power will
come from one selected centre. . . . It would place such a limitless power in one human agency that I dread to think of it. The
consequence, for instance, of such a control of power would be that I would be dependent on that power for light, water, even air,

and so on. That, I think, would be terrible.47

Gandhi understood that mass production was designed to use more sophisticated machines to
produce more goods with less labor and at a cheaper cost. He saw, however, an inherent
contradiction in the organizational logic of mass production that limited its promise. Gandhi reasoned
that “if all countries adopted the system of mass production, there would not be a big enough market
for their products. Mass production must then come to a stop.”48 Like Karl Marx, John Maynard
Keynes, Wassily Leontief, Robert Heilbroner, and other distinguished economists, he argued that the
capitalists’ desire for efficiency and productivity would result in an unyielding drive to replace
human labor with automation, leaving more and more people unemployed and without sufficient
purchasing power to buy the products being produced.

Gandhi’s alternative proposal was local production by the masses in their own homes and
neighborhoods—what he called Swadeshi. The idea behind Swadeshi was to “bring work to the
people and not people to the work.”49 He asked rhetorically, “If you multiply individual production
to millions of times, would it not give you mass production on a tremendous scale?”50 Gandhi
fervently believed that “production and consumption must be reunited”—what we today call
prosumers—and that it was only realizable if most production took place locally and much of it, but
not all, was consumed locally.51

Gandhi was a keen observer of the power relations that governed the First and Second Industrial
Revolutions. He watched the British industrial machine swarm over the Indian subcontinent,
devouring its rich natural resources and impoverishing its citizenry to feed the consumer appetites of
a wealthy elite and a growing middle class in Britain. He saw millions of his countrymen languish at
the very bottom of a global industrial pyramid that wielded power from the top. It is no wonder he
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railed against a centralized capitalist system.
Gandhi was equally disenchanted with the Communist experiment in the Soviet Union, which gave

lip service to the principle of communal solidarity while exercising an even more rigid centralized
control over the industrialization process than its capitalist foes.

Gandhi never consciously articulated the concept that communication/energy matrices determine the
way economic power is organized and distributed in every civilization. He intuited, however, that the
industrial organization of society—be it under the aegis of a capitalist or socialist regime—brought
with it a set of guiding assumptions, including centralized control over the production and distribution
process; the championing of a utilitarian concept of human nature; and the pursuit of ever more
material consumption as an end in itself. His philosophy, on the other hand, emphasized decentralized
economic production in self-sufficient local communities; the pursuit of craft labor over industrial-
machine labor; and the envisioning of economic life as a moral and spiritual quest rather than a
materialist pursuit. For Gandhi, the antidote to rampant economic exploitation and greed is a selfless
commitment to community.

Gandhi’s ideal economy starts in the local village and extends outward to the world. He wrote:

My idea of village Swaraj is that it is a complete republic, independent of its neighbors for its own vital wants, and yet

interdependent for many others which dependence is a necessity.52

He eschewed the notion of a pyramidically organized society in favor of what he called “oceanic
circles,” made up of communities of individuals embedded within broader communities that ripple
out to envelop the whole of humanity. Gandhi argued that

independence must begin at the bottom . . . every village has to be self-sustained and capable of managing its affairs even to the
extent of defending itself against the whole world. . . . This does not exclude dependence on and willing help from neighbours or
from the world. It will be a free and voluntary play of mutual forces. . . . In this structure composed of innumerable villages, there
will be ever widening, never ascending circles. Life will not be a pyramid with the apex sustained by the bottom. But it will be an
oceanic circle whose center will be the individual. . . . Therefore the outermost circumference will not wield power to crush the

inner circle but will give strength to all within and derive its own strength from it.”53

In championing this vision, Gandhi also distanced himself from classical economic theory. Adam
Smith’s assertion that it is in the nature of each individual to pursue his or her own self-interest in the
marketplace and that “it is his own advantage, indeed, and not that of the society, which he has in
view,” was anathema to Gandhi.54 He believed in a virtuous economy in which the community’s
interest superseded individual self-interest and argued that anything less depreciates the happiness of
the human race.

For Gandhi, happiness is not to be found in the amassing of individual wealth but in living a
compassionate and empathic life. He went so far as to suggest that “real happiness and contentment . .
. consists not in the multiplication but, in the deliberate and voluntary reduction of wants,” so that one
might be free to live a more committed life in fellowship with others.55 He also bound his theory of
happiness to a responsibility to the planet. Nearly a half century before sustainability came into
vogue, Gandhi declared that “Earth provides enough to satisfy every man’s need but not enough for
every man’s greed.”56
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Gandhi’s ideal economy bears a striking philosophical likeness to the Third Industrial Revolution
and the accompanying Collaborative Age. His view of self-sufficient village communities joining
together and rippling outward into wider oceanic circles that extend to all of humanity mirrors the
community microgrids that connect in ever more distributed and collaborative lateral networks in the
TIR economic paradigm. His concept of happiness as the optimization of one’s relationships in
shared communities rather than the autonomous pursuit of individual self-interest in the marketplace
reflects the new dream of quality of life that is the hallmark of a Collaborative Age. Finally, Gandhi’s
belief that nature is a finite resource imbued with intrinsic value that requires stewardship rather than
pillage fits the new realization that every human being’s life is ultimately judged by the impact of his
or her ecological footprint on the biosphere in which we all dwell.

While Gandhi espoused the idea of lateral economic power and understood that the Earth’s
environment is itself the overarching community that supports all life on the planet, he was forced to
defend his philosophy of local economic power in an industrial era whose communication/energy
matrix favored centralized, top-down management of commercial practices and the vertical
integration of economic activity. That left him in the untenable position of championing traditional
crafts in local subsistence communities that had kept the masses of Indian people mired in poverty
and isolation over eons of history.

What Gandhi failed to perceive is that an even deeper contradiction lies at the heart of the capitalist
system that would make possible the very distributed and collaborative laterally scaled economy he
espoused—that is, the steadfast pursuit of new technologies whose increased efficiencies and
productivity are driving marginal costs to nearly zero, making many goods and services potentially
free and an economy of abundance a real possibility.

No doubt Gandhi would have been equally surprised to learn that capitalism’s optimum point of
ideal productivity at near zero marginal cost would be realized by introducing a new communication
technology, a new energy regime, and an accompanying production-and-distribution model that is
organized in a distributed and collaborative fashion and scaled peer to peer and laterally, allowing
millions of people to become prosumers—not unlike the concept of production by the masses that he
envisioned.

Today, the IoT infrastructure provides the means to advance the Gandhian economic vision, lifting
hundreds of millions of Indians out of abject poverty and into a sustainable quality of life. Gandhi’s
quest for the good economy, brought forward and embedded in the Internet of Things, can serve as a
powerful new narrative not only for India, but for emerging nations around the world in search of a
just and sustainable future.
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CHAPTER SEVEN
MOOCS AND A ZERO MARGINAL COST

EDUCATION

zero marginal cost society, in which scarcity has been replaced by abundance, is a far different
world than the one we’re accustomed to. Preparing students for an era in which capitalist markets

play a secondary role to the Collaborative Commons is beginning to force a rethinking of the
educational process itself. The pedagogy of learning is undergoing a radical overhaul. So too is the
way education is financed and delivered. The near zero marginal cost phenomenon has penetrated
deeply into the fabric of higher education in just the past two years with massive open online courses
bringing the marginal cost of securing college credits to near zero for millions of students.

The capitalist era enshrined a model of teaching designed to prepare students to be skilled
industrial workers. The classroom was transformed into a microcosm of the factory. Students were
thought of as analogous to machines. They were conditioned to follow commands, learn by repetition,
and perform efficiently. The teacher was akin to a factory foreman, handing out standardized
assignments that required set answers in a given time frame. Learning was compartmentalized into
isolated silos. Education was supposed to be useful and pragmatic. The “why” of things was less
discussed than the “how” of things. The goal was to turn out productive employees.

THE ONE-ROOM SCHOOLHOUSE WITH TWO BILLION STUDENTS
The transition from the capitalist era to the Collaborative Age is altering the pedagogy of the
classroom. The authoritarian, top-down model of instruction is beginning to give way to a more
collaborative learning experience. Teachers are shifting from lecturers to facilitators. Imparting
knowledge is becoming less important than creating critical-learning skills. Students are encouraged
to think more holistically. A premium is placed on inquiry over memorization.

In the traditional industrial classroom, questioning the authority of the teacher is strictly forbidden
and sharing information and ideas among students is labeled cheating. Children quickly learn that
knowledge is power, and a valuable resource one acquires to secure an advantage over others upon
graduation in a fiercely competitive marketplace.

In the Collaborative Age, students will come to think of knowledge as a shared experience among a
community of peers. Students learn together as a cohort in a shared-knowledge community. The
teacher acts as a guide, setting up inquiries and allowing students to work in small-group
environments. The goal is to stimulate collaborative creativity, the kind young people experience
when engaged in many of the social spaces of the Internet. The shift from hierarchical power, lodged
in the hands of the teacher, to lateral power, established across a learning community, is tantamount to
a revolution in pedagogy.

While the conventional classroom treated knowledge as objective, isolated facts, in the
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collaborative classroom, knowledge is regarded as the collective meanings we attach to our
experiences. Students are encouraged to tear down the walls that separate academic disciplines and
to think in a more integrated fashion. Interdisciplinary and multicultural studies prepare students to
become comfortable entertaining different perspectives and more adept at searching out synergies
between phenomena.

The idea of learning as an autonomous private experience and the notion of knowledge as an
acquisition to be treated as a form of exclusive property made sense in a capitalist environment that
defined human behavior in similar terms. In the Collaborative Age, learning is regarded as a
crowdsourcing process and knowledge is treated as a publically shared good, available to all,
mirroring the emerging definition of human behavior as deeply social and interactive in nature. The
shift from a more authoritarian style of learning to a more lateral learning environment better prepares
today’s students to work, live, and flourish in tomorrow’s collaborative economy.

The new collaborative pedagogy is being applied and practiced in schools and communities around
the world. The educational models are designed to free students from the private space of the
traditional enclosed classroom and allow them to learn in multiple open Commons, in virtual space,
the public square, and in the biosphere.

Classrooms around the world are connecting in real time, via Skype and other programs, and
collaborating on joint assignments. Students separated by thousands of miles pair off in virtual-cohort
teams, study together, make presentations, debate with one another, and even get graded together. The
global collaborative classroom is quickly becoming a reality. Skype in the Classroom, a free online
community, has already registered 60,447 teachers in its global classroom project and has set a goal
of connecting 1 million classrooms across the world.1

Collaborative Classrooms, another Internet learning environment, allows thousands of teachers to
cocreate curricula online and share the best lesson plans with one another—for free—in a global
education Commons. More than 117,000 teachers are currently sharing open-source curricula,
bringing learning communities together in a borderless global classroom.2

The learning experience is not only beaming up from the enclosed classroom into the virtual spaces
of the Internet, but also seeping out into the surrounding neighborhoods that make up the public
square. Today, millions of American students in elementary and secondary schools and in the nation’s
colleges and universities engage in “service learning” in the community. Service learning combines
formal instruction with involvement in the civil society.

Service learning is predicated on the assumption that learning is never a solitary affair but
ultimately a shared experience and a collaborative venture that is best practiced in real communities
where people live and work. Students generally volunteer in nonprofit organizations where they learn
by serving the larger interests of the community of which they are a part. This experiential-based
learning provides students with a broader focus. They come to see that learning is more about the
search for community than merely the amassing of proprietary knowledge to advance one’s self-
interest.

Students might learn a foreign language by serving in a neighborhood with a large immigrant
population that speaks that particular tongue. If they are learning about the dynamics of poverty in
their social studies class, they might volunteer at a food bank or homeless shelter. At the Einstein
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Middle School in Shoreline, Washington, four teachers representing the core subjects of social
studies, English, math, and science brought together 120 eighth-grade students in a collaborative
interdisciplinary service-learning project to study the issue of poverty and homelessness. The social
studies teacher had the students enact an Oxfam hunger banquet and brought in speakers from several
local agencies that assist community residents that live below the poverty line to acquaint them with
the complex issues surrounding poverty. Students then volunteered once a week for five weeks at
eight sites in downtown Seattle that serve underprivileged communities. The students helped prepare
meals and collected and distributed food and other needed items to homeless people and engaged
them in conversation, developing personal relationships. In their English classes, students read
Slake’s Limbo, a story about a young boy who runs away from home and lives in the tunnels of the
New York City subway system, where he experiences what it’s like to be homeless and hungry. In
their math classes, students examined the economics of poverty. The eighth graders followed up with
written reports about a specific local and global aspect of poverty, published zines, and organized an
evening exhibit on issues relating to poverty for the students and the community.3

By extending the learning environment to the public Commons, students come to understand that the
collaborative experience is the heart and soul of what it means to be a highly social creature endowed
with an innate empathic capacity and a yearning to be part of a larger community.

The notion of a learning community is being extended not only to the edges of virtual space and to
neighborhoods, but also to the farthest reaches of the biosphere. Students are learning that the
biosphere is the indivisible Commons within which all our other communities are embedded. After
nearly two centuries of industrial curricula that emphasized the idea of the Earth as a passive
reservoir of useful resources to be harnessed, exploited, manufactured, and transformed into
productive capital and private property for individual gain, a new collaborative curricula is
beginning to re-envision the biosphere as a Commons made up of myriad relationships that act in
symbiotic ways to allow the whole of life to flourish on Earth.

Students at the University of Wisconsin at Green Bay spend two weeks of the academic semester
doing hands-on fieldwork in tropical conservation in the Carara National Park in Costa Rica. The
students work with biologists and park staff to inventory local flora and fauna and monitor ecological
conditions in the park. Along with their more technical pursuits, students also engage in unskilled
work, repairing nature trails, building bridges, constructing biological field stations, and planting
trees in the town abutting the park.

The service-learning experience is designed to both immerse the students in the complex biological
dynamics of a tropical ecosystem and provide them an opportunity to assist in its management and
preservation.4

Many of the nation’s high schools are engaged in service-learning programs to protect the
environment. At Exeter High School in New Hampshire, students monitoring air quality on school
grounds and in adjoining neighborhoods found that car and bus idling had a significant impact on air
quality and subsequently mobilized the community to enact a no-idling policy, which improved the air
quality in and around the campus.5

In these examples, and countless other environmental-service programs, students are both learning
about the myriad ways human activity impacts the environment and what remedial measures are
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needed to reverse the damage and restore local ecosystems back to health. Many students come away
from such efforts with a very personal sense of responsibility for stewarding the biosphere
community. A student in the Costa Rican service-learning program reflected on how the experience
deeply affected his worldview and personal behavior:

It is extremely important to protect the rainforest in Costa Rica and preserve the rich biodiversity of the area as well as keeping the
Earth’s resources plentiful and pristine. Every day I rationalize in my head what my actions are compromising in the world and I

try to limit my impact on the environment.6

The reductionist approach to learning that characterized an industrial era based on isolating and
privatizing phenomena is giving way to a more systemic learning experience designed to understand
the subtle relationships that bind phenomena together in larger wholes. In learning environments all
over the world, students are being prepared to live in an open-biosphere Commons. More and more
curricula are emphasizing our species’ deep biophilia connection to nature, exposing students to the
diverse forms of life that inhabit the great oceans and land masses, teaching them about ecosystem
dynamics, and helping them reframe the human experience to live sustainably within the requisites of
the biosphere.

These and other educational initiatives are transforming the learning experience from one that
emphasized living in a closed world of private property relations to one that prepares students to live
in the open Commons of virtual space, the public square, and the biosphere.

Service learning has grown from a marginal activity at a handful of educational institutions 25
years ago to a centerpiece of the American educational process. A recent survey of service learning
in U.S. colleges and universities by College Compact gives some idea of both the level of
commitment that institutions of higher learning are putting into service-learning curricula as well as
the impact that open-Commons learning is having on the communities where students serve. The
report, which covered 1,100 colleges and universities, found that 35 percent of the student body
participated in service-learning programs. Half of the colleges and universities surveyed require
service learning as part of their core curriculum for at least one major, and 93 percent of the schools
reported offering service-learning courses. In 2009 college students alone contributed the equivalent
of $7.96 billion worth of volunteer hours in service to the community.7 Equally impressive, studies of
elementary schools and high schools conducted in different regions of the country report that service
learning improved students’ problem-solving skills and understanding of cognitive complexity as
well as their performance in classroom work and on standardized tests, as compared to students who
did not take part in service-learning programs.8

THE DECLINE OF THE BRICK-AND-MORTAR CLASSROOM
Education, like roads and mass transport, postal services, and health care, has remained, for the most
part, in the public domain in industrialized countries and is treated as a public good administered by
government.

The United States has been a partial exception in the delivery of education. Public primary and
secondary schools have been the rule, but nonprofit private academies have long been part of the mix.
Of late, profit-making schools, and especially charter schools, have entered the marketplace. In higher
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education, public and private nonprofit colleges and universities have dominated the landscape, with
for-profit institutions playing only a small, insignificant role.

But now the escalating cost of higher education has created a crisis with millions of students
increasingly unable to pay for a four-year college degree, which can cost up to $50,000 a year in the
elite not-for-profit colleges and universities and as much as $10,000 per year in publicly funded
institutions of higher learning.9 Students who are able to secure college loans—even with government
assistance—face the prospect of massive debt that will burden them well into midlife.

Colleges and universities strapped with ever-higher costs have increasingly turned to corporate
sponsors for endowments and operating revenue. In return, the commercial sector has chipped away
at the “independence” of these institutions of higher learning, requiring that more of their operations
be privatized, from food services and resident and guest accommodations to general maintenance.
Corporate advertising is rampant, with Fortune 500 logos adorning sports stadiums and lecture halls.
University research facilities, especially in the natural sciences, are increasingly jointly managed,
with companies leasing laboratories and contracting with academic departments to conduct
proprietary research under various nondisclosure agreements.

Knowledge has been enclosed behind the walls of academic institutions whose price of admission
excludes all but the wealthiest. That’s about to change. The Internet revolution, whose distributed,
collaborative, peer-to-peer power has begun to knock down the walls of once seemingly invincible
enclosures across the societal spectrum, has unleashed its full fury on the academic community. The
thrust of the assault is coming from inside the academy itself and has been ignited by the same
combustible that is tearing asunder realm after realm—the implacable logic of a multifaceted
technological revolution that’s driving marginal cost to near zero everywhere there is vulnerability to
exploit.

The revolution began when a Stanford University professor, Sebastian Thrun, offered a “free”
course on artificial intelligence (AI) online in 2011, one similar to the course he taught at the
university. Around 200 students normally enrolled in Thurn’s course, so he anticipated that only a few
thousand would register. But by the time it commenced, 160,000 students from every country in the
world—with the exception of North Korea—were sitting at their computers in the biggest classroom
ever convened for a single course in all of history. “It absolutely blew my mind,” said Thrun.
Twenty-three thousand of those students completed the course and graduated.10

Although thrilled that he was able to teach more students in one virtual course setting than he could
reach in several lifetimes of teaching, Thrun was struck by the irony. While Stanford students were
paying $50,000 or more per year to attend world-class courses like the ones he taught, the cost of
making the course available to every other potential student in the world was nearly nothing. Thrun
went on to launch an online university called Udacity, with the goal of providing a top-quality
education for every young person in the world, especially the poor in developing countries who
otherwise would never have the opportunity to be exposed to learning at this level. And so began the
stampede to online learning.

Two of Thrun’s computer-science colleagues, Andrew Ng and Daphne Koller, who participated
with him in the online course experiment, set up a competing for-profit online university website
called Coursera. While Udacity is developing its own courses, the Coursera founders have taken a
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different path—rounding up some of the leading academic institutions in a collaborative consortium
to offer a full curriculum taught by some of the best college professors in the world.

Coursera’s founders brought on the University of Pennsylvania, Stanford, Princeton, and the
University of Michigan for starters, giving Coursera the academic heft to build out their vision.
Coursera was followed by edX, a nonprofit consortium put together by Harvard and MIT. Coursera
now has 97 participating universities as of this writing. EdX has also expanded to more than 30
universities. This new education phenomenon is called MOOCs, which, as mentioned in chapter 1
stands for Massive Open Online Courses.

The Coursera model, which is similar to the others, is grounded in three foundations. First, the
course is made up of five- to ten-minute video segments presented by the professor and accompanied
by various visual and graphic effects and even short interviews and news items to bring the
experience alive and make it more appealing and vital. Students can pause and replay the lectures,
allowing them to review material and absorb the work at their own pace. Students are also provided
with preparatory materials in advance of each virtual-classroom session and optional material for
those who are interested in diving deeper into the subject matter.

The second foundation is practice and mastery. After each video segment, students are required to
answer questions. The system automatically grades students’ answers on the quizzes, giving them
immediate feedback on how they’re doing. The research shows that these pop quizzes are powerful
incentives to keep students involved—turning the course into more of an intellectual game than a
drudgery to be endured. There are homework assignments after each class and grades are given out
weekly. Courses that require human eyes to do the grading are evaluated by fellow students in a peer-
to-peer process, making the students responsible for each other’s performance.

The idea that students learn by judging the performance of their fellow classmates has gained
traction within the online academic community. To assess the accuracy of peer-to-peer grading when
compared with the grades the professor might give, Mitchell Duneier, a professor at Princeton
University who teaches Introduction to Sociology at Coursera Online University, ran a test. He and
his teaching assistants graded thousands of midterm and final examinations, compared their scores
with the peer-to-peer grading, and found a correlation of 0.88. The average peer score came in at
16.94 of 24 possible points while the professors’ score was 15.64—very close.11

The third and final foundation is the formation of virtual and real life study groups that are
established across political boundaries and geographic terrains, transforming the learning process
into a global classroom where students teach each other as much as they are being taught by a teacher.
Universities that participate in edX augment their study groups by asking their own alumni to
volunteer as online mentors and discussion group leaders. Harvard professor Gregory Nagy recruited
ten of his former teaching fellows to help serve as online study group facilitators in the MOOC based
on his popular course, Concepts of the Ancient Greek Hero.12 Upon graduating the Coursera and edX
courses, the students receive a certificate of completion.

The crowdsourcing approach to learning online is designed to foster a distributed, collaborative,
peer-to-peer learning experience on the 
Commons—the kind that prepares students for the coming era. By February 2013, Coursera had
approximately 2.7 million students from 196 countries enrolled in hundreds of courses.13
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EdX’s first course, in 2012, had an enrollment of 155,000 students. Anant Agarwal, edX’s
president and formerly the director of MIT’s artificial-intelligence laboratory, noted that enrollment
in the first virtual course nearly equaled the total number of MIT alumni in the university’s 150 years
of existence. Agarwal says he hopes to draw in a billion students in a decade.14

Like other academicians involved in the roll-out of MOOCs, Agarwal is convinced that this is
merely the cusp of an education revolution that’s going to sweep the globe. He argues that

it’s the biggest innovation to happen to education for 200 years. . . . It’s going to reinvent education . . . transform universities

[and] democratize education on a global scale.15

How does this virtual-learning experience compare to the intellectual fervor mustered in the
traditional brick-and-mortar classroom? Carole Cadwalladr, a journalist for the Guardian, relates
her own experience in preparing an article on MOOCs. Cadwalladr signed up for a Coursera course
Introduction to Genetics and Evolution, along with 36,000 other virtual classmates from every corner
of the world. She says she wasn’t all that excited about the video lectures. It’s when she checked into
the online class forum that she experienced her “being-blown-away moment.” She writes:

The traffic is astonishing. There are thousands of people asking—and answering—questions about dominant mutations and
recombination. And study groups had spontaneously grown up: a Colombian one, a Brazilian one, a Russian one. There’s one on
Skype, and some even in real life too. And they’re so diligent!

Cadwalladr says, “If you are a vaguely disillusioned teacher, or know one, send them to Coursera:
these are people who just want to learn.”16

While student enthusiasm for MOOCs is running high, educators find that the number of participants
that actually complete the courses and pass the tests is often substantially less than students in brick-
and-mortar classrooms. One recent study found that 32 percent of the students failed or withdrew
from online courses compared to only 19 percent that took the course in a traditional classroom.
Educators have pinpointed a number of causes for the lower completion rates. At the top of the list is
the feeling of isolation. Being engaged with other students in the classroom creates a sense of
community and is a motivating factor in keeping individuals up to speed with the group. Students help
each other along, not just in tackling the subject matter, but also in encouraging each other to stay
involved. Studies also find that most MOOC students watch online lectures between midnight and 2
a.m., when they are often tired and less able to focus their attention on the course. MOOC students
learning at home are also easily distracted and more likely to walk away from the screen to grab a
snack in the kitchen or pick up on a more entertaining diversion around the house.

Participating MOOC universities are beginning to address the sense of isolation by offering wha
they call “blended classes” in which students enroll online and also take part in classroom projects
with other students and faculty. New studies have found that by customizing MOOCs with the addition
of limited teaching sessions on campus, student academic performance significantly improves over
students that did not have an online component.

Another reason for low motivation was that early on, the MOOCs only offered “a statement of
accomplishment” and a grade, but in 2013, they began to offer course credits as well. Coursera has
formed partnerships with ten of the country’s largest public university systems to deliver free online
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courses for credit, making online education available to more than 1.25 million students in public
institutions. Some of the participating universities are requiring proctored exams on campus to secure
the course credit. Faculty at the participating universities will also have the option of customizing the
MOOCs with the addition of their own teaching sessions. The offer of credits for courses successfully
completed has been a key factor in improving academic performance and completion of courses.

Stanford University courses cost approximately $10,000 to $15,000 to put online. Courses with
video content can cost twice that amount. But the marginal cost of delivering the courses to students is
simply the cost of bandwidth, which is nearly free. (The marginal cost is between three and seven
dollars per person—about the same as a large cup of coffee and a cookie at Starbucks.)17

So how do the online universities pay for the fixed costs of MOOCs? The participating universities
pay Coursera around $8 a student to use the Coursera platform and an additional $30 to $60 a student
to take the course—all in all, nearly free.18 By contrast, the University of Maryland, a typical public
institution of higher learning, charges about $870 per course for in-state students and about $3,000 for
out-of-state students.19 Interestingly, educators find that if MOOC students are required to pay even a
small token fee to verify both their participation in the course and that they passed the examination,
they are far more likely to complete the course.20 The MOOCs university consortiums also plan to
provide “premium services” for fees. There is even discussion about “charging corporate recruiters
for access to the best students.”21

World-class universities are taking a gamble that the global reach and visibility that MOOCs give
their “rock-star” faculties will draw the best and brightest students to their admissions offices. Like
their counterparts in the commercial arena, they are hoping to grab hold of the long tail and profit by
offering the courses free online to millions of students and corralling in a tiny percentage of those
students to their campuses. Their rationale is that by giving their intellectual gifts away for free, they
will be helping millions of online students who ordinarily couldn’t afford such an education, while
capturing a sufficient number of the best students to maintain their own brick-and-mortar operations.

The problem is, when the best education in the world can be delivered at near zero marginal cost
and made nearly free online, what’s to prevent any accredited university from accepting a MOOC’s
certification for credits for a very small fee so that students can be accredited with a college
education? While employers might be skittish early on about credits from MOOCs, as more colleges
and universities come on board, their doubts are likely to recede. Indeed, employers might look more
favorably on credits obtained by graduating from MOOCs taught by some of the world’s leading
academics, rather than traditional credits earned by attending and passing courses taught by less
renowned professors at undistinguished colleges.

Kevin Carey, policy director for the Education Sector, a think tank headquartered in Washington,
D.C., got to the core of the dilemma facing colleges and universities in an essay in the Chronicle of
Higher Education. He wrote:

All of this points toward a world where economies of higher education are broken down and restructured around marginal cost.
The cost of serving the 100,000th student who enrolls in a MOOC is essentially zero, which is why the price is zero, too. Open-

source textbooks and other free online resources will drive the prices of supporting materials toward the zero line as well.22
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What Carey is talking about is patently obvious. Whatever “marginal value” elite universities might
exact on the long tail by providing free education to hundreds of millions of students is paltry
compared to the loss of revenue to the brick-and-mortar system of higher education as a whole, when
the marginal cost of teaching online is nearly zero and the courses are nearly free. Does any academic
or social entrepreneur really believe that the traditional, centralized, brick-and-mortar education will
survive as we know it in a world where the best education money can buy is made free online?

That is not to say that traditional colleges and universities will 
vanish—only that their mission will radically change and their role will diminish with the onslaught
of MOOCs. Currently, university administrators and faculties still hold fast to the hope that world-
class online university courses will draw students to a more conventional revenue-generating
education. They have yet to fully realize the fact that the near zero marginal cost of education in a
global virtual Commons they themselves are creating will increasingly become the new teaching
paradigm for higher education, while brick-and-mortar learning eventually will play an ever more
circumscribed and narrow supplementary role.

Why then, are so many universities so anxious to push forward? First, in their defense, there is a
great deal of idealism involved here. It has long been the dream of educators to bring the knowledge
of the world to every human being. Not to do so, once we have the means, would be considered
unethical to many academics. But second, they recognize that if they hold out, others will rush in—
which they already are. Like their counterparts in so many other sectors where new technologies are
making possible a near zero marginal cost society and nearly free goods and services, they realize
that the logic of optimizing the welfare of the human race in collaborative, networked Commons is so
compelling that it is impossible to shut it out or turn away. The traditional colleges and universities
will increasingly have to accommodate the MOOCs approach to learning and find their place in an
ascending Collaborative Commons.
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CHAPTER EIGHT
THE LAST WORKER STANDING

he same IT and Internet technology that is taking communications, energy, manufacturing, and
higher education to near zero marginal cost is doing so with human labor as well. Big Data,
advanced analytics, algorithms, Artificial Intelligence (AI), and robotics are replacing human

labor across the manufacturing industries, service industries, and knowledge-and-entertainment
sectors, leading to the very real prospect of liberating hundreds of millions of people from work in
the market economy in the first half of the twenty-first century.

THE END OF WORK
In 1995, I published a book entitled The End of Work in which I made the argument that “more
sophisticated software technologies are going to bring civilization ever closer to a near-workerless
world.”1 The Economist ran a cover story on the end of work in which the editors suggested that we
would have to see if my forecast will turn out to be prescient. In the interim years, the projections I
had made back in 1995 of IT-generated automation leading to technology displacement in virtually
every sector of the economy became a troubling reality, leaving millions of people unemployed and
underemployed across every country in the world. If anything, my original forecast proved to be a bit
too conservative.

In 2013, in the United States, 21.9 million adults are unemployed, underemployed, or discouraged
and are no longer counted in the official statistics.2 Worldwide, 25 percent of the adult workforce
was either unemployed, underemployed, or discouraged and no longer looking for work in 2011.3
The International Labor Organization reports that more than 202 million people will be without work
in 2013.4

While there are many reasons for the unemployment, economists are just now waking up to the fact
that technology displacement is a primary culprit. The Economist, among others, revisited the issue of
the end of work 16 years after I published the book, asking, “What happens . . . when machines are
smart enough to become workers? In other words, when capital becomes labour.”5 In an editorial
The Economist noted that

this is what Jeremy Rifkin, a social critic, was driving at in his book The End of Work, published in 1995. . . . Mr. Rifkin argued
prophetically that society was entering a new phase—one in which fewer and fewer workers would be needed to produce all the

goods and services consumed. . . . The process has clearly begun.6

It wasn’t that I was clairvoyant. The signs were everywhere, but in the growth years, most
economists were so attached to conventional economic theory—that supply creates demand and that
new technologies, while disruptive, reduce costs, stimulate consumption, spur more production,
increase innovation, and open up opportunities for new kinds of jobs—that my message fell largely
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on deaf ears. Now, economists are taking notice.
In the period of the Great Recession, economists discovered that while millions of jobs were

irreversibly lost, productivity was reaching new peaks and output was accelerating around the world,
but with fewer workers at their stations. The U.S. manufacturing sector is a prime example. Even
before the Great Recession, the mounting statistics were confounding economists. Between 1997 and
2005, manufacturing output increased by 60 percent in the United States while 3.9 million
manufacturing jobs were eliminated during roughly the same period, between 2000 and 2008. The
economists attribute the dichotomy to a dramatic 30 percent increase in productivity from 1993 to
2005 that allowed manufacturers to produce more output with fewer workers. Those productivity
advances came about by “the application of new technologies such as robotics and the use of
computing and software on the factory floor . . . [which] increased quality and cut prices, but also led
to ongoing layoffs.”7 By 2007 manufacturers were using more than six times as much equipment—
computers and software—as they did 20 years earlier while doubling the amount of capital used per
hour of employee work.8

Between 2008 and 2012, while the Great Recession was bleeding workers, industry was piling on
new software and innovations to boost productivity and keep profitable with smaller payrolls. The
effect of these efforts is striking. Mark J. Perry, a University of Michigan economics professor and
visiting scholar at the American Enterprise Institute, a conservative think tank based in Washington,
D.C., ran the numbers. By the end of 2012, according to Perry, the U.S. economy had made a
complete recovery from the 2007–2009 recession, with a gross domestic output of $13.6 trillion (in
2005 dollars). That was 2.2 percent higher, or $290 billion more real output, than in 2007, just before
the recession, when the GDP was at $13.32 trillion. Perry observes that, while real output was 2.2
percent above the recession level in 2007, industry churned out the increase in goods and services
with only 142.4 million workers in 2012—or 3.84 million fewer workers than in 2007. Perry’s
conclusion: “The Great Recession stimulated huge productivity and efficiency gains as companies
shed marginal workers and learned how to do ‘more with less (fewer workers).’”9

Although Perry and others are just now discovering the disquieting relationship between increased
productivity and fewer workers—again, economists always believed in the past that increased
productivity drives growth in jobs—evidence of the disconnect was building for more than 50 years.

The first indications of the paradox surfaced at the very beginning of the IT revolution in the early
1960s, with the introduction of the computer on the factory floor. It was called computer numerical
control technology. With numerical control, a computer program stores instructions on how a piece of
metal should be rolled, lathed, welded, bolted, or painted. The computer program instructs a machine
on how to produce a part and directs robots on the factory floor in shaping or assembling parts into
products. Numerical control was quickly perceived as “probably the most significant new
development in manufacturing technology since Henry Ford introduced the concept of the moving
assembly line.”10

Computer numerical control led to a dramatic boost in productivity and was the first leg in the long
process of steadily replacing human labor with computerized technology, programmed and managed
by small professional and technical work forces. The Chicago management consulting firm Cox and
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Cox sized up the significance of substituting the computer and IT for workers, announcing that with
numerically controlled machine tools, a “management revolution is here. . . . The management of
machines instead of the management of men.”11 Alan Smith of Arthur D. Little was a bit more blunt
and candid, declaring that computer-driven numerical control tools signaled management’s
“emancipation from human workers.”12

Fast forward 50 years. Today, near workerless factories run by computer programs are
increasingly the norm, both in highly industrialized countries and developing nations. The steel
industry is a typical example. Like the auto industry and other key Second Industrial Revolution
manufacturing enterprises that were the staples of blue-collar employment, the steel industry is
undergoing a revolution that is quickly eliminating workers on the factory floor. Computerized
programs and robotics have allowed the steel industry to slash its workforces in recent decades. In
the United States, between 1982 and 2002, steel production rose from 75 million tons to 120 million
tons, while the number of steel workers declined from 289,000 to 74,000.13

American and European politicians, and the general public, blame blue collar job losses on the
relocation of manufacturing to cheap labor markets like China. The fact is that something more
consequential has taken place. Between 1995 and 2002, 22 million manufacturing jobs were
eliminated in the global economy while global production increased by more than 30 percent
worldwide. The United States lost 11 percent of its manufacturing jobs to automation. Even China
shed 16 million factory workers while increasing its productivity with IT and robotics, allowing it to
produce more output, more cheaply, with fewer workers.14

Manufacturers that have long relied on cheap labor in their Chinese production facilities are
bringing production back home with advanced robotics that are cheaper and more efficient than their
Chinese workforces. At Philips’s new electronic factory in the Netherlands, the 128 robot arms work
at such a quick pace that they have to be put behind glass cases so that the handful of supervisors
aren’t injured. Philips’s robotized Dutch factory produces the equivalent output of electronics
products as its Chinese production facility with one-tenth of the number of workers.15

Anxious not to be left behind, many of China’s largest manufacturers are quickly replacing their
cheap workers with even cheaper robots. Foxconn, the giant Chinese manufacturer that produces
iPhones, plans to install one million robots in the next few years, eliminating a large portion of its
workforce. Terry Gou, CEO of Foxconn, whose global workforce totals more than one million, joked
that he would prefer one million robots. “As human beings are also animals, to manage one million
animals gives me a headache.”16

The robot workforce is climbing around the world. Robot sales grew by 43 percent in both the
United States and the European Union in 2011, moving the manufacturing sector ever closer to near
workerless production, or what the industry calls “lights-out” production.17 China, India, Mexico,
and other emerging nations are learning quickly that the cheapest workers in the world are not as
cheap, efficient, and productive as the information technology, robotics, and artificial intelligence that
replaces them.

Even manufacturing industries once deemed too complex to be automated are falling victim to
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computerization. The textile industry was the first industrialized sector. While steam-powered
technology and, later, electrification and electric power tools increased productivity, much of the
work in making the garments was done by hand. New information technologies, computerization, and
robotics have begun to take over an increasing number of the processes that formerly required human
labor. Computer-aided design (CAD) has reduced the time to design garments from weeks to minutes.
Computerized drying and finishing systems have also replaced traditional hand labor. The
computerization of storage, handling, packing, and shipping of garments has also greatly increased
efficiency and productivity.

The making of the garment itself is being handled by fewer workers aided by computerized
programs. Fifty years ago, a single textile worker operated five machines, each able to run a thread
through the loom at 100 times per minute. Today, machines run at six times that speed and one
operator supervises 100 looms—a 120-fold increase in output per worker.18

And now, the Defense Advanced Research Projects Agency (DARPA), the same U.S. Departmen
of Defense agency that invented the Internet, is turning its attention to automating the sewing process
itself—long considered the holy grail of textile innovation. With an annual budget of $4 billion for
military clothing, the Department of Defense is anxious to cut labor costs in producing uniforms to
near zero direct labor and has awarded SoftWear Automation, Inc. a grant to fully automate the last
remaining hand-manufactured part of making a garment by substituting computer-driven robots to
undertake the delicate task. If successful, the new automated system will eliminate the nearly 50,000
workers employed by contractors to produce military garb and be able to do so at near zero marginal
labor costs.19

For many years automation was an expensive up-front cost and out of reach for all but the biggest
manufacturing enterprises. In recent years, however, costs have declined dramatically, allowing
small- and medium-sized manufacturers to reap handsome productivity gains while reducing payrolls.
Webb Wheel Products is a U.S. company that makes parts for truck brakes. The company’s newest
employee, a Doosan V550M robot, has churned out 300,000 more drums annually in just three years
—a 25 percent increase in production—without having to add a single worker on the factory floor.20

If the current rate of technology displacement in the manufacturing sector continues—and industry
analysts expect it to only accelerate—
factory employment, which accounted for 163 million jobs in 2003, is likely to be just a few million
by 2040, marking the end of mass factory labor in the world.21 While some human labor is required
to manufacture robots, create new software applications to manage production flows, and maintain
and upgrade programs and systems, even that professional and technical labor is diminishing as
intelligent technology is increasingly able to reprogram itself. Up-front costs aside, the marginal labor
cost of automated production of additional units of a good is edging closer to zero with each passing
day.

Logistics is another of the sectors that, like textiles, was able to automate much of its processes, but
still relied heavily on human labor to pick up and deliver items. Delivering e-mail in seconds around
the world, at near zero marginal labor costs, has eviscerated the postal services in every country. The
U.S. Postal Service, which just ten years ago was the largest U.S. enterprise, with over 700,000
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employees, has tumbled to less than 500,000 employees in 2013. And even though the USPS took
pride in the automation of its sorting and handling systems, once praised as the most advanced in the
world, it is now facing near-extinction as more of its letter-carrying business is shifting over to e-
mail.22

Automation is replacing workers across the entire logistics industry. Amazon, which is as much a
logistics company as a virtual retailer, is adding intelligent automated guided vehicles, automated
robots, and automated storage systems in its warehouses, eliminating less efficient manual labor at
every step of the logistical value chain with the goal of getting as close as possible to near zero
marginal labor costs.

That goal is now within sight with the introduction of driverless vehicles. The prospect of
eliminating human driving with the substitution of driverless vehicles operating on smart roads, once
relegated to the realm of science fiction, will soon be operational. There are currently over 2.7
million truck drivers in the United States alone.23 By 2040, driverless vehicles, operating at near
zero marginal labor costs, could eliminate much of the nation’s truckers. (Driverless vehicles will be
discussed in greater detail in chapter 13.)

Automation, robotics, and artificial intelligence are eliminating human labor as quickly in the
white-collar and service industries as in the manufacturing and logistics sectors. Secretaries, file
clerks, telephone operators, travel agents, bank tellers, cashiers, and countless other white-collar
service jobs have all but disappeared in the past 25 years as automation has driven the marginal cost
of labor to near zero.

The Hackett Group, a consultant on back-office employment, estimates that 2 million of the jobs
lost in the United States and the European Union since the onset of the Great Recession have been in
human resources, finance, information technology and procurement, and that more than half of those
job losses were the result of technology displacement due to automation.24

Automation is also making deep inroads into the retail sector, which employs one out of every ten
Americans. While back-office work, warehousing, and shipping were surefire candidates for
automation, observers of the retail industry long assumed that salespeople, at least, would be spared
the ax because of the very social nature of their relationships with customers. Wishful thinking.

Vending machines and kiosks now sell everything from bathing suits to iPods and even gold coins.
In 2010, $740 billion in retail sales were transacted by self-service machines. Industry watchers
expect that figure to jump to $1.1 trillion by 2014.25

Walmart already has self-checkout terminals and plans to install 10,000 additional terminals in
more than 1,200 of its stores by the end of 2013. The giant retailer is also expanding its Scan and Go
self-checkout system in 40 of its stores in the Denver, Colorado, area. Shoppers scan the bar code of
the products they take off the shelves on their iPhone app before putting them in their shopping carts.
When they are finished shopping, they press the “done” button and the app provides them with a
custom QR (quick response) code. The self-checkout terminal scans the QR code on the smart phone
adds up the price of the items, and asks the customer to pick a payment option.26

Despite efforts by brick-and-mortar retailers to automate more and more of their operations to
reduce their labor costs, they continue to lose ground to online retailers whose marginal labor costs
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are heading to near zero. On the surface, brick-and-mortar sales appear healthy, if not robust. They
made up 92 percent of retail sales in 2011, versus only 8 percent online.27 It’s only when we probe a
little deeper and look at growth rates that we begin to see the handwriting on the wall. According to
the National Retail Federation, brick-and-mortar sales are only growing at 2.8 percent per year while
online retailers are growing at 15 percent per year, raising the question of how long physical
retailing, with its significant fixed costs and sizable payrolls, can compete with much lower marginal
labor costs online.28 The casualty list is already mounting. Borders books and Circuit City, once
giant brick-and-mortar retailers, have already fallen victim to the low marginal labor costs of online
retailing. With online retail stores expected to double by 2020, many more brick-and-mortar retailers,
already stretched by falling profit margins, are likely to succumb to virtual retailing.29

Brick-and-mortar retailers are caught in a bind, unwittingly becoming free showroom spaces for
customers to browse and handle products and clothes that they then purchase online. Price-check
iPhone apps allow customers to scan a product in the store and then compare it on the spot to prices
online, where they are sure to get the item at a cheaper price at Amazon or other virtual retailers—
often with free shipping thrown in.

Some brick-and-mortar retailers are fighting back against “fit-lifters” who try on clothes and shoes
in their stores to get the right size and then order them online. Gary Weiner, the owner of Saxon Shoes
in Virginia and a board member of the National Shoe Retailers Association, shares the concern of a
growing number of retailers who resent what they call showrooming—the practice of online
customers using stores to try on things they then buy online. Weiner says that it’s common for young
people to come in the store and say, “My mother sent me in to get my size fitted so she can buy them
online.”30 A few stores are beginning to charge a browser fee to discourage fit-lifting. Other retailers
worry, probably rightly so, that if they charge for browsing and fitting it will only result in consumers
abandoning their stores altogether.31

A number of retailers are attempting an accommodation with online shopping by encouraging their
customers to buy from their online shop and pick up their merchandise in the brick-and-mortar store
—so the stores become, in effect, mini-distribution centers. Still, such efforts are likely to be only a
stopgap measure because of the steep overhead costs in maintaining brick-and-mortar operations.

Many of the big-box retailers, including Best Buy, Target, and Walmart, will likely attempt to get
ahead of the curve by pushing more of their business online. Others—especially traditional
department stores like Macy’s, Nordstrom, and Neiman Marcus—are going to pare down or simply
die off as more and more retail goes virtual. Online clothiers already offer virtual fitting. Online
customers can create a virtual model of themselves, providing information on their size, gender, age,
chest, waist, and hip size. Using a mouse, the customer can even check the fitting from different
angles.

A growing number of retail industry analysts are forecasting the imminent death of large segments
of the brick-and-mortar retail trade. Jason Perlow, technology editor at ZDNet, says that convenience
stores like 7-Eleven, drug stores like Walgreens, and supermarket chains like Kroger will continue to
keep their doors open, along with high-end specialty and luxury stores like Crabtree & Evelyn, and a
few big box stores like Walmart. Much of the brick-and-mortar retail business, however, is going to
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shrink, especially as a younger generation weaned on purchasing online comes of age.
Perlow says that while brick-and-mortar retail will not disappear, in “ten years hence [the] retail

footprint will be a shadow of its former self and heavy competition from online will allow only the
strongest brick-and-mortar businesses to survive.”32

As in other industries where automation is quickly reducing human labor, virtual retailing is
following suit. At best we can say that the future does not look good for the 4.3 million workers in
brick-and-mortar retail as we move closer to near zero marginal labor costs and a near workerless
world.33

EVEN KNOWLEDGE WORKERS ARE EXPENDABLE
By 2005, the anecdotal evidence of automation replacing workers in the manufacturing and service
industries was no longer an object of curiosity. Automation had become pervasive. Everywhere we
turned, it seemed, workers had disappeared and we found ourselves surrounded by intelligent-
machine surrogates talking to us, listening to us, directing us, advising us, doing business with us,
entertaining us, and watching over us. Early on, the experience of a workerless presence was often
amusing, sometimes irksome, and even eerie. Now it’s commonplace. Still, it was not until around
2010 that an avalanche of new books came out with alarming titles like The Race Against the
Machine, Light at the End of the Tunnel, and Automate This, warning of automation’s impact on
jobs. Their authors took to the talk shows, and their message of a coming workerless world began to
gain attention in social media outlets, even attracting some comments from policy makers, think tank
researchers, economists, and President Barack Obama.

We are just beginning to hear the rumble of what’s likely to become a global policy debate on
automation and the future of jobs. In part, that discussion is starting to happen because of the jobless
recovery that followed the Great Recession. The disconnect between a rising GDP and diminishing
jobs is becoming so pronounced that it’s difficult to continue to ignore it, although I’m still somewhat
amazed at how few economists, even at this stage, are willing to step forward and finally
acknowledge that the underlying assumption of classical economic theory—that productivity creates
more jobs than it replaces—is no longer credible.

The other reason I suspect that the great automation debate may be about to take flight is that the
new innovations in the use of Big Data, the increasing sophistication of algorithms, and advances in
AI are, for the first time, crawling up the skill ladder and affecting professional work itself, long
considered immune from the forces of automation and the advances of technology displacement.
Computers are being programmed to recognize patterns, advance hypotheses, self-program responses,
implement solutions, and even decipher communication and translate complex metaphors from one
language to another in real time with accuracy approaching that of the best translators in the world.

Advances in AI are now being employed across a range of professional disciplines to increase
efficiency and productivity and reduce human labor. EDiscovery is a software program that can sift
through millions of legal documents, looking for patterns of behavior, lines of thought, concepts, and
the like, at speeds that would trump the best Harvard-educated lawyers and with crisp analysis that
even the most well-trained legal scholars might miss. The savings in labor cost is equally impressive.

The New York Times journalist John Markoff cites the example of a blockbuster lawsuit in 1978
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involving five television studios, the U.S. Justice Department, and CBS. The studios’ lawyers and
paralegals had the unenviable task of reading through more than 6 million documents over months at a
cost of $2.2 million in labor time. In January 2011 BlackStone Discovery, a Palo Alto, California
enterprise, analyzed 1.5 million legal documents using eDiscovery software for less than $100,000.
Bill Herr, an attorney at a U.S. chemical company who used to pack an entire army of lawyers in an
auditorium to read documents for weeks at a time, says that “from a legal staffing viewpoint, it means
that a lot of people who used to be allocated to conduct document review are no longer able to be
billed out.”34 Mike Lynch, founder of Autonomy, another eDiscovery firm, calculated that with the
new search software, one lawyer can do the work of 500 lawyers, and with greater accuracy. Using
eDiscovery software, Herr found only 60 percent accuracy when attorneys were doing the research,
leading him to gripe: “Think about how much money had been spent to be slightly better than a coin
toss.”35

Very few professional skills are being spared the long arm of IT and Big Data–crunching by
algorithms. Knowledge workers of every stripe and variety—radiologists, accountants, middle
managers, graphic designers, and even marketers—are already feeling the heat as pattern-recognition
software begins to penetrate every professional field. Mike McCready is the head of a startup
company called Music Xray, a firm that uses Big Data and algorithms to identify potential musical
hits. The company, which has secured recording contracts for more than 5,000 artists in less than
three years, uses sophisticated software to compare the structure of a song to songs previously
recorded to assess its potential to break out and hit the charts. His company already has an impressive
track record of spotting songs by unknown artists and accurately predicting their success. A similar
software program developed by Epagogix analyzes movie scripts to project box office hits for the
film industry.36 Its success in identifying winners has made algorithm assessment standard fare in the
industry. In the future, these kinds of forecasting tools will eliminate the need to hire pricey marketing
agents to conduct expensive focus-group encounters and other marketing-research initiatives, the
accuracy of which might pale against the crowdsourcing accuracy of Big Data filtered by algorithms.

Big Data and algorithms are even being used to create copy for sports stories that are chatty, chock
full of information, and engaging. The Big Ten Network uses algorithms to create original pieces
posted just seconds after games, eliminating human copywriters.37

Artificial intelligence took a big leap into the future in 2011 when an IBM computer, Watson—
named after IBM’s past chairman—took on Ken Jennings, who held the record of 74 wins on the
popular TV show Jeopardy, and defeated him. The showdown, which netted a $1 million prize for
IBM, blew away TV viewers as they watched their Jeopardy hero crumble in the presence of the
“all-knowing” Watson. Watson is a cognitive system that is able to integrate “natural language
processing, machine learning, and hypothesis generation and evaluation,” says its proud IBM parent,
allowing it to think and respond to questions and problems.38

Watson is already being put to work. IBM Healthcare Analytics will use Watson to assist
physicians in making quick and accurate diagnoses by analyzing Big Data stored in the electronic
health records of millions of patients, as well as in medical journals.39

IBM’s plans for Watson go far beyond serving the specialized needs of the research industry and
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the back-office tasks of managing Big Data. Watson is being offered up in the marketplace as a
personal assistant that companies and even consumers can converse with by typed text or in real-time
spoken words. IBM says that this is the first time artificial intelligence is graduating from a simple
question-and-answer mode to a conversational mode, allowing for more personal interaction and
customized answers to individual queries.40

AI scientists will tell you that the most challenging hurdle for their industry is breaking through the
language barrier. Comprehending the rich meaning of complex metaphors and phrases in one language
and simultaneously retelling the story in another language is perhaps the most difficult of all cognitive
tasks and the most unique of all human abilities. I have spent quite a bit of time over the years with
translators at lecture presentations, in meetings, and even, when required, at social functions. I marvel
at their ability to take what I’m saying—not just the text, but the subtle inferences in my tone of voice,
my accentuations, and even my facial expressions and body language—and without hesitation convey
its layers of meaning to others in words that resonate with the same intent that I expressed. Mediocre
translators are literalists, attempting merely to match words and phrases in two different languages.
Their translations seem machinelike and the meanings are garbled and confused. The best translators
are artists who are able to live in two different cognitive personas simultaneously.

I have long been a skeptic when it comes to the prospect of AI besting world-class translators.
Still, recent advances in AI are bringing that day ever closer. Lionbridge is a company that provides
real-time translation for online customer support, allowing consumers to speak across languages via
instant translation of user-generated content. Its GeoFluent plug-in software-as-a-service solution,
which uses Microsoft translation technology, provides translations between 39 languages. While not
yet as proficient as the best translators, GeoFluent is good enough to break the language barrier and
bring one-third of the human race already online together in the first truly shared global conversation
in all of history, speeding the transition into a universal Commons and Collaborative Age.41

Within a decade or so, businesspeople, workers, and travelers will be equipped with mobile apps
allowing them to effortlessly have conversations online or face to face with someone who speaks a
different language. Most of the 150,000 to 300,000 highly educated and costly translators will go the
way of cashiers, file clerks, and secretaries, as AI provides translation services at near zero marginal
labor costs, dead-ending still another professional labor category.42

WE ARE IN THE MIDST OF AN EPIC CHANGE in the nature of work. The First Industrial
Revolution ended slave and serf labor. The Second Industrial Revolution dramatically shrank
agricultural and craft labor. The Third Industrial Revolution is sunsetting mass wage labor in the
manufacturing and service industries and salaried professional labor in large parts of the knowledge
sector.

IT, computerization, automation, Big Data, algorithms, and AI embedded in the Internet of Things
are quickly reducing the marginal labor costs of producing and delivering a wide range of goods and
services to near zero. Barring an unforeseen blowback, much of the productive economic activity of
society is going to be increasingly placed in the “hands” of intelligent technology, supervised by
small groups of highly skilled professional and technical workers as we journey further into the
twenty-first century.
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The wholesale substitution of intelligent technology for mass wage labor and salaried professional
labor is beginning to disrupt the workings of the capitalist system. The question economists are so
fearful to entertain is, what happens to market capitalism when productivity gains, brought on by
intelligent technology, continue to reduce the need for human labor? What we are seeing is the
unbundling of productivity from employment. Instead of the former facilitating the latter, it is now
eliminating it. But since in capitalist markets capital and labor feed off of each other, what happens
when so few people are gainfully employed that there are not enough buyers to purchase goods and
services from sellers?

For starters, the emerging zero marginal cost economy radically changes our notion of the economic
process. The old paradigm of owners and workers, and of sellers and consumers, is beginning to
break down. Consumers are becoming their own producers, eliminating the distinction. prosumers
will increasingly be able to produce, consume, and share their own goods and services with one
another on the Collaborative Commons at diminishing marginal costs approaching zero, bringing to
the fore new ways of organizing economic life beyond the traditional capitalist market model.

Secondly, the automation of work across every sector of the market economy is already beginning
to free up human labor to migrate to the evolving social economy. In the coming era, deep play in the
Collaborative Commons becomes as important as hard work was in the market economy, and the
amassing of social capital becomes as valued as the accumulation of market capital. Attachment to
community and the search for transcendence and meaning comes to define the measure of one’s life
rather than one’s material wealth.

Lest this sounds fanciful and out of reach, know that millions of young people are just beginning to
make their way from the old order to the new. Members of the Internet generation see themselves
more as players than workers, regard their personal attributes more as talents than skills, and prefer
to express their creativity in social networks rather than laboring away in cubicled assignments,
performing autonomous tasks in markets. For an increasing number for young people, the emerging
social economy on the Commons offers greater potential opportunity for self-development and
promises more intense psychic rewards than traditional employment in the capitalist marketplace.
(The migration of employment from the capitalist market economy to the social economy on the
Collaborative Commons will be addressed more fully in chapter 14.)

If the steam engine freed human beings from feudal bondage to pursue material self-interest in the
capitalist marketplace, the Internet of Things frees human beings from the market economy to pursue
nonmaterial shared interests on the Collaborative Commons. Many—but not all—of our basic
material needs will be met for nearly free in a near zero marginal cost society. Intelligent technology
will do most of the heavy lifting in an economy centered on abundance rather than scarcity. A half
century from now, our grandchildren are likely to look back at the era of mass employment in the
market with the same sense of utter disbelief as we look upon slavery and serfdom in former times.
The very idea that a human being’s worth was measured almost exclusively by his or her productive
output of goods and services and material wealth will seem primitive, even barbaric, and be regarded
as a terrible loss of human value to our progeny living in a highly automated world where much of
life is lived on the Collaborative Commons.
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I

CHAPTER NINE
THE ASCENT OF THE PROSUMER AND THE

BUILD-OUT OF THE SMART ECONOMY

n a Collaborative Commons, sellers and buyers give way to prosumers, property rights make
room for open-source sharing, ownership is less important than access, markets are superseded
by networks, and the marginal cost of producing information, generating energy, manufacturing

products, and teaching students is nearly zero. A central question arises: How is the new Internet of
Things infrastructure that makes all of this possible going to be financed? (The issue of how a near
zero marginal cost society is going to be governed and managed will be addressed separately in
chapter 12.)

THE MARGINAL COST CONTROVERSY
This question of financing infrastructure has come up before, back in the 1930s and 1940s. It was
referred to at the time as the “marginal-cost controversy” and unleashed a contentious debate among
economists, business leaders, and government policy makers. At the time, it was more of an abstract
issue. Today, it’s one of the most important political issues facing society. How we choose to finance
a near zero marginal cost society will likely determine the way we organize economic, social, and
political life for the remainder of the twenty-first century.

In December 1937, the economist Harold Hotelling, the retiring president of the Econometric
Society, presented an esoteric paper called “The General Welfare in Relation to Problems of
Taxation and of Railway and Utility Rates” at the association’s annual meeting.

Hotelling began with the observation that “the optimum of the general welfare corresponds to the
sale of everything at marginal cost.”1 Of course, if firms were to sell their products at the marginal
cost, they would soon be out of business because they would be unable to recoup their capital
investment, so every entrepreneur builds in the up-front costs in the sale of each unit.

Hotelling observed, however, that there are certain kinds of goods—public goods—that are
nonrivalrous because everyone needs to have access to them—for example, roads and bridges, water
and sewage systems, railroad lines, electricity grids, etc. These public goods are generally of the kind
that establish infrastructure for conducting all other economic activity and require significant capital
expenditures. And because they are nonrivalrous goods, they favor natural monopoly. Competing
grids for roads, bridges, water and sewage systems, and electricity transmission would be a colossal
waste of resources.

All of which raises the question: How should infrastructure and public goods be paid for?
Hotelling argued that since the general public would greatly benefit from only having to pay for the
marginal cost of what they are using, the best way to finance the fixed costs of creating the public
goods is through general taxation. Hotelling favored income taxes, inheritance taxes, and taxes on the
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value of land to pay for public goods. He reasoned that if government were to finance the overhead
cost of nonrivalrous infrastructure development up front with taxes, “everyone would be better off.”2

Hotelling used the illustration of a bridge to make his case.

A free bridge costs no more to construct than a toll bridge, and costs less to operate; but society, which must pay the cost in some
way or other, gets far more benefit from the bridge if it is free, since in this case it will be more used. Charging a toll, however
small, causes some people to waste time and money in going around by longer but cheaper ways, and prevents others from

crossing.3

Hotelling acknowledged that while using taxes to finance the overhead of public goods might
adversely affect some taxpayers—depending on the type of tax—and especially the well-to-do, in the
case of inheritance and land taxes, it would be a small burden for the nation’s wealthiest members to
bear when measured against the gains to the general welfare.

Hotelling concluded that general government revenue should “be applied to cover the fixed costs of
electric power plants, waterworks, railroads, and other industries in which the fixed costs are large,
so as to reduce to the level of marginal cost the prices charged for the services and products of these
industries.”4 Many of the leading economists of the day agreed with Hotelling’s argument, convinced
that it was the most rational approach to achieving the public good.

Not all economists, however, were won over to Hotelling’s pleadings. More traditional advocates
of free enterprise recognized that public goods—especially those that constitute infrastructure—were
non-rivalrous, and in those instances the average cost of bringing additional units to market continued
to decline with prolonged demand. Charging for “declining average cost,” they argued, was more
sensible, allowing firms to recoup their investment while keeping the government’s hands off the
economic life of the nation.

In 1946, economist Ronald Coase stepped into the fray, taking exception to Hotelling’s thesis by
arguing that the social subsidies Hotelling advocated “would bring about a maldistribution of the
factors of production, a maldistribution of income, and probably a loss similar to that which the
scheme was designed to avoid.”5

Coase did not disagree with Hotelling that price should equal marginal cost, but he also believed
that the total cost needed to be covered. He suggested a multipart pricing scheme in which those using
the public good paid an additional fee on top of the marginal cost price for carriage charges. That
way, those using the service would pay a little extra for carriage rather than taxpayers, some of whom
wouldn’t even use the service. Multipart pricing, Coase believed, would allow both the marginal cost
and total cost to be covered.6

Without going into laborious detail on the nuances of the marginal cost controversy, suffice it to say
that Coase turned the tide in favor of the free market. By 1946, conventional wisdom had seesawed
back to the champions of the unencumbered market, who argued that natural monopolies should
remain in the hands of the private sector and, in lieu of public subsidies, firms should be able to set
prices above marginal costs to recoup their investments. That line of reasoning still holds sway today.
John Duffy, a professor of law at the George Washington University Law School, says that “in short,
modern public utility theorists generally do not recommend using pervasive public subsidies to chase
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the Holy Grail of global marginal cost pricing.”7
In reality, the argument that governments ought not to finance infrastructure that creates public

goods and services and that natural monopolies ought to be able to set their prices above marginal
costs to recoup fixed costs is more than a bit disingenuous. Many of the same market economists who
oppose government subsidies turn a blind eye to the fact that the private firms characterized as public
utilities and that enjoy near monopoly status are the most heavily subsidized by government taxes.

In the United States, over half of all federal tax subsidies go to just four industries—finance,
utilities, telecommunications, and oil, gas, and pipelines. With the exception of finance, they bear all
the earmarks of public utilities. Between 2008 and 2010, gas and electric utilities received more than
$31 billion in government subsidies, telecommunications got more than $30 billion, and oil, gas, and
pipelines weighed in with $24 billion.8

Before the move to deregulation and privatization in the 1980s, these three industries were, in fact,
government owned and financed in most industrialized nations—allowing the consumer to enjoy
relatively cheap prices. In the United States, however, they remained, for the most part, in the private
sector. Electricity and gas utilities were regulated by government but allowed to set prices above the
marginal costs, allowing them to make profit while enjoying rich government subsidies.

Those subsidies don’t even include intellectual-property protection afforded by the government in
the form of patents. Although originally conceived to encourage invention and allow entrepreneurs to
recoup their investments, intellectual property has long since served a different function, allowing
natural monopolies to enjoy a second monopoly over goods and services they deliver, enabling them
to charge prices far in excess of their marginal costs.

All of this might have gone unseen were it not for the meteoric rise of the Internet, which brought
the marginal cost of securing information to near zero. This was followed in quick succession by the
plunging marginal cost of harvesting the sun and wind and other abundant renewable energies, the 3D
printing of “things,” and online courses in higher education.

The Internet of Things is the first general purpose technology platform in history that can potentially
take large parts of the economy to near zero marginal costs. And that’s what makes the marginal cost
controversy so pivotal to humanity’s future. Whether the new potential inherent in the IoT
infrastructure can be realized will be determined by who finances the platform. The struggle for
control is already well underway, mostly behind the scenes, in regulatory commissions, courtrooms,
legislatures, corporate boardrooms, civil society organizations, and academic circles all over the
world. As of yet, only snippets of the discussion have bubbled up to public consciousness. That is
likely to change in the next few years as a younger generation squares off with itself on what kind of
economic future it favors.

POWER TO THE PEOPLE
The question is whether, on the one hand, prosumers weaned on open-source access and peer-to-peer
collaboration will find a financing model that can optimize the new infrastructure’s potential of
achieving a near zero marginal cost society. Or, on the other hand, whether corporate interests
wedded to an older capitalist model will use intellectual-property protection, regulatory policy, and
other legislation to bend the infrastructure their way, keeping prices well above near zero marginal
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costs and profits flowing.
To get a handle on which of these two forces is likely to triumph, follow the money. In the First and

Second Industrial Revolutions, the amassing of private capital allowed a growing entrepreneurial
class to underwrite and seize control of the vital infrastructure and, along with it, the legislative,
judicial, and executive powers that would regulate it. Although the government subsidized much of
the infrastructure development as well as the critical industries that grew up around it, private capital
ran the game, at least in the United States. As mentioned, in Europe and elsewhere, governments
owned many of the critical infrastructure industries, particularly those involved in the delivery of
nonrivalrous public goods—that is, until the Reagan/Thatcher push to sell off public enterprises to the
private sector in the great deregulation shuffle. The selloff continued for nearly 30 years under the
guise of encouraging free markets.

The financing of the IoT infrastructure, however, is coming not so much from wealthy capitalists or
corporate shareholders, but from hundreds of millions of consumers and taxpayers. First, let’s begin
with the Internet, the communication medium of the IoT infrastructure. Who owns it? Actually,
everyone and no one. The Internet is a system organized by an agreed-upon set of protocols that
allows computer networks to communicate with one another. While there is a physical network—an
Internet backbone—made up of big companies that lay the cable, provide wired and wireless
connections, route the traffic, and store the data, the companies are merely providers and facilitators.
There are also Web companies and nonprofit Web organizations that inhabit the Internet and
coordinate the content. The Internet itself, however, is a virtual public square where anyone who pays
for an Internet connection can gain admission and join the conversation. The Internet has already
brought 2.7 billion people into the coveted zone where the marginal cost of accessing and sending
various forms of communication is nearly zero.9

Now that the Internet is converging with distributed renewable energies to create a nervous system
for a new economic paradigm, the question shifts to who is financing the Internet of Things? By and
large, the evolving smart infrastructure—and especially the Energy Internet—is being financed by
consumers, with lesser amounts being ponied up by governments, primarily to stimulate research and
development of new enabling technologies.

The green feed-in tariff has become the primary tool for advancing distributed renewable energies.
Local, regional, and national governments guarantee a premium price above the market value of other
energies for a set period of usually 15 to 20 years to encourage early adopters to invest in the
installation of wind, solar, geothermal, biomass, and small hydro renewable energy generation and
feed the new green electricity back to the transmission grid. As more individuals bring renewable
energy online, the industry scales, encouraging new investments by manufacturers to innovate their
harvesting technologies, increase their efficiency and productivity, and drop their costs, all of which
stimulates a growing market.

Increased efficiency and productivity reduces the cost of generating renewable electricity, allowing
the new green-sourced electricity to move closer and closer to parity with the market price of
conventional fossil fuels and nuclear electricity. As the new renewable electricity approaches parity,
governments can begin to reduce the feed-in tariff premium and, eventually, when parity is reached,
phase out the tariff altogether.
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Sixty-five countries have instituted feed-in tariffs, and over half of them are in the developing
world.10 Feed-in tariffs have proven to be a powerful policy instrument in moving renewable energy
online. Nearly two-thirds of the global wind and 87 percent of global photovoltaic capacity has been
spurred by feed-in tariffs.11

The funding for feed-in tariffs generally comes from a slight increase in the price of electricity on
everyone’s monthly electricity bill or from taxes. In other words, either the power companies pass the
additional cost along to the consumers, who finance the shift to renewable energies, or the taxpayers
pay via government subsidies of the feed-in tariffs. In the early years of the feed-in tariffs, big solar
and wind companies were the most likely to take advantage of the premium by establishing large,
concentrated solar and wind energy parks and reaping profits, all financed by rate hikes charged to
millions of small electricity consumers. On occasion, power and utility companies even set up their
own subsidiaries to generate wind and solar energy, which they fed back to the parent company at a
premium, all paid for by the company’s electricity consumers—allowing the company to profit at the
expense of the millions of ratepayers.

The increasing public awareness of both the corporate “rip-off” and the opportunity of becoming a
prosumer—a producer and consumer of one’s own green electricity—has turned the tide toward
millions of small-business owners and homeowners who are becoming the primary drivers of a shift
to distributed renewable energies. A growing number of the millions of consumers of electricity who
are footing the bill for the feed-in tariffs are also beginning to reap the benefits. They are investing
their own capital to install renewable energy harvesting technologies on site. While the up-front
capital investment is significant, they are beginning to receive low-interest-rate green loans from
banks and credit unions. The lenders are more than willing to lend money at reduced interest rates
because the premium in selling green electricity back to the grid virtually ensures the loan will be
honored.

The shift from being a consumer to being a prosumer of energy marks a tipping point in the way
power is generated and used. The giant oil, coal, and gas companies of the twentieth century, often in
collusion with banks and other financial institutions and abetted by favorable government subsidies,
were able to amass and employ huge sums of financial capital to gain control of the nation’s power
supply. Today, millions of little players are underwriting their own renewable energy revolution by
taking advantage of feed-in tariffs financed by the slight monthly rate hike attached to their electricity
bill.

In Germany, which is setting the pace for transitioning into green electricity in Europe, the big
traditional power and utility companies—E.ON, RWE, EnBW, Vattenfall Europe—owned only 7
percent of the renewable-energy capacity installed by the end of 2011. Individuals, however, “owned
40 percent of the renewable energy capacity, energy niche players 14 percent, farmers 11 percent,
various energy-intensive industrial companies 9 percent, and financial companies 11 percent. Small
regional utilities and international utilities owned another 7 percent.”12 Nearly half of the German
wind turbines are owned by residents of the regions.13 In other EU countries, the pattern is the same.
Consumers are becoming prosumers and generating their own green electricity.

Gérard Mestrallet, CEO of GDF Suez—the French gas utility—says that just ten years ago th

114



European energy market was dominated almost exclusively by a handful of regional monopolies.
“Those days are gone forever,” says Mestrallet, now that “some consumers have become
producers.”14 Peter Terium, CEO of RWE, the German-based energy company, acknowledges the
massive shift taking place in Europe from centralized to distributed power, and says that the bigger
power and utility companies “have to adjust to the fact that, in the longer term, earning capacity in
conventional electricity generation will be markedly below what we’ve seen in recent years.”15

Had anyone suggested ten years ago that the big power and utility companies of Europe would
begin to crumble as millions of small, distributed, renewable-energy micropower players began to
generate their own green electricity for the grid, it would have been dismissed as fantasy by the
powers that be. Not now. “It is a real revolution,” says Mestrallet.16

Consumers and small business owners are not only paying most of the costs for bringing green
electricity online through rate hikes in their electricity bills and taxes. They are also paying the lion’s
share of costs in the build-out of the Energy Internet. Just recently, the U.S. government shelled out
$3.4 billion in Federal Recovery Act funds, which will be leveraged with an equal or greater amount
of private sector resources, for a total $7.8 billion investment to support grid modernization.17 If this
sounds like a lot of money, consider for a moment the cost to businesses and consumers in power
interruptions, brownouts, and blackouts each year resulting from an underperforming and inefficient
power grid. “Power outages and interruptions . . . cost Americans at least $150 billion each year—
about $500 for every man, woman and child.”18

Most power interruptions in the United States stem from the fact that the old electricity transmission
lines are still above ground, with wire strung across decaying wood poles. The problem is that more
extreme weather events brought on by climate change—winter snow storms, torrential spring storms
and floods, hurricanes, etc.—are downing transmission lines on a much more frequent basis, forcing
brownouts and blackouts across wide areas. Power losses, which used to be occasional events, are
now the new normal across large parts of the United States, as extreme weather events take a ruthless
toll on old sagging transmission lines that should have been tucked underground a long time ago. If
this weren’t enough, “more than 10% of all the electricity used is ultimately lost due to conversion
inefficiencies.”19 Installing a secure, twenty-first-century, digitalized, distributed smart grid
underground would dramatically reduce electricity losses and power blackouts while increasing the
efficiency of electricity transmission along the lines.

A study carried out by the Electric Power Research Institute (EPRI), the nonprofit think tank of the
U.S. electricity industry, estimates that it will cost between $17 and $24 billion a year over the next
20 years, or about $476 billion, to phase in a national Energy Internet.20 Not cheap, but then again,
not overly expensive either, especially when you consider the return. That’s approximately the same
amount of money per year as the Department of Defense spends to build two new aircraft carriers—
or, to put it in energy terms, Royal Dutch Shell’s annual revenue of $470 billion in 2011 nearly equals
the cost of building a national Energy Internet over 20 years.21

The EPRI price tag is probably too low. It assumes a bargain-basement, no-frills approach to
smartening up the energy grid by installing smart meters and laying out additional power lines. Other
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studies suggest the price could be as high as $2.5 trillion when we take into account energy storage,
the wiring of every machine, appliance, and thermostat to the grid, and the cost of IT management of
Big Data feedback from billions of nodes across the Energy Internet. Vaclav Smil, a leading energy
analyst, reminds us that even this figure doesn’t include the write-off of the existing fossil fuel and
nuclear power plants, whose replacement value is at least $1.5 trillion.22

In reality, the costs are probably going to be somewhere in the neighborhood of $1.2 trillion,
stretched out over three decades. Power companies will pass on some of the costs of constructing an
Energy Internet to their customers in the form of increased charges. Still, the hikes will be tiny and
easily manageable. The rest of the costs will be absorbed by the local, state, and federal governments
in the form of direct outlays, subsidies, incentives, and allowances. This is how the
communication/energy infrastructure of both the First and Second Industrial Revolutions were
financed, through a combination of private and public investment.

The EPRI study shows that the increase in “energy savings” to customers in the installation of a
continental Energy Internet would be in the neighborhood of $2 trillion, well worth the up-front
infrastructure costs.23 However, that $2 trillion doesn’t even begin to take into account the dramatic
increase in potential productivity that will result from embedding all economic activity in an
intelligent, networked IoT infrastructure that is continually using Big Data feedback and state-of-the-
art analytics and algorithms to increase thermodynamic efficiency and productivity in every corner of
society. As mentioned earlier, it’s the steep rise in overall aggregate energy efficiency from the peak
level of 14 percent in the Second Industrial Revolution to 40 percent in the Third Industrial
Revolution and the accompanying productivity gains that are going to move us ever closer to a near
zero marginal cost society.

Fourteen countries are currently implementing smart grids, and, in the majority of the cases, the
Energy Internet is being financed by raising the electricity bill to consumers and by taxes paid by its
citizens and businesses.24 A significant part of the financing of the Energy Internet will go to
reconfiguring electricity lines and establishing the substations and other hardware components that
make up the physical operating systems. Much of the rest of the financing will be dedicated to the
intelligent communication technologies that will coordinate the complex flow of green electricity
being generated, stored, and shared by millions of individual prosumers.

As mentioned in chapter 5, every device in every building will be equipped with sensors and
software that connect to the Internet of Things, feeding real-time information on electricity use to both
the on-site prosumer and the rest of the network. The entire network will know how much electricity
is being used by every appliance at any moment—thermostats, washing machines, dishwashers,
televisions, hair dryers, toasters, ovens, refrigerators, and so on. The continuous feedback of
information allows on-site prosumers to optimally program their own electricity use while the
distributed and collaborative nature of the system allows millions of energy players to share
electricity in ways that optimize the efficiency of the entire network. For example, millions of energy
prosumers can preprogram their nodes—it’s a voluntary system—so that if the demand for air
conditioning spikes because of a heat wave across the region, their thermostat will automatically take
itself up by one or two degrees or their washing machine will automatically shift down to a shorter
rinse cycle to save on electricity use, allowing the system to level off the increase in electricity
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demand. Prosumers who assist the grid receive a credit on their next electricity bill.
Utility companies, anxious to profit from the smart grid, would prefer to control the

communications across the network. The smart meters installed in millions of buildings are owned by
the utility, even though the customers end up paying for them because the cost is passed on in their
monthly bill. By locking up the communications that are essential to the management of the Energy
Internet, the utility companies can prevent millions of businesses and home owners from fully
benefiting from the smart electricity system they are funding.

Their efforts are likely to fail. Dozens of companies are coming to the market with new Web-
connected smart energy devices that allow prosumers to connect every appliance in their building and
communicate via wireless networks with the power grid.25 Dave Martin is the president of Intwine
Energy, a U.S. start-up company that facilitates wireless smart grid connection. Like others who have
put their faith in wireless interfaces with the Energy Internet, Martin sees the opportunity of bypassing
the old centralized and proprietary approach to communications in favor of a distributed, open,
collaborative, and lateral model:

We believe being able to tap into the existing Internet connectivity in broadband-equipped homes and use the World Wide Web,

rather than having to rely so much on proprietary, “closed” systems, offers significant benefits to homeowners and utilities.26

Martin points to the agility, mobility, and simplicity, and the reduction in costs that come with using
wireless networks and remote devices to program, manage, and distribute energy across an Energy
Internet. He explains the rationale behind wireless smart grid connection:

Our systems enhance collaboration between the homeowner and the utility. As a result, energy users can customize their energy
management practices based on their lifestyle, and energy producers can meet their demand management commitments without

having to engineer and deploy their own proprietary systems.27

Wireless network devices will empower millions of people to take direct control over their energy
generation and use and enable them to reduce the marginal costs of managing energy to near zero on a
continental Energy Internet.

Transforming the entire infrastructure of society into a Third Industrial Revolution seems daunting
—but no less so than the First and Second Industrial Revolutions. Both came to fruition in less than
40 years. This time around, the process is likely going to evolve more quickly, in large part, because
the global connectivity of the Internet makes possible the active engagement of billions of people in
the build-out of the new communication/energy matrix. That level of involvement allows for the
lateral scaling of the Energy Internet at speeds that resemble the exponential growth of the Internet
over the past two decades.

THE CLEAN WEB
A young generation of social entrepreneurs are just now beginning to use social media to mobilize
their peers to become as engaged with the Energy Internet as they are with the Communications
Internet itself. In the process, they are creating new technologies that will unleash the thermodynamic
efficiencies and productivity potential inherent in the IoT infrastructure.

It’s called the Cleanweb, a grassroots movement that took off in 2011 in the United States and
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countries around the world. Writing on the MIT Technology Review website, Sunil Paul and Nick
Allen, two young venture capitalists, describe the Cleanweb vision:

We believe the next opportunity is what we call the “cleanweb”—a form of clean tech that takes advantage of the Internet, social
media, and mobile communications to alter how we consume resources, relate to the world, interact with each other, and pursue

economic growth.28

The Cleanweb Movement, also called energy IT or clean IT, is likely going to drive the paradigm
change with lightning speed, leaving conventional business practices at the side of the road, with
business leaders wondering how they failed to pick up on the cues—just as was the case when the
Internet generation began to create applications and employ social media to share music, videos,
news, and information, leaving much of the media and entertainment industries in the dust.

To understand the speed at which this change is going to take place, we need to step back for a
moment and look at Zuckerberg’s law, named after Mark Zuckerberg, founder of Facebook.
Zuckerberg has discovered an exponential curve in social media, not unlike Moore’s discovery in
computing power and Swanson’s discovery in solar technology. Using data assembled internally on
Facebook, Zuckerburg shows that the amount of information shared on the Web has been doubling
every year and he predicts that the doubling process will continue for the foreseeable future. The
proliferation of cheap computers and mobile devices makes it easier to share every moment of our
daily lives with one another through social media. For example, Spotify, a music-streaming service,
can automatically post every song you listen to on Facebook. In the first few months of its
introduction, 1.5 billion “listens” were shared through Spotify and other apps. Apple now has an
iPhone feature called Find My Friends, which allows Apple to track an individual’s location and
share it with others in their network.29 Similar apps are now being created to allow people to co-
generate and share green electricity across an Energy Internet.

The Cleanweb Movement is hosting weekend hackathons all over the world. These events bring
together software developers, social entrepreneurs, and environmental activists in deep collaboration
to create apps that will allow hundreds of millions of people to become players on the Energy
Internet. Prizes are awarded to the developers of the best apps.

At the New York Clean Web Hackathon, several hundred developers broke up into 15 teams and,
after 28 intensive hours, came up with inventive new apps for using Internet technology to manage
green energy. The winner of the New York Hackathon was a group called Econofly. Their website
allows consumers to compare appliances by their energy efficiency ratings. Another winner, Parkifi,
is an app that helps users locate a New York park with a Wi-Fi hotspot. A third winner,
nycbldgs.com, uses energy data created by the city of New York to put together a map of all the
municipal buildings, ranking them on energy usage and carbon dioxide (CO2) emissions. The goal is
to identify buildings that can be retrofitted and converted to micropower plants and feature “best in
show” buildings that can highlight state-of-the-art green design and energy efficiencies.30

The idea behind the Cleanweb Movement is to use IT, the Internet, and social media to cluster like-
minded people together to create lateral economies of scale in the implementation of energy
efficiencies and the introduction of renewable-energy harvesting technology. This means simplifying
the process of gathering information on energy efficiencies and making it easier and cheaper to invest
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in renewable-energy technologies.
Mosaic is a Cleanweb company that uses Web-based crowdfunding to install solar panels on roofs.

Much of the cost in financing renewable energy, interestingly enough, is not in the solar panels
themselves—they’re getting cheaper and cheaper—but in the “soft costs,” which include customer
prospecting, site evaluations, and financing. In the United States, solar companies spend
approximately $2,500 to acquire each new customer. It is estimated that IT solutions—using social
media—could drive the cost of solar down by 75 percent, making it cheaper than coal.31

The Cleanweb Movement in the United States is getting Big Data help from a new federa
government initiative called Green Button. The program, which was launched in 2011, encourages
power and utility companies to voluntarily provide easy access to real-time energy usage data now
available for the first time because of the installation of millions of smart meters in homes and
businesses. Smart meters are vital data collection points in the Energy Internet infrastructure. That
data can be downloaded by the companies’ customers so they can have the information they need to
more efficiently manage their energy use. In less than a year, the number of customers with instant
access to their own energy use data ballooned to 31 million.32

Companies like Opower, Itron, First Fuel, Efficiency 2.0, EcoDog, Belkin, and Honest Building
are scurrying to develop new applications and Web services that can use Green Button data to
empower users to take control of their own energy future.33

This wealth of data on individual energy usage is now being leveraged through social media.
Studies show that money is often not the critical factor in moving people to change their energy
lifestyle. Instead, researchers have found that altering one’s energy profile is more often stimulated by
the desire to cooperate in a shared commitment to sustainable living and by a sense of collective
empowerment.

Being able to share one’s energy data on social media is a powerful way to begin a peer-to-peer
conversation about new ways to manage energy. Sharing energy tips, alerting each other to new apps
to increase energy efficiency, clustering together in energy cooperatives to install renewable energy
more cheaply, or just taking pleasure in a little friendly competition greatly strengthens the global
community of sustainability activists.

Facebook launched the “Social Energy App” in 2012 in cooperation with the Natural Resources
Defense Council (NRDC), Opower, and 16 utility companies. Participants can sign up on the Green
On Facebook energy app or on Opower’s website. The app uses data from your energy bill to show
how your home ranks against similar homes across America as well as the homes of your Facebook
friends. Participants can compete with others to increase their energy efficiency and reduce their
energy use and set up groups interested in exploring various green energy initiatives. The social
energy app also provides tips and a platform for all the participants to share energy advice.
Facebook’s Mary Scott Lynn, who leads the company’s sustainability programs, remarked that “the
app is intended to make saving energy social and creates a conversation about the merits of energy
efficiency that doesn’t currently happen.” Lynn believes that “adding the social aspect of
environmental action could be the missing piece to previous attempts to create an online community
on energy.”34
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By bringing together IT, the Internet, mobile communications, and social media with renewable
energy, the Cleanweb Movement has created a powerful mix. One pioneer of the new movement
touched on the implications of the convergence of Internet communication with renewable energy.
“Think of the Cleanweb as what happens when green energy meets Moore’s Law,” says Dominic
Basulto. Writing on the blog Big Think, he observed that social entrepreneurs who

once viewed “clean tech” and “the Web” as an either/or investment proposition now have the best of both worlds: they can invest
in solar companies at the same time as they are investing in the future of Web or mobile. If Silicon Valley can get the Cleanweb to

scale in the same way that raw computing power has scaled over the past two decades, just think of the possibilities.35

FREE WI-FI FOR EVERYONE
The prospect of prosumers financing the generation of their own green energy and overseeing its use
and distribution with their own wireless devices at near zero marginal cost has come a step closer to
reality with the recent recommendation of free Wi-Fi for everyone. In February 2013, the Federal
Communications Commission (FCC), the oversight body that regulates the U.S. telecommunications
industry, dropped a bombshell. The commission published a proposal that would create “super Wi-Fi
networks” across America, making wireless connection free for everyone. The FCC plan is to require
television stations and other broadcasters to sell back to the government unused airwaves so they can
be reemployed for public Wi-Fi networks. The reused broadcast frequencies would have a reach of a
mile or more, be able to penetrate walls and enclosures, and allow users to make free calls from their
mobile phones on the Internet, as well as use the Wi-Fi connection in their homes and businesses for
free, slashing the cost of Internet bills.36

The harnessing of near zero marginal cost communications to manage near zero marginal cost
renewable energy gives society the critical operating platform to build out the Internet of Things
infrastructure and change the economic paradigm. The controversial FCC proposal has pitted the
wireless carriers of the nation’s great telecommunications companies, including AT&T, T-Mobile,
Intel, and Verizon, against the equally formidable Internet and IT companies like Google and
Microsoft. The former, which have paid out billions of dollars to secure FCC spectrum licenses, risk
heavy losses to their $178 billion wireless industry.37 The latter argue that free Wi-Fi connection
will spur the introduction of “millions of devices that will compose the coming Internet of Things.”38
Google is already providing free Wi-Fi in the Chelsea section of Manhattan and in some
neighborhoods in Silicon Valley.39

Industry analysts are predicting that free Wi-Fi “could replace carrier service.”40 The FCC is of a
like mind. One FCC official says, “We want our policy to be more end-user-centric and not carrier-
centric.”41

The FCC proposal comes as a result of dramatic technological advances over the past decade that
have transformed the electromagnetic spectrum from a scarce resource to a potentially infinitely
available one, just like solar, wind, and geothermal heat. When broadcast radio emerged in the
1920s, if two or more broadcasters in close proximity to each other were using the same spectrum
frequency or a very close one, they would continually interrupt and interfere with one another’s
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broadcast signals, making the communication unintelligible. By 1927, the proliferation of radio
broadcasters was creating chaos in radio reception, forcing Congress to pass the Radio Act to
establish the Federal Radio Commission (FRC), whose mission was to determine which frequencies
could be used and who could use them.42 The subsequent Communications Act of 1934 vested the
spectrum allocation to the newly established Federal Communications Commission.43 The FCC took
on the responsibility of managing the spectrum, which meant licensing a specific frequency in a given
location to a broadcaster or other parties for their exclusive use. The spectrum itself was viewed as a
scarce resource and therefore regarded as a valuable commercial asset.

Today, new technologies for managing communications over the radio frequencies have made the
concept of the spectrum as a scarce resource null and void. That new reality is changing the very
nature of broadcast communications. Smart antennas, dynamic spectrum access, cognitive radio
technologies, and mesh networks are among the new technologies that are expanding the spectrum to
an abundant resource by using it more efficiently and with greater agility. The new technologies can
concentrate a transmitted signal so that it goes only to the user’s antenna, avoiding interference with
other antennas. They can also sense other transmissions and share unused spectrum. They can scan the
spectrum, searching for temporarily unused holes to use. In a wireless network, the radios can even
coordinate information with each other, allowing for parallel transmissions and an optimization of a
particular time-frequency slot.

A report by the National Telecommunications and Information Administration (NTIA) in 2010 on
the future use of unlicensed spectrum observed that “when such technology is available, the capacity
of the radio-frequency spectrum will be multiplied exponentially” and by “many orders of
magnitude.”44 The NTIA report concluded that “if even a small part of this potential is realized,
today’s concept of spectrum shortage may dissipate and the need for traditional frequency regulation
based on licensing may be dramatically altered.”45

Many industry observers say that the new technologies are going to make the airwaves “so
abundant that there would be no justification for the government to ration access to spectrum or to
give some services priority over others.”46 In the near future, everyone will be able to share Earth’s
abundant free air waves, communicating with each other for nearly free, just as we will share the
abundant free energy of the sun, wind, and geothermal heat.

Open wireless communication, carried over Wi-Fi networks, is quickly surpassing traditional
licensed wired communications. A study by comScore found that “in December 2011, Wi-Fi
connections drove 40.3 percent of mobile Internet connections and 92.3 percent of tablet Internet
connections in the US.”47 Even more interesting, a Cisco report uncovered the fact that only 35
percent of mobile data use was “on the move,” while 40 percent was from home, and 25 percent from
work.48 And in 2012, 33 percent of all the mobile data was offloaded to Wi-Fi networks. The Cisco
study forecasts that the percentage will exceed 46 percent by 2017.49

The impact of open wireless communication via Wi-Fi networks is going to be most pronounced in
the management of the smart grid. Open wireless strategies already account for over 70 percent of
smart grid communication.50
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The use of open wireless connections over a free Wi-Fi network is likely going to become the norm
in the years to come, not only in America, but virtually everywhere. It’s just too beneficial for the
human race to turn down, regardless of the push back by conventional wired carriers. The notion of
communicating over proprietary, centralized, wired communications networks is going to be little
more than a historical curiosity to young people living in the mid-twenty-first century.

BEYOND GOVERNMENTS AND MARKETS
We are waking up to a new reality that is difficult to fathom. We have been so convinced of the
economics of scarcity that we can hardly believe that an economy of abundance is possible. But it is.
New communications technologies are turning the broadcast spectrum from a scarce resource to an
abundant one, just as with information, renewable energy, 3D printing, and online college courses.
The journey to an economy of abundance, however, is cluttered with roadblocks that could delay and
even derail the collaborative era. The challenge is finding a governance model that can take society
into the new paradigm. That search takes us right back to the marginal cost controversy that put two
great economists at loggerheads nearly seven decades ago. Hotelling and Coase squared off over two
distinct governing models for society. Hotelling argued passionately for government management of
public infrastructure goods while Coase championed governance by markets.

As fate would have it, Coase’s singular achievement, which helped secure him the Nobel Prize in
economics, came after the controversy over marginal costs, when he penned his treatise on privatizing
the spectrum. He argued for a one-time sell-off of the entire spectrum, putting it in the hands of
commercial enterprises for proprietary use and exchange in the marketplace.

Coase believed that the market was a far more efficient mechanism for determining how resources
should be allocated than government regulators and bureaucracies. Or, in today’s parlance, “the
government should not be in the business of picking winners and losers,” not only because it lacks the
vital up-to-the-moment information on value propositions that sellers and buyers bring to the market,
but also because government policy makers are subject to influence peddling by special interests.

Most economists bought into Coase’s thesis, and eventually the FCC itself began to fall in line with
Coase’s argument by allocating spectrum leases through public auctions to the highest bidder.51 The
FCC’s decision to auction leases wasn’t entirely devoid of self-interest. The government reasoned
that from a purely financial perspective, it made far more sense to sell valuable spectrum leases,
which could put billions of dollars into the federal coffers, than to just give it away for free. The idea
was that by selling spectrum leases, both the government and private enterprise came out on top.

The win-win collaboration was predicated on the assumption, however, that the spectrum is a
highly valuable commercial asset because it is a scarce resource. That assumption began to crumble
in the late 1990s with the introduction of the new technologies that transformed the spectrum from a
scarce resource to an abundant one. Engineers argued that the spectrum, if not an infinite resource,
was certainly a renewable one with untapped capacity that could drive the cost of using it to nearly
zero.

Social critics and a small but influential group of economists seized on the opportunity of an
abundant spectrum and began to frame the issue in social terms, arguing that denying millions of
people the ability to communicate with each other at near zero marginal cost constituted a denial of
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their right to free speech. After all, much of the communication that goes on today in the United States
and around the world is via e-mail, smartphones, and tablets. In the Collaborative Age, social media
like Facebook and Twitter are the indispensable means by which people increasingly communicate
with each other.

A new generation of scholars like Eli Noam of Columbia University, Yochai Benkler of Harvard
University, and Kevin Werbach of the Wharton School at the University of Pennsylvania found
common cause with the traditional market economists. All of them argued that the FCC command and
control of the radio bands was, at best, inefficient and wasteful. The new activists disagreed,
however, with Coase’s disciples, who argued that market management was the only viable alternative
to government control. They argued that if the remaining airwaves were leased or sold to the private
sector, the telecom giants would stow away large chunks of the spectrum, monopolize the rest, and
assert an iron grip over the communication channels of the country—denying millions of prosumers
and hundreds of thousands of businesses nearly free communications and the economic, social, and
political benefits that accompany it. They support a third alternative that would take the nation’s
communications beyond both government and market control. They call the new governing model the
Networked Commons. Web activists are not talking about the quaint old ancestral commons of feudal
yore, but a high-tech, twenty-first-century Commons that can manage the distributed, peer-to-peer,
laterally scaled economic activities made possible by the Internet of Things. The Networked
Commons becomes the governing body for a new collaborative economic paradigm.

What they’re advocating extends far beyond governance of the airwaves. Because IT computing,
wireless telecommunications, and Internet technology are increasingly being deployed to organize and
manage information, green energy and electricity, 3D printing of infofactured products, online higher
education, social media marketing, and plug-in clean transport and logistics, the networked Commons
becomes the governing model that envelopes the entirety of the Internet of Things. While none of the
new digital commoners expect government or markets to suddenly shrivel, they see them making room
for a third alternative that will come to play an increasingly mainstream role in managing much of the
economic, social, and political affairs of every locale and region in a near zero marginal cost world.
The Collaborative Commons has entered onto the world stage.
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PART III
THE RISE OF THE COLLABORATIVE

COMMONS
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CHAPTER TEN
THE COMEDY OF THE COMMONS

lthough most people know little about Commons governance (as described in chapters 1 and
2), it predates the capitalistic system and proved to be an effective governing model for
organizing economic life during the feudal and medieval eras. Unfortunately, in modern

times, its reputation has been tarnished, first by Enlightenment philosophers and, more recently, by
conventional economists committed to replacing it with a ubiquitous private property regime and
market exchange model.

Likely the most well-known contemporary depiction of the Commons—albeit a thoroughly negative
one—is Garrett Hardin’s essay entitled “The Tragedy of the Commons,” which appeared in the
journal Science in 1968. A professor of ecology at the University of California, Santa Barbara,
Hardin posed the hypothetical situation of a pasture “open to all.” Each herder benefits from grazing
as many cows on the pasture as he can. Yet he suffers the negative consequences of a deterioration of
the pasture if every other herder attempts to optimize his benefits by similarly grazing as many cows
as they can on the same open pasture. As the land continues to erode, the struggle between the herders
only escalates, as each attempts to maximize his own grazing before the pasture becomes barren. The
short-term race for gain dictates the inevitable diminishment of the resource. Hardin writes:

Therein is the tragedy. Each man is locked into a system that compels him to increase his herd without limit—in a world that is
limited. Ruin is the destination toward which all men rush, each pursuing his own best interest in a society that believes in the

freedom of the commons. Freedom in a commons brings ruin to all.1

Even if the open pasture was being taken care of by some of the herders, the tragedy of the
Commons could not be prevented because of the “free riders dilemma.” That is, if the pasture were
open to everyone, then free riders would take advantage of the good will of others, who were
attempting to steward the resources, by grazing more of their herd without contributing to the general
effort of taking care of the pasture. If the free riders prevail over the stewards, the result is the ruin of
the Commons.

Hardin concluded with an ominous declaration that “the alternative of the Commons is too
horrifying to contemplate.”2 An ardent ecologist, Hardin was convinced that the only effective way to
restore the Earth’s deteriorating ecosystems was to impose the heavy hand of centralized government
command and control:

If ruin is to be avoided in a crowded world, people must be responsive to a coercive force outside their individual psyches, a

“Leviathan,” to use Hobbes’s term.3

Hardin’s description of the Commons contained more than a modicum of truth. However, it omitted
the most salient factors of the Commons model that allowed it to persevere over eons of history—that
is, the self-regulating, self-enforcing protocols and accompanying punishments agreed to by its
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members as a condition of participation. Without those protocols and punishments, the tragedy of the
Commons is likely, if not inevitable. In other words, Hardin left out governance.

What I find so strange is that Hardin chose to cast the Commons as the villain responsible for the
unleashing of wanton greed and destruction in the modern era. In fact, it was the excesses of a market-
driven capitalist system motivated by the dogged pursuit of profit and abetted by the heavy hand of
government-directed colonial and neocolonial policies that led to the pillage of resources and the
wholesale exploitation of humanity in the developing world over the course of the eighteenth,
nineteenth, and twentieth centuries.

REDISCOVERING THE COMMONS
Until very recently, economists and historians regarded the Commons as a unique economic model
whose relevance was inextricably tied to a feudal society. Over the past 25 years, however, a
younger generation of scholars and practitioners has begun to reexamine the Commons as a governing
model. They sense that its guiding principles and assumptions, if updated and reworked, might offer a
more practical organizational model for a transitioning economy where centralized command and
control of commerce is capitulating to distributed, laterally scaled, peer-to-peer production, where
property exchange in markets is becoming less relevant than access to sharable goods and services in
networks, and where social capital is becoming more valued than market capital in orchestrating
economic life.

In 1986—18 years after Hardin’s essay seemed to put the last proverbial nail in the coffin of
Commons theory—Carol Rose pried open the casket, breathing new life into what many had already
concluded was a dead idea. The Northwestern University law professor entitled her salvo “The
Comedy of the Commons,” a scathing rejoinder to Hardin’s earlier thesis. Her spirited and rigorous
defense of Commons governance rousted the academic community, spurring a revival of Commons
scholarship and practice.

Rose began by reminding her readers that not everything is amenable to private ownership. The
oceans and submerged lands at high tides, lakes and rivers, forests, glens, mountain passes, open
lands, country lanes, roads and bridges, and the air we breathe are all in the nature of public goods.
While they can be privatized in the form of property exchanged in markets, they have more often been
overseen by government, but not always. Rose points out that

there lies outside purely private property and government-controlled “public property” a distinct class of “inherently public
property” which is fully controlled by neither government nor private agents. [This is] property collectively “owned” and
“managed” by society at large, with claims independent of and indeed superior to the claims of any purported governmental

manager.4

In the legal field, these claims are known as customs claims and can be found in British and
American law, as well as in legal doctrines in countries around the world. They are generally rights
that have existed beyond memory—for example, a community’s right to use land in common to graze
animals, or gather wood from local forests, or cut peat or turf from bogs and fields, or use roads, or
fish in local streams, or assemble for festivals on the “public commons.” The interesting aspect of
customary rights is that they are most often accompanied by informal or formal management protocols
to ensure a proper stewardship of the commons.
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The late University of Toronto professor Crawford Macpherson, one of the twentieth century’s
distinguished authorities on the history of property, notes that we are so used to thinking of property
as the right to exclude others from the use or benefit of something that we have lost sight of an older
conception of property, the customary right of access to property held in common—to wit, the right to
freely navigate waterways, or walk along country roads, or enjoy access to the public square.5

Rose cites the customary right to participate in the public square, noting that it has long been
regarded as indispensable to social life. The public square—at least before the Internet—is where
we communicate, socialize, revel in each other’s company, establish communal bonds, and create
social capital and trust, the indispensable elements for nurturing community. For that reason, the right
to attend festivals and sporting events or assemble on the promenade has traditionally been the most
basic of all rights. The right to be included, to have access to one another, which is the right to
participate “in common,” is the fundamental property right, while private property, the right to
enclose, own, and exclude is merely a qualified deviation from the norm—although in modern times
the qualification has all but subsumed the norm.

Rose makes a poignant observation about the customary right to hold public festivities on the
commons that has deep relevance to the current debate on the right to universal access to networked
social spaces on the Internet. In regard to festivals, dances, sporting events, and other social activities
in the public square, the more individuals that participate, says Rose, “the higher its value to each
participant.”6 Rose says that “this is the reverse of the ‘tragedy of the commons’: it is a ‘comedy of
the commons,’ as is so felicitously expressed in the phrase ‘the more the merrier.’”7

What makes Rose’s insight so uncanny is she wrote it in 1986, before the emergence of the World
Wide Web. Rose, in simple prose, addressed the most important question of all: When should
property claims rest in private hands and when in public trust on the Commons? The properties in
question, said Rose, have to be physically capable of being monopolized by private persons. But “the
public’s claim had to be superior to that of the private owner, because the properties themselves
were most valuable when used by indefinite and unlimited numbers of persons—by the public at
large.”8 Rose saw that the “publicness” of goods and services “created the ‘rent’ of the property, and
public-property doctrines—like police-power doctrines—protected that publicly created rent from
capture through private holdout.”9

Rose’s blistering attack on Hardin’s tragedy of the commons thesis and her equally spirited defense
of the comedy of the commons was followed, just four years later, by the publication of Elinor
Ostrom’s The Governing of the Commons. Ostrom, an economist who served on the faculties of both
Indiana University and Arizona State University, wrote the first comprehensive economic and
anthropological analysis on the history of the commons, covering a thousand-year span. Her work
dazzled the intellectual community and even the economic academy. Ostrom’s insightful analysis of
why commons governance had succeeded and failed in the past, and her pragmatic prescriptions for
ensuring the success of future Commons management, won her the coveted Nobel Prize in economics
in 2009—making her the first woman ever to receive the honor.

Ostrom, although every bit the economist, was not shy about taking on the role of an anthropologist.
She studied commons management schemes from the Swiss Alps to Japanese villages to discover the
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underlying principles that made them effective governing models. At the very onset of her work, she
took care to explain that many of the commons institutions she cataloged had, in her words, “survived
droughts, floods, wars, pestilence, and major economic and political changes” over long sweeps of
history, making it crystal clear that the commons has proven itself to be a formidable governing
institution and worthy of reconsideration in light of the environmental, economic, and social
challenges and opportunities facing humanity in an increasingly connected global world.10

Her research contradicted Hardin’s assertion that “all” commons were destined to ruin because of
free riding and cast doubt on the long-held shibboleth among economists—dating back to Adam Smith
—that each individual seeks only his or her own immediate self-interest in the market.11

What Ostrom found instead is that in managing common-pool 
resources—pastures for grazing animals, fisheries, irrigation systems, forests, and the like—
individuals, more often than not, put the community’s interest before self-interest and the long-term
preservation of the common resource above each person’s immediate circumstances, even when their
plight was dire. In each instance, the glue that kept the commons viable was the agreed-upon self-
management protocols entered into voluntarily by the democratic participation of all the members. It
was the continuous collaboration and feedback that created bonds of social trust, generation after
generation. The social bonds kept the commons from ossifying and falling apart. In the worst of times,
the “social capital” proved to be the central asset that allowed the commons to soldier on. Ostrom
observed in her historical research of commons management that

thousands of opportunities have arisen in which large benefits could have been reaped by breaking the rules, while the expected
sanctions were comparatively low. Stealing water during a dry season in the Spanish huertas might on occasion save an entire
season’s crop from certain destruction. Avoiding spending day after day maintaining the Philippine irrigation systems might enable
a farmer to earn needed income in other pursuits. Harvesting illegal timber in the Swiss or Japanese mountain Commons would
yield a valuable product. Given the temptations involved, the high levels of conformance to the rules in all these cases have been

remarkable.12

All the commons build in sanctions and punishments to enforce the agreed-upon management
protocols. Yet it’s striking, says Ostrom, that in almost every case study, the fines imposed for
violations of the norms are “surprisingly low” and “rarely are they more than a small fraction of the
monetary value that could be obtained by breaking the rules.”13

The monitoring of each other’s activities is almost always by the members themselves. The
intimacy of the monitoring makes any potential violation less likely, not only because “there is no
place to hide” but also because of the sense of shame and guilt a would-be violator might feel in
betraying the trust of his or her neighbors and friends.

The village of Törbel, Switzerland, with a population of 600, is one of the many examples cited by
Ostrom of a successful commons that has endured for more than 800 years. Törbel farm families plant
their own privately owned plots, producing vegetables, grains, fruits, and hay for feeding their cows
during the winter. Local herdsmen pasture their cows in communally owned Alpine meadows in the
summer months. The cows produce cheese, which is a vital part of the local economy.14

The Törbel Commons covenant agreement of 1483, which has been repeatedly updated and revised
over the centuries, describes the governing protocols for maintaining the Alpine grazing meadows, the
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forests, wastelands, irrigation systems, and lanes and roads that connect private and communally
owned properties.15

This Swiss commons has well-established boundaries, allowing only local citizens the right to use
common’s resources. Specific rules ensure that there won’t be overgrazing. A covenant restriction
first laid down in 1517 states that “no citizen could send more cows to the alp than he could feed
during the winter.”16 Cows sent to the mountain for summer grazing are counted at the beginning of
the seasonal retreat in order to ascertain how much cheese each family will be given at the annual
distribution.17

The commons association holds annual meetings to discuss management, review rules, and elect
governing officials. The association is responsible for imposing fines, organizing the maintenance of
paths and roads, repairing infrastructure, and collecting members’ fees for the work performed. Fees
are generally proportional to the number of cows owned by each household. The association also
marks the trees that will be cut for timber for construction and heating and assigns them by lot to
households that then harvest the trees. While each household owns its own farm plots—gardens,
vineyards, and grain fields—commons-type arrangements allow for the sharing of commons
infrastructure, including barns, granaries, and multistory housing units.18

Törbel has maintained a consistently high level of productivity over the centuries by a careful
management of its commons. Although each family enjoys private ownership of its land, it has
continued to prefer communal tenure of other resources for the very practical reason, wrote Robert
McC. Netting in a study published in Human Ecology, that it “promotes both general access to and
optimum production from certain types of resources while enjoining on the entire community the
conservation measures necessary to protect these resources from destruction.”19 Törbel is not an
anomaly. More than 80 percent of the Alpine region of Switzerland is managed by a mixed system
combining private property for agriculture and commons property for the use of meadows, forests,
and wasteland.20

My wife, Carol, and I have had the pleasure of visiting these Alpine communities countless times
over the years. What always impresses us is the high quality of life in these villages. The citizenry
seems to have struck just the right balance between the traditional and the contemporary, mixing state-
of-the-art commons management, market savvy, and enlightened local governance. The Swiss Alpine
villages are an advertisement for sustainable practices and a clear demonstration of what can be
achieved when the commons is a vital centerpiece of local life.

Nor are the Swiss Alps commons just a precious oddity. There are literally thousands of similar
examples of such commons arrangements, stretching from traditional farming communities in
developing countries to the most sophisticated condominium arrangements that govern common-
interest developments in suburban communities across America.

In studying the strengths and weaknesses of the three dominant management models of government,
the private sector, and the commons, it is far from clear that one is necessarily always better or worse
than the other. Which management model is best depends largely on the particular context.

Private-property arrangements are quite efficient for some purposes. But to believe that placing
virtually everything on earth in private hands—which most free-market economists advocate—is the
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best way to go doesn’t pass the smell test, especially when dealing with public goods that everyone
needs to have access to in order to flourish. Would we want to fence off every beachfront, lake and
river, every forest, every suburban community, every road and bridge, and put the whole of the
Earth’s diverse ecosystems into private hands, allowing property owners the exclusive right to charge
an access fee for admission and use of the resources, or worse, deny admission altogether? Anyone
who has ever experienced the rapacious destruction of ecosystems and resources at the hands of
commercial and residential developers would be hard pressed to argue that the private market is
always the most efficient means of optimizing the general welfare.

Likewise, while governments have performed laudably in overseeing the management of many
public goods, from roads and water systems to postal delivery and public schools, they have often
fallen short when it comes to understanding the very complex dynamics that make every local
situation a unique experience. A “one size fits all” box of prescriptions and protocols can often lead
to horrendous mismanagement—especially when those responsible for oversight are anonymous
bureaucrats, without ties to the communities they are administering.

If there is an essential theme to the commons, it is that the people who know best how to govern
their lives are the members of the community themselves. If there are resources, goods, and services
that are public in nature and are best optimized by public access and use, then they are often best
managed by the community as a whole.

After years of field investigations and research on what makes commons work, Ostrom and her
colleagues came up with seven “design principles” that seem to be integral to every effective
commons surveyed.

First, effective management of a commons requires “clearly defined boundaries” on who is
allowed to appropriate from the commons and who is not.

Second, it’s necessary to establish appropriation rules restricting the time, place, technologies, and
quantity of the resources that can be used as well as setting up the rules on the amount of labor,
materials, and money that can be allotted to the appropriation.

Third, a commons association needs to guarantee that those affected by the appropriation rules
jointly and democratically determine those rules and their modifications over time.

Fourth, the commons association should ensure that those monitoring the activity on the commons
are the appropriators or are accountable to them.

Fifth, appropriators who violate the rules should, in principle, be subject to graduated sanctions by
the other appropriators or officials accountable to the appropriators, to guard against overly punitive
punishment that sours their future participation and creates ill will in the community.

Sixth, the commons association ought to build in procedures for rapid access to low-cost private
mediation to quickly resolve conflict among appropriators or between appropriators and public
officials.

Seventh, it is vital that government jurisdictions recognize and condone the legitimacy of the rules
established by the commons association. If government authorities do not provide a minimum
recognition of the authority of the commons association to self-manage and, in effect, treat it as
illegitimate, the self-rule of the commons is not likely to be able to sustain itself over time.21

These seven design principles appear over and over again in Commons arrangements all over the

130



world. Long before the age of global communications, isolated communities, with little outside
contact, came up with similar management models, which raises the interesting question of whether
there is a universal constant in play.

Ostrom and her colleagues put this notion to the test in laboratory experiments. They found that
when subjects are faced with a common-pool resource problem and are kept from communicating
with one another and forced to make decisions independently and anonymously, they invariably
overuse resources. However, when they are allowed to openly communicate with one another,
overharvesting is dramatically cut. The laboratory studies also reveal that the subjects are willing to
pay fees to fine other violators, demonstrating a commitment to “sanction others at a cost to
themselves.”22 Ostrom also found that when subjects are able to make their own rules about
withdrawals and whether or not they will punish others and how much, they move toward a
withdrawal system in the lab that is very close to optimal. They also rarely have to punish another
member, but are willing to do so if necessary. What the lab experiments suggest is that when people
are able to design their own rules for managing common-pool resources, they intuitively reach for
some variation of the design principles that have given form and direction to commons management
around the world.23

Most economists would be nonplussed because their discipline is so wedded to the idea that human
nature is purely self-interested and that each individual seeks to optimize his or her autonomy. The
very idea of freely choosing to pursue the collective interest is anathema to many market-oriented
economists. They might be well served by boning up on the findings of evolutionary biologists and
neurocognitive scientists. A spate of studies and discoveries over the past 20 years is shattering the
long-held belief that human beings are, at their core, utilitarian-seeking loners prowling the
marketplace for opportunities to exploit their fellow human beings and enrich themselves.

We are learning that our species is the most social of beings, boasting a very large and extremely
complex neocortex. The worst punishment that can be imposed on a human being is ostracism.
Cognitive scientists tell us that our neural circuitry is soft wired for experiencing empathic distress
and that evolutionary survival has depended far more on our collective sociability than our self-
directed proclivities. Far from being an anomaly, the Commons approach to marshaling economic
activity appears to be much better suited to our biological instincts than the stark picture of an
anonymous marketplace where an invisible hand mechanically rewards selfish behavior in a zero-
sum game.

Why, however, this sudden interest in retrieving the commons as a governance model for society?
There is no easy answer, but let me suggest at least some of the relevant parameters.

The Reagan/Thatcher-led economic movement to privatize public goods and services by selling off
telecommunications networks, radio frequencies, electricity generation and transmission grids, public
transport, government-sponsored scientific research, postal services, rail lines, public lands,
prospecting rights, water and sewage services, and dozens of other activities that had long been
considered public trusts, administered by government bodies, marked the final surrender of public
responsibility for overseeing the general welfare of society.

Deregulation and privatization spread quickly to other countries. The magnitude of the capitulation
was breathtaking in scope and scale. Governments were hollowed out overnight, becoming empty
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shells, while vast power over the affairs of society shifted to the private sector. The public, at large,
was stripped of its “collective” power as citizens and reduced to millions of autonomous agents
forced to fend for themselves in a marketplace increasingly controlled by several hundred global
corporations. The disempowerment came with lightning speed, leaving little time for public reaction
and even less time for public engagement in the process. There was virtually no widespread debate at
the time, despite the breadth of the shift in power from the government to the private sector, leaving
the public largely unaware and uninvolved, although deeply affected by the consequences.

For the most part, free-market economists, business leaders, neoliberal intellectuals, and
progressive politicians—like President Bill Clinton of the United States and Prime Minister Tony
Blair of the United Kingdom—
were able to prevail by portraying the market as the sole key to economic progress and castigating
critics as old fashioned and out of touch or, worse, as Soviet-style apologists for big government. The
collapse of the Soviet empire, with its widespread corruption, inefficiencies, and stagnant economic
performance was trotted out at every occasion as a whipping boy and proof positive that the well-
being of society would be better assured by placing all the economic marbles in the hands of the
market and letting government shrivel to the most rudimentary of public functions.

Large segments of the public acquiesced, in part because they shared a sense of frustration and
disappointment with government management of goods and services—although much of the ill feeling
was contrived by a business community anxious to penetrate and mine a lucrative economic largesse
that had long remained under government auspices and beyond the reach of the market. After all, in
most industrialized countries, publicly administered goods and services enjoyed an enviable track
record. The trains ran on time, the postal service was dependable, government broadcasting was of a
high quality, the electricity networks kept the lights on, the telephone networks were reliable, the
public schools were adequate, and so forth.

In the end, free-market ideology prevailed. But it wasn’t long before various segments of the public
—trade unions, small businesses, nonprofit organizations, and grassroots activists in the
industrialized and developing world—began to catch their breath, take stock, and realize that the
private sector had seized and gulped down, in one big bite, much of the wealth-producing endowment
of the planet in the blink of an eye, transforming it into corporate fat and muscle, with sufficient clout
to flick off any challenge to its supremacy.

With governments eviscerated and no longer able to offer a viable counterweight to the private
market, affected constituencies began to search for another governing model that better reflected their
interests and sensibilities. Disenchanted by centralized and sometimes impersonal bureaucratic
government management on one extreme and a manipulative and tight-fisted commercial juggernaut
determined to capture every aspect of life in the folds of its income stream and profit margins on the
other, those constituencies began looking for a governing model that would allow for a more
democratic and collaborative way of organizing economic life. They rediscovered the commons.

Communities were also beginning to experience the growing degradation of local ecosystems, first
at the hands of governments wielding geopolitical power and then, with deregulation, global
companies bullying every region of the world into compliance with their thirst for cheap labor and
lax environmental regulatory oversight.
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Community after community began to fall victim to the terrifying toll exacted by the decline in
environmental resources and the devastating impact that real-time climate change was beginning to
have on local agricultural productivity and infrastructure, threatening the very survival of their
communities. Lacking effective government responses and at the mercy of a global corporate machine
that was unaccountable to local communities, civil society organizations and local businesses saw in
the commons a third model of governance they could begin to depend on to recapture their economic
balance.

Finally, a new genre of technologies emerged in the last quarter of the twentieth century that opened
up vast new economic veins and claims, igniting a global debate on how much of Earth’s remaining
endowment could and should be allowed to be enclosed and privatized or put into public trusts. This
time, the push for enclosure penetrated to the very core building blocks that comprise Earth.

The biotechnology industry sought to patent the genes that make up the blueprints for all of life. The
telecommunications industry pushed for a selloff of the electromagnetic spectrum to the private
sector, giving it exclusive control of the radio frequencies over which much of the communication and
information of society is channeled. And now, the nanotechnology industry is seeking patents on
processes for manipulating the physical world at the atomic level.

HOW I DISCOVERED THE COMMONS
My first introduction to the new high-tech enclosures came in 1979. Ananda Chakrabarty, a
microbiologist employed by General Electric, applied to the U.S. Patents and Trademark Office
(PTO) for a patent on a genetically engineered microorganism designed to consume oil spills on the
oceans.24 The PTO turned down Chakrabarty’s claim, arguing that living things are not patentable
under U.S. law—with the exception of asexually reproduced plants, which had been granted a special
patent protection by an act of Congress.

Chakrabarty’s case made its way to the U.S. Supreme Court. This is where I jumped in, through a
nonprofit organization, the People’s Business Commission (shortly thereafter renamed the Foundation
on Economic Trends). Our organization filed the main amicus curiae brief on behalf of the PTO. We
argued—along with the PTO—that genes are not inventions but merely discoveries of nature, even if
sequestered, purified, isolated, and identified by use and function. After all, the chemists were never
allowed to patent the chemical elements in the periodic table, even though they too argued that by the
sheer act of isolating, purifying, and identifying the functional qualities, the elements were more
inventions than discoveries. The PTO, nonetheless, refused to grant any patents on the basic chemical
elements.25

In our brief, prepared by my colleague Ted Howard, we warned that if patents were granted, the
floodgates would be opened to the patenting of all the genetic building blocks that make up the
evolutionary schema of biological species. Giving private enterprises ownership of the genetic code
would enclose the most precious resource of all—life itself—reducing it to a mere commodity for
exploitation, sale, and profit in the marketplace.26 I sat in the Supreme Court chamber along with a
smattering of corporate lobbyists, listening to the oral arguments and thinking to myself that the
potential enclosure of the Earth’s gene pool was a momentous turning point for the human race,
destined to affect our species and our fellow creatures far into the future.
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The court, by a slim 5-to-4 margin, awarded the patent on the first genetically engineered organism.
Chief Justice Warren Burger specifically referred to the arguments in our amicus brief as “the
gruesome parade of horribles” and argued that we were wrong in believing that this decision would
transfer the genetic inheritance of Earth to private enterprise, with innumerable consequences for
society.27

Within months of the Supreme Court decision, Genentech, the first biotech company, went public in
1980 offering a million shares of stock at $35 per share. The share price quickly jumped to $88
within the first hour on the market. By the end of the day, Genentech had raised $35 million in “one of
the largest stock run ups ever” and had not yet produced a single product for sale.28 Agribusiness, the
pharmaceutical industry, chemical companies, and biotech start-up companies joined the race,
determined to lay claim to the genetic code.

Seven years later, “the parade of horribles” we had warned of materialized. In 1987, the PTO
reversed its long-standing position that life was not patentable, ruling that all genetically engineered,
multicellular living organisms, including animals, are potentially patentable. The commissioner of
patents and trademarks, Donald J. Quigg, in an effort to quell a public outcry, made it clear that human
beings were excluded, only because the Thirteenth Amendment to the Constitution forbids human
slavery.29 Nonetheless, genetically altered human embryos, as well as human genes, cell lines,
tissues, and organs, are potentially patentable, leaving open the option of patenting all the parts of the
whole human being.

In the years since, Life Science companies have fanned out across the world, “bioprospecting” in
every corner of the planet for rare and valuable genes and cell lines—including genes from
indigenous human populations—that could be of potential commercial value in fields ranging from
agriculture to pharmaceuticals and medicine, quickly securing patent protection on every “discovery.”
The Foundation on Economic Trends (FOET) has spent the better part of the past 32 years fighting the
enclosures, in patent offices, courtrooms, and legislative chambers.

In 1995, FOET assembled a coalition of more than 200 U.S. religious leaders, including the titular
heads of virtually all the major Protestant denominations, Catholic bishops, and Jewish, Muslim,
Buddhist, and Hindu leaders, to voice their opposition to the granting of patents on animal and human
genes, organs, tissues, and organisms. It was the largest coalition of American religious leaders to
come together on any issue in the twentieth century—but to little avail.30

Years earlier—around the mid-1980s—I began to realize that opposing patents on life in a
capitalist system whose laws and government regulatory oversight were all conditioned to encourage
the commercial enclosure of Earth’s commons was a futile exercise. If both government and the
private sector were in lock step, what other institutional avenue might be available for stewarding
Earth’s biology and, for that matter, the rest of the planet’s resources? The search led me to a
rediscover the commons.

I found small bits of information on commons, mostly in esoteric anthropological studies and even
less in formal histories. For the most part, the history of the commons was relegated to a few
paragraphs in textbooks on the feudal economy of England. As I continued to explore, however, I
began to find more stories about commons in various parts of the world, almost all of them devoted to
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feudal economic arrangements. It dawned on me that “the Commons” was potentially a much broader
metaphor that applied to far more diverse phenomena, so I set out to write a book on the history of the
commons and enclosures starting with the feudal enclosures of agricultural lands in Europe. I then
proceeded to the enclosure of the ocean Commons, in the age of exploration and discovery in the
sixteenth century; the enclosure of the knowledge Commons with the introduction of intellectual
property in the form of patents, copyrights, and trademarks in the late eighteenth century; the enclosure
of the electromagnetic-spectrum Commons in the early twentieth century with the licensing of radio
bands to private enterprises; and finally the enclosure of the genetic Commons in the later part of the
century with the conferring of patents on genes.

By framing the historical narrative in terms of commons and enclosures, I discovered a more
compelling account of the human journey over the past half millennium of history. I published my
findings in a book titled Biosphere Politics in 1991. In the book, I urged a reopening of the global
Commons and suggested that a rethinking of the Commons model for the twenty-first century might be
a rallying point for bringing together diverse interests from disparate fields into a common cause.

In 2002, FOET put theory into practice, bringing together 250 organizations from 50 countries at the
World Social Forum in Porto Alegre, Brazil, in support of a Treaty to Share the Genetic Commons
The organizations included farm associations, women’s groups, fair-trade advocates, biotech
activists, organic food associations, religious groups, environmental organizations, and hunger and
emergency-aid organizations. The preamble to the proposed treaty declared the genetic heritage of
Earth to be a shared Commons, held in trust by the human race on behalf of our species and our
fellow creatures. It reads:

We proclaim these truths to be universal and indivisible;
That the intrinsic value of the Earth’s gene pool, in all of its biological forms and manifestations, precedes its utility and

commercial value, and therefore must be respected and safeguarded by all political, commercial and social institutions,
That the Earth’s gene pool, in all of its biological forms and manifestations, exists in nature and, therefore, must not be claimed

as intellectual property even if purified and synthesized in the laboratory,
That the global gene pool, in all of its biological forms and manifestations, is a shared legacy and, therefore, a collective

responsibility,
And,
Whereas, our increasing knowledge of biology confers a special obligation to serve as a steward on behalf of the preservation

and well being of our species as well as all of our other fellow creatures,
Therefore, the nations of the world declare the Earth’s gene pool, in all of its biological forms and manifestations, to be a global

commons, to be protected and nurtured by all peoples and further declare that genes and the products they code for, in their
natural, purified or synthesized form as well as chromosomes, cells, tissue, organs and organisms, including cloned, transgenic and
chimeric organisms, will not be allowed to be claimed as commercially negotiable genetic information or intellectual property by

governments, commercial enterprises, other institutions or individuals.31

In the years since, a number of associations and organizations have been established to both manage
a global genetic Commons and prevent its further enclosure.

The Global Crop Diversity Trust, an independent nonprofit association founded by Cary Fowler
works with research institutions, germplasm preservation groups, farm associations, independent
plant breeders, and other agricultural interests to preserve the world’s dwindling plant genetic
resources. As part of its mission, the trust has erected an underground vault deep beneath the ice in
the small island of Svalbard, Norway, high up in the Arctic, in one of the most remote regions of the
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world. The maze of tunnels inside the air-conditioned, sealed vault houses thousands of rare seeds
from around the world for potential use by future generations. The vault is designed as a fail-safe
depository that can store up to 3 million seed varieties used in agriculture to ensure their safekeeping
in a world of wars and increasing human-induced catastrophes. The trust operates as a self-managed
Commons on a global scale. Its network of thousands of scientists and plant breeders is continually
searching for heirloom and wild seeds, growing them out to increase seed stock, and ferrying samples
to the vault for long-term storage.32 In 2010, the trust launched a global program to locate, catalog,
and preserve the wild relatives of the 22 major food crops humanity relies on for survival.

The intensification of genetic-Commons advocacy comes at a time when new IT and computing
technology is speeding up genetic research. The new field of bioinformatics has fundamentally altered
the nature of biological research just as IT, computing, and Internet technology did in the fields of
renewable-energy generation and 3D printing. According to research compiled by the National
Human Genome Research Institute, gene-sequencing costs are plummeting at a rate that exceeds the
exponential curves of Moore’s Law in computing power.33 Dr. David Altshuler, deputy director of
the Broad Institute of Harvard University and the Massachusetts Institute of Technology, observes that
in just the past several years, the price of genetic sequencing has dropped a million fold.34 Consider
that the cost of reading one million base pairs of DNA—the human genome contains around three
billion pairs—has plunged from $100,000 to just six cents.35 This suggests that the marginal cost of
some genetic research will approach zero in the not-too-distant future, making valuable biological
data available for free, just like information on the Internet.

Gene sequencing and other new biotechnologies are putting us on the road to the democratization of
research. Washington Post science reporter Ariana Eunjung Cha observes that

[a] generation ago, the process of manipulating an organism’s genes required millions of dollars in sophisticated equipment and
years of trial and error.

Now, it can be done in a garage with second-hand parts ordered off the Internet in a few days.36

Biological research and the accompanying expertise, which just two decades ago were available to
only an elite group of scientists working for governments or in industry, are now within reach of
thousands of university students and hobbyists. Worried that global Life Science companies are
quickly maneuvering to convert the biological information of the planet into intellectual property,
environmentalists are pushing hard to prevent what they regard as the ultimate Enclosure Movement.
Their efforts are gaining traction among a younger generation of researchers who grew up with the
Internet and regard the open sharing of genetic information as a right, no less important than the right
to freely access other information.

The specter of nearly free genome research and just-as-cheap applications in the future makes the
prospect of Commons management of scientific endeavors a very real option. Scientific papers and
proposals on Commons management of genetic research and applications are flooding social media
spaces, and new Commons associations to manage genetic innovations are proliferating.

The push to open up the genetic Commons by a younger generation of scientists has forced the issue
onto the public agenda. The growing popular support for sharing genetic information pressured the
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U.S. Supreme Court to partially reverse its earlier ruling granting patents on life. In June 2013 the
court unanimously ruled that genes linked to breast cancer are discoveries of nature and not human
inventions, thereby invalidating a patent on the genes issued to Myriad Genetics. The decision,
although an important first step in reopening the genetic Commons, is not as significant as it might
seem, because new cloning technologies that slightly modify naturally occurring genes are still held to
be human inventions and therefore patentable, allowing biotech, pharmaceutical, and Life Science
companies to continue to partially enclose the planet’s gene pool.

The rush to freely share the accumulating knowledge of the biology of the planet echoes a similar
surge between 1992 and 2008 to freely share software, music, entertainment, and news when the
plummeting marginal costs of generating information gave rise to open Commons like Linux,
Wikipedia, Napster, and YouTube.

THE ENVIRONMENTALISTS AND SOFTWARE HACKERS BECOME KINDRED SPIRITS
The “free genetics” movement has run parallel to the “free software” movement for the past 30 years.
They both champion the open sharing of information over conventional intellectual-property
protection—and each faces formidable foes. The early leaders of the Free Software Movement
realized that big media, the telecommunications industry, and the entertainment community would
circle the wagons and do what it took to tighten up any holes in intellectual-property law that might
provide an opening for the insurgency. Environmentalists faced a similar situation with the Life
Science industry, pharmaceutical companies, and agribusiness.

While the dual movements shared common philosophical ground, they also began to share
technological ground with the birth of the new field of bioinformatics. Researchers began using
computing technology to decipher, download, catalog, store, and reconfigure genetic information,
creating a new kind of genetic capital for the Bioindustrial Age. Computing and sophisticated
software programs provided a new language for conceptualizing biology as well as an organizing
medium to manage the flow of genetic information in a biotech economy. As I noted in my 1998 book,
The Biotech Century, “Computational technologies and genetic technologies are fusing together into a
powerful new technological reality.”37

Today, molecular biologists around the world are busily engaged in the most extensive data-
collection project in history. In government, university, and corporate laboratories, researchers are
mapping and sequencing the entire genomes of creatures from the lowliest bacteria to human beings,
with the goal of finding new ways of harnessing and exploiting genetic information for economic
purposes.

By midcentury, molecular biologists hope to have downloaded and cataloged the genomes of tens
of thousands of living organisms—a vast library containing the evolutionary blueprints of many of the
microorganisms, plants, and animals that populate the Earth. The biological information being
generated is so massive that it can only be managed by computers and stored electronically in
thousands of databases around the world. For example, were the complete human sequence to be
typed out in the form used in a telephone directory, it would take up the equivalent of 200 volumes of
Manhattan’s thousand-page directory.38 That’s a database containing more than 3 billion entries.
Taking the analogy one step further, if we were to print out the data on all human diversity, the
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database would be at least four orders of magnitude bigger—or 10,000 times the size of the first
database.

Mapping and sequencing the genomes is just the beginning. Understanding and chronicling all the
relationships between genes, tissues, organs, organisms, and external environments, and the
perturbations that trigger genetic mutations and phenotypical responses, is so far beyond any kind of
complex system ever modeled that only an interdisciplinary approach, leaning heavily on the
computational skills of the information scientists, can hope to accomplish the task.

Titans in the computer field like Bill Gates and Wall Street insiders like Michael Milken poured
funds into the new field of bioinformatics in hopes of advancing the collaborative partnership of the
information and Life Sciences.

Computers are not only being used to decipher and store genetic information. They are also being
used to create virtual biological environments from which to model complex biological organisms,
networks, and ecosystems. The virtual environments help researchers create new hypotheses and
scenarios that will later be used in the laboratory to test new agricultural and pharmaceutical
products. Working in virtual laboratories, biologists can create synthetic molecules with a few
keystrokes, bypassing the often laborious process—which can take years—of attempting to synthesize
a real molecule on the lab bench. With 3D computer models, researchers can play with various
combinations on the screen, connecting different molecules to see how they interact.

Scientists plan to create all sorts of new molecules in the future using the new Information Age
computing technologies. Chemists are already talking about the potential for developing compounds
that could reproduce themselves, conduct electricity, detect pollution, stop tumors, counter the effects
of cocaine, and even block the progress of AIDS.

Gates is enthusiastic about the coming together of information technology and the Life sciences,
saying that: “This is the information age, and biological information is probably the most interesting
information we are deciphering and trying to decide to change. It’s all a question of how, not if.”39

At present, computational technology is spreading to every other field, becoming the
communication medium for organizing renewable energy, 3D printing, work, marketing, logistics,
transport, health care, and online higher education. The new computing language for reorganizing
society has brought together varied interests, including info-hackers, bio-hackers, 3D-hackers, and
Cleanweb-hackers. The bond that unites all these groups is a deep commitment to a collaborative
open-source economy and a Commons-governing model. While markets aren’t altogether dismissed,
or governments left entirely out of the equation, the new movements share a passionate belief in the
superiority of peer-to-peer Commons management as the best governing model to ensure that the
benefits of a near zero marginal cost society are realized rather than stymied.
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CHAPTER ELEVEN
THE COLLABORATISTS PREPARE FOR

BATTLE

he new commoners make up far more than a political movement. They represent a deep social
transformation whose impacts are likely to be as significant and long lasting as those that
catapulted society from a theological to an ideological worldview at the onset of the capitalist

era.
The struggle between prosumer collaboratists and investor capitalists, while still nascent, is

shaping up to be the critical economic battle of the first half of the twenty-first century. Recall that in
part I we examined how the shift to the communication/energy matrix of the First Industrial
Revolution was accompanied by the severing of workers from their own tools and shareholder
investors from the management of the companies they owned. Today, the new Third Industrial
Revolution communication/energy matrix is enabling consumers to become their own producers. The
new prosumers, in turn, are increasingly collaborating and sharing goods and services in globally
distributed networked Commons at near zero marginal costs, disrupting the workings of capitalist
markets. The unfolding economic clash between the collaboratists and capitalists is a manifestation of
a cultural conflict that will likely redefine the nature of the human journey in the years ahead. If there
is an underlying theme to the emerging cultural narrative, it is the “democratization of everything.”

The Free Culture Movement, the Environmental Movement, and the movement to reclaim the public
Commons are the coproducers, if you will, of this unfolding cultural drama. Each brings its own
distinct set of metaphors to the script. And at the same time, they are increasingly borrowing each
other’s metaphors, strategies, and policy initiatives, bringing them ever closer into a single frame.

If there was a trigger point for the Free Culture Movement, a moment in time that galvanized the
hopes and imaginations of hackers, it was probably when one of their own turned on them, exposing
the rank commercial side of the computing and software revolution. In 1976, an angry young Bill
Gates denounced his fellow hackers, unleashing a nasty diatribe along with a veiled warning:

As the majority of hobbyists must be aware, most of you steal your software. Hardware must be paid for, but software is
something to share. Who cares if the people who worked on it get paid? Is this fair? . . . Who can afford to do professional work
for nothing? . . . The fact is, no one besides us has invested a lot of money in hobby software . . . but there is very little incentive to

make this software available to hobbyists. Most directly, the thing you do is theft.1

Gates’s venting didn’t just come out of the blue. The computing and software industry was
maturing. The hobby-hacker cultures at university tech hubs like MIT, Carnegie Mellon, and Stanford
which had enjoyed a collegial and collaborative sharing of computing and software in a more
relaxed, playful, and creative academic milieu, were faced with new actors in their midst, who were
determined to take this new communications revolution into the marketplace. Gates was the first to
draw the line in the sand. Another young hacker, Richard M. Stallman, who worked at MIT’s
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Artificial Intelligence Laboratory, took the challenge and crossed the line.

RALLYING AROUND FREE SOFTWARE
Stallman argued that software code was quickly becoming the language of communication between
people, and between people and things, and that it was immoral and unethical to enclose and privatize
the new communications media, allowing a few corporate players to determine the conditions of
access while imposing rent. Stallman proclaimed that all software should be free, by which he meant
as in “free speech, not free beer.” Stallman and Gates couldn’t be further apart in their positions—
Gates viewed free software as theft and Stallman saw it as free speech.

Determined to create the technological means of keeping software distributed, collaborative, and
free, Stallman assembled a consortium of the best software programmers around. They erected an
operating system called GNU made up of free software that could be accessed, used, and modified by
anyone. Stallman and others then founded the Free Software Foundation in 1985 and established the
four freedoms that underlay the organization’s credo:

The freedom to run the program, for any purpose. The freedom to study how the program works, and change it so it does your
computing as you wish. . . . The freedom to redistribute copies so you can help your neighbor. [And] the freedom to distribute
copies of your modified versions to others. By doing this you can give the whole community a chance to benefit from your

changes.2

Stallman put flesh on his manifesto by creating a free software licensing scheme that he called a
GNU General Public License (GPL) that would ensure the four freedoms stated above. Thes
licenses, which Stallman dubbed “copyleft,” were conceived as an alternative way to use copyright
law.3 Unlike conventional copyrights that give the holder the right to prohibit others from
reproducing, adopting, or distributing copies of an author’s work, copyleft licenses allow an author to
“give every person who receives a copy of a work permission to reproduce, adapt or distribute it and
require that any resulting copies or adaptations are also bound by the same licensing agreement.”4

The GPL became the vehicle for the establishment of a Commons for the free sharing of software
The license incorporated many of the paramount features Elinor Ostrom proposed for effective
management of any Commons, most importantly the conditions of inclusion and the restrictions for
exclusion; the rights governing access and withdrawal; monitoring sanctions and protocols for self-
management; enhancement and stewardship of the resources, which, in this instance, is the code itself.
The GPL and other free software licenses that followed gave millions of people in a software
Commons the legal means to collaborate freely, with a formally agreed-upon set of operating
principles. The GPL also laid the foundation for what would later metamorphose into the Free
Culture Movement. Lawrence Lessig, a professor of law at Harvard University who came to
personify the Free Culture Movement, coined the apt phrase “Code is Law.”5

Just six years after Stallman went public with his GNU operating system and the GPL, a young
college student at the University of Helsinki, Linus Torvalds, designed a free software kernel for a
Unix-like operating system for personal computers (PCs) that was compatible with Stallman’s GNU
project and distributed it under the Free Software Foundation’s GPL. The Linux kernel made i
possible for thousands of prosumers around the world to collaborate via the Internet on improving
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free software code.6
Today, GNU/Linux is used in more than 90 percent of the fastest 500 supercomputers, as well as by

Fortune 500 companies, and even runs on embedded systems like tablet computers and mobile
phones.7

Eben Moglen, professor of law and legal history at Columbia University, wrote in 1999 of the
seminal importance of the Linux achievement:

Because Torvalds chose to release the Linux kernel under the Free Software Foundation’s General Public License . . . the
hundreds and eventually thousands of programmers around the world who chose to contribute their effort towards the further
development of the kernel could be sure that their effort would result in permanently free software that no one could turn into a

proprietary product. Everyone knew that everyone else would be able to test, improve, and redistribute the improvements.8

GNU/Linux demonstrated something else of even greater significance—that free-software
collaboration in a global Commons could best proprietary software development in the capitalist
marketplace. Moglen continued:

The development of the Linux kernel proved that the Internet made it possible to aggregate collections of programmers far larger
than any commercial manufacturer could afford, joined almost non-hierarchically in a development project ultimately involving more
than one million lines of computer code—a scale of collaboration among geographically dispersed unpaid volunteers previously

unimaginable in human history.9

The Free Software Movement was not without critics even inside the IT community. In 1998, some
of the principal players in the movement split off to create what they called the Open Source Initiative
(OSI). The founders, Eric S. Raymond and Bruce Perens, warned that the philosophical baggage tha
came with free software was frightening away commercial interests. They were particularly
concerned that free software might become linked to the idea of zero cost. Zero cost, in the minds of
private firms, conjured up the notion of zero margins, the elimination of profit, and free goods—too
big a philosophical leap, they reasoned, for the business community to make.10

Their alternative was open-source software. The difference between free and open-source
software is more perception than substance. Both rely on substantially the same types of licensing
agreements. Raymond and Perens, however, were anxious to draw in the business community and
believed that it would be easier to convince them of the merits of open-source code as a practical
business proposition if the licensing was not attached to a philosophy that regarded the holding of
proprietary information as immoral and unethical.11

Both Stallman and Raymond acknowledged that there was little difference in practice between free
and open-source software. Stallman, however, believed that the shift in terminology weakened the
concept, undermined the movement, and opened the door for the business community to whittle away
at the gains of the Free Software Movement over the long run by encouraging subtle changes in the
licensing agreements. Stallman summed up the differences in approach by asserting that “open source
is a development methodology; free software is a social movement.”12

Stallman granted that open source would bring many more businesses to use free software, not
because they agreed with its premises but only because they could fundamentally benefit from its
deployment by bringing in more users. “Sooner or later,” he warned, “these users will be invited to
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switch back to proprietary software for some practical advantage.”13 Nonetheless, open-source
software has been a runaway success and has drawn in large segments of the business community
while continuing to pick up support in academic circles and civil society.

Still, the free and open-source software initiatives focused more on ensuring universal access to
code—the language of the new media. What started as a geek exercise transformed into a social
movement with the maturing of the Internet. Overnight, millions of people were connecting and
creating new virtual salons for socializing. The emergence of social media shifted the discussion
from code to conversation. The Internet became the global virtual public square, the meeting place to
share music files, videos, photographs, news, and gossip. Suddenly, the Free Software Movement
became part of a much larger Free Culture Movement. Eric Raymond used the metaphor of “the
bazaar” to capture the buzzing virtual space where ideas, aspirations, and dreams melded with the
myriad forms and expressions human beings employ to engage one another in deep play.14 There was
a growing awareness of the Internet as a place where human beings create social capital rather than
market capital. Every young person in the world wanted to get in on the act, creating videos and
photos for each other to look at, sharing music tips, blogging ideas and observations, and contributing
academic snippets on Wikipedia, with the hope that their input might be of value to other users.

This metamorphosis of human sociability is taking us beyond blood ties, religious affiliations, and
national identities to global consciousness. This is a cultural phenomenon on an unprecedented scale,
and is being led by 2.7 billion amateurs. The global democratization of culture is made possible by an
Internet communication medium whose operating logic is distributed, collaborative, and laterally
scaled. That operating logic favors an open Commons form of democratic self-management.

Lawrence Lessig was one of the first to see the deep social significance of a medium that was
democratizing culture. The very word culture, at least in the past century, was segmented into high
and low, with the implicit understanding that the former creates social capital of lasting value while
the latter is relegated to cheap entertainment for the masses.

The Internet has tipped the cultural scales. The amateurs—2 billion strong—now find themselves
on top, redirecting the social narrative from the professional elites to the masses. But the
democratization of culture is not assured. Lessig and others warn of backlash as commercial and
professional interests band together to tighten protection of intellectual property and close off the
unique collaborative potential of the Internet as a forum for peer-to-peer creativity.

THE MEDIUM IS THE DOMAIN
Whether culture is created by elites or masses depends largely on the nature of the medium. The coal-
powered steam printing revolution, and its offshoots of books and periodicals, and later, the
electricity revolution, and its progeny of film, radio, and television, favored copyright protection. The
centralized nature of the media and the boundaried contours of the contributions “individualized”
cultural content.15

Print introduced the idea of individual authorship. While individual authors existed previously—
such as Aristotle or St. Thomas Aquinas—they were rare. In script culture, manuscripts were often
written by hundreds of anonymous scribes over long periods of time. A scribe might slightly change
the meaning of a small portion of the text by amplifying a sentence or two—hardly qualifying as a
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significant authorial contribution. Scribes saw their role as copiers. Even the few writers whose
names are associated with an entire work did not so much think of themselves as creators of their own
thoughts. Rather, they felt that ideas came from without in the form of a vision or inspiration—that
they were struck by an idea. The very notion that an idea might come solely from within, as a unique
creative insight, would have seemed strange, if not completely incomprehensible.

Print democratized writing by allowing anyone to write down their thoughts, then print and
circulate them widely for others to read. The introduction of copyright laws, in turn, introduced the
novel idea of owning one’s thoughts and words. Owning one’s words led inevitably to the idea that
one’s thoughts were the product of one’s labor and therefore personal achievements that could be
sold in the marketplace. Print and the accompanying copyright laws partially enclosed the
Communications Commons for the first time in history. (In a script or oral culture, the concept that
one could own his or her own words and charge other people to listen to them would have been
simply unbelievable.)

The printed book also enclosed communications on still another level. In oral cultures,
communication between people took place in real time. Thoughts flowed back and forth between
people in an open-ended way, often drifting from one theme to another. A book, by contrast, is a one-
way conversation, generally highly structured around a central theme or set of ideas, fixed forever on
the printed page, and enclosed and bound by the front and back jackets.

While language is meant to be a shared experience between people, what’s so unusual about print
is that it is experienced alone. Print privatizes communication. One reads a book or newspaper in
isolation from others. A reader can’t carry on a conversation with the author. Both the author and the
reader are entrenched in their own separate worlds, unable to participate in a “real-time” dialogue.
The solitary nature of reading reinforces the idea of communication as an autonomous act that takes
place purely in one’s mind. The social quality of communication is severed. When reading, one
recedes into an enclosed space, shunted away from the Commons. The enclosure of communication,
in effect, creates millions of autonomous worlds. The historian Elizabeth Eisenstein notes that a
reading culture is more individualistic and autonomous than an oral culture. She writes:

The notion that society may be regarded as a bundle of discrete units or that the individual is prior to the social group seems to be

more compatible with a reading public than with a hearing one.16

The Internet, by contrast, dissolves boundaries, making authorship a collaborative, open-ended
process over time rather than an autonomous, closed process secured by copyright through time.
Lessig draws attention to the pastiche nature of cultural creation on the Internet. For starters, the
Internet generation does not write with words as much as it communicates with images, sounds, and
video. The distributed nature of the medium makes it easy to mix and match and cut and paste within
and across genres. Because the marginal cost of copying anything on the Internet is nearly free, kids
grow up with the idea that sharing information is little different than sharing conversation. The
interconnectivity and interactivity of the medium cries out for collaboration and gives rise to what
Lessig calls the “remix” culture, in which everyone is playing off everyone else, using a mix of media
and adding their own variations to a theme, and passing it down the line in a never-ending game.
“These remixes are conversations,” says Lessig, and just as previous generations didn’t charge one
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another when they conversed, the Internet generation feels the same way, except their conversation is
of a different nature.17

The new remix form of communication has become almost as cheap as oral communications,
although now the conversation is among 2.7 billion human beings.18 Ensuring that the global
conversation and the collaborative culture it creates are not cut off requires finding the legal means to
keep the new Commons open. Lessig and a number of colleagues founded Creative Commons, a
nonprofit organization, in 2001. The organization followed the lead of Stallman and others in the Free
Software Movement by issuing copyleft licenses, known as Creative Commons licenses, free of
charge to anyone involved in creating cultural content. The licenses provide a number of options by
which authors can mark their content and determine the freedoms they would like to extend to others.
In place of “all rights reserved,” the critical feature of copyrights, the Creative Commons licenses
substitute “some rights reserved.” Lessig explains:

The freedoms could be to share the work, or to remix the work, or both. The restrictions could be to use the work only for
noncommercial purposes, or only if the user shares alike (giving others the freedom inherited), or both. The creator can mix these

freedoms and restrictions, resulting in six licenses, which come in three layers.19

Lessig gives his favorite example of how the Creative Commons license rolls out in practice.

[It’s] a song, “My Life,” written by the artist Colin Mutchler. He uploaded the guitar track to a free site that allowed other people
to download it under a Creative Commons license. A 17-year-old violinist named Cora Beth downloaded it, added a violin track on
top, renamed the song “My Life Changed,” and then re-uploaded the song to the site for other people to do with as they wanted.
I’ve seen a whole bunch of remixes of the song. The critical point is that these creators were able to create, consistent with

copyright law and without any lawyer standing between them.20

The Creative Commons license has gone viral. By 2008, there were 130 million works licensed
under Creative Commons, including some big names in the recording business.21 Flickr alone
showcased 200 million Creative Commons licensed photos.22 In 2012, just one year after YouTube
launched its Creative Commons video library, 4 million licensed videos were listed on the site.23 In
2009, Wikipedia relicensed all of its content under a Creative Commons license.24

Creative Commons has also established a science Commons. Researchers argue that copyright law
and especially patents prohibit the timely sharing of information, slow down research, discourage
collaboration among scientists, and hold back new innovations. At worst, intellectual property
protection gives big players—Life Science companies, agribusiness, pharmaceutical companies, etc.
—a means to thwart creativity and dampen competition. More and more scientists in universities and
foundation-sponsored laboratories around the world are abandoning the idea of patenting genetic
information in favor of uploading their research in open-source networks to be shared freely with
colleagues in managed Commons.

The Creative Commons license has been implemented by the Harvard University Medical Schoo
in its Personal Genome Project.25 This is a long-term cohort study that aims to sequence and
publicize the genome and records of 100,000 volunteers in order to advance research in the field of
customized personal medicine.26 All the genome data covered by a Creative Commons license will
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be put in the public domain and be made available on the Internet to allow scientists open and free
access for their laboratory research.27

Despite the success of the Creative Commons licensing, Lessig takes every opportunity to distance
himself from what he calls “a growing copyright abolitionist movement.”28 He believes that
copyright will remain a viable part of the coming era but will need to make room for open-source
licensing in a world that will be lived partially in the market and partially on the Commons. I suspect
he’s right in the short run, but not in the long run.

Patents and copyrights thrive in an economy organized around scarcity but are useless in an
economy organized around abundance. Of what relevance is intellectual-property protection in a
world of near zero marginal cost, where more and more goods and services are nearly free?

The spectacular rise of open-source licensing is already posing a serious challenge to traditional
copyright and patent protection as creative works are migrating from single authorship to multiple
collaborative inputs over time. Concurrently, an increasing amount of Big Data is being shared by
millions of individuals whose personal information is contributed to the mix. Just as information
wants to be free, “Big Data wants to be distributed.” What makes Big Data valuable is the
information inputted from millions of individual contributors and sources that can be analyzed and
used to find patterns, draw inferences, and solve problems. In a distributive, collaborative society,
the millions of individuals whose data contributes to the collective wisdom are increasingly
demanding that their knowledge be shared in open Commons for the benefit of all, rather than being
siphoned off and enclosed in the form of intellectual property owned and controlled by a few.

A NEW COMMONS NARRATIVE
Open-source licenses, designed to encourage a democratization of culture, are all well and good.
Attaching such legal instruments to a Commons approach to management is even better. The idea that
much of the social life of our species is best optimized in the public domain makes “common” sense
—after all, it is the arena in which we create social capital and trust. But can we lean on open-source
licenses, Commons management, and a vague notion of the public domain to build out a new society?
These are legal tools and management prescriptions but hardly qualify, in and of themselves, as a
worldview. Missing from the script is an overarching narrative, a new story about the future of the
human journey that can make sense of the reality unfolding.

The leaders of the IT, Internet, and Free Culture Movement became aware of the missing narrative
element in the midst of their mounting successes with free software licenses and Creative Commons
agreements. While they had momentum, their activism was more reactive than visionary. They found
themselves putting out fires rather than claiming new ground. Being restrained by having to maneuver
inside an older paradigm of centralized, proprietary relationships in capitalist markets made it
difficult to break out and create something new from whole cloth.

Free-culture theoreticians began to wrestle with the larger question of finding a narrative to frame
their intuitive but still inchoate vision. In 2003, James Boyle, a professor of law at Duke University
and a founder of Creative Commons, published an essay entitled “The Second Enclosure Movemen
and the Construction of the Public Domain.” The essay touched off a debate around finding that
narrative.
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Although I don’t know Boyle personally, his essay refers to the work done by the Foundation on
Economic Trends and other environmental and genetic activists to keep the genetic Commons open—
referring to our claim that the human genome, and all other genomes, are the “common heritage” of
evolution and therefore cannot be enclosed as private property.29

Boyle sensed that while the new field of “bioinformatics blurs the line between computer modeling
and biological research,” it might be possible that open-source genomics could liberate biological
research from narrow corporate interests, making the stewardship of Earth’s genetic resources the
“common” responsibility of the human race.30

With this example in mind, Boyle stepped outside the day-to-day struggle between free-culture
activists and traditional market defenders to muse on the prospect of an alternative future for the
human race—one utterly different from the current course we find ourselves on. His thoughts were
more contemplative than declarative—and put forth in the form of an observation. He wrote:

At the very least, there is some possibility, even hope, that we could have a world in which much more of intellectual and inventive
production is free. “‘Free’ as in ‘free speech,’” Richard Stallman says, not “‘free’ as in ‘free beer.’” But we could hope that much
of it would be both free of centralized control and low cost or no cost. When the marginal cost of production is zero, the marginal
cost of transmission and storage approaches zero, the process of creation is additive, and much of the labor doesn’t charge—well,
the world looks a little different. This is at least a possible future, or part of a possible future, and one that we should not foreclose

without thinking twice.31

How do we get to that future? Certainly not by moving back to the vague legal concept of the public
domain as justification for a new way to live in society. Boyle and others realized that they needed a
general theory that could tie up the loose ideas and give them a framework for talking about the world
they wanted to build.

It dawned on Boyle that the Environmental Movement, which had been paralleling the Free Culture
Movement for two decades, had successfully developed a rigorous general theory that could be
instructive for their own movement—maybe even bring the two movements together in a larger
narrative.

The modern Environmental Movement has always been a dual phenomenon. Ecological science
continues to hone in on the patterns and relationships that make up the complex dynamics of Earth’s
living systems, while activists use the knowledge gained to push for new ways of reorganizing human
beings’ relationship with nature. For example, early activists focused much of their effort on
protecting individual species threatened with extinction. As ecologists learned more about the
intricate relationships between organisms and their environments, they began to realize that if they
were to save individual species they would have to focus on saving their habitats. This led to the
further realization that threatened species were often in jeopardy because of the imposition of
arbitrary political, commercial, and residential boundaries that severed ecosystems and undermined
complex ecological dynamics, resulting in a diminishing of the natural flora and fauna. In the 1990s,
activists seized on the data and began pushing for transborder peace parks, a new development
concept that is being implemented around the world. The mission is to reconnect natural ecosystems
that were formerly severed by national boundaries in order to restore not only migratory patterns but
also the many other complex biological relationships that exist in various ecosystems.

The transborder parks are a departure from the existing narrative that emphasizes enclosure,
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privatization, and commercial development of the environment in favor of restoring and managing
biodiversity in regional ecosystem Commons, making them whole again. The very idea that nature’s
boundaries supersede political and commercial boundaries in importance has the effect of redirecting
the social narrative away from individual self-interests, commercial pursuits, and geopolitical
considerations to the general well-being of nature.

Transborder parks represent the very tentative beginnings of a great reversal. After a half
millennium characterized by the increasing enclosure of Earth’s environmental Commons, transborder
parks reopen the Commons, even if only in a very limited way.

What makes ecology so radical as a discipline is its emphasis on Earth as a complex system of
interrelationships that function symbiotically and synergistically to maintain the functioning of the
whole. Where Darwin concentrated more on the individual organism and species, and relegated the
environment to a backdrop of resources, ecology views the environment as all the relationships that
make it up.

Ecology grew out of the study of local habitats and ecosystems. In the early twentieth century,
Russian scientist Vladimir Vernadsky expanded the concept of ecology to include the ecological
workings of the planet as a whole. Vernadsky parted ways with the conventional scientific thinking of
the day, which held that Earth’s geological processes evolved independently of biological processes,
providing the environment in which life evolved. He published a seminal book in 1926, positing the
radical theory that geological and biological processes evolved in a symbiotic relationship.
Vernadsky proposed that the cycling of inert chemicals on Earth is affected by the quality and quantity
of living matter. That living matter, in turn, is affected by the quality and quantity of inert chemicals
cycling Earth. He called his new theory the Biosphere.32 His ideas about the way Earth evolves
changed the very framework by which scientists understand and study the workings of the planet.

The biosphere is described as an

integrated living and life-supporting system comprising the peripheral envelope of the planet Earth together with its surrounding

atmosphere so far down and up as any form of life exists naturally.33

The biosphere sheath extends only about 40 miles up from the ocean floor, inhabited by the most
primitive life forms, to the stratosphere. Within this narrow realm, Earth’s biological and
geochemical processes are continually interacting in a complex choreography that determines the
evolutionary path of life on the planet.

Biosphere science gained greater prominence in the 1970s with the growing public awareness of
global pollution and the destabilization of Earth’s ecosystems. The publication of the Gaia hypothesis
by the British scientist James Lovelock and the American biologist Lynn Margulis sparked a new
wave of interest within a scientific community that was increasingly concerned with the impact
industrial pollution was having on the biosphere.

Lovelock and Margulis argued that Earth operates much like a self-regulating living organism in
which geochemical and biological processes interact and check each other to ensure a relatively
steady balance in Earth’s temperature, making possible a planet hospitable to the continuation of life.
The two scientists cite the example of the regulation of oxygen and methane. Oxygen levels on Earth
have to stay within a narrow range. Too much oxygen risks global conflagration, too little risks
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choking off the life force. Lovelock and Margulis theorized that when oxygen climbs above an
acceptable level, some kind of warning signal triggers microscopic bacteria to release more methane
into the atmosphere to reduce the oxygen content until a steady state is reached.34

The Gaia hypothesis has been taken up by scientists across a wide range of disciplines, including
geochemistry, atmospheric science, and biology. The study of the complex relationships and
symbiotic feedback loops between geochemical and living processes that maintain Earth’s climate in
a steady state, allowing life to flourish, has led to a consensus of sorts. The new, more holistic
approach to ecology views the adaptation and evolution of individual species as part of a larger,
more integrative process—the adaptation and evolution of the planet as a whole.

If Earth functions more like a self-regulating organism, then human activity that undermines the
biochemical balance of the planet can lead to the catastrophic destabilization of the entire system. The
spewing of massive amounts of carbon dioxide, methane, and nitrous oxide into the atmosphere over
the course of the First and Second Industrial Revolutions has done just that. The rising temperature
from industrial emissions of global warming gases has now dramatically altered Earth’s hydrological
cycle, throwing ecosystems into rapid decline and ushering in the sixth extinction event in the past
450 million years, with dire consequences for both human civilization and the future health of the
planet.

Humanity is quickly becoming aware that the biosphere is the indivisible overarching community to
which we all belong and whose well-being is indispensable to assuring our own well-being as well
as our survival. This dawning awareness comes with a new sense of responsibility—living our
individual and collective lives in our homes, businesses, and communities in ways that advance the
health of the larger biosphere.

James Boyle and his colleagues pinned their intellectual hopes on using the environmental
perspective as an analogy from which to draw lessons for creating what they call cultural
environmentalism—a systems theory of the indivisibility of the public domain that might unite all the
disparate interests and initiatives in an overarching general theory. They’re still looking because what
they regarded as an analogy is, in fact, a common frame that unites our species. The same general
theory that governs the biosphere dictates the general welfare of society.

While the enclosure, privatization, and commercial exploitation of Earth’s ecosystems in the
capitalist era has resulted in a dramatic rise in the standard of life of a significant minority of the
human race, it has been at the expense of the biosphere itself. When Boyle, Lessig, Stallman, Benkler,
and others lament the consequences of enclosing the various Commons in the form of private property
that is exchanged in the market, the damage inflicted penetrates more deeply than just the question of
freedom to communicate and create. The enclosures of the land and ocean Commons, the fresh water
Commons, the atmosphere Commons, the electromagnetic spectrum Commons, the knowledge
Commons, and the genetic Commons has severed the complex internal dynamics of Earth’s biosphere,
jeopardizing every human being’s welfare and the well-being of all the other organisms that inhabit
the planet. If we are looking for a general theory that brings everyone’s interests together, restoring
the health of the biosphere community seems the obvious choice.

The real historical significance of the Free Culture Movement and Environmental Movement is tha
they are both standing up to the forces of enclosure. By reopening the various Commons, humanity
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begins to think and act as part of a whole. We come to realize that the ultimate creative power is
reconnecting with one another and embedding ourselves in ever-larger systems of relationships that
ripple out to encompass the entire set of relationships that make up the biosphere Commons.

If by advancing culture we mean the search for meaning, it is likely to be found in exploring our
relationship to the larger scheme of things, of which we are irrevocably intertwined—our common
biosphere and what lies beyond. “Free speech” is not “free beer,” but what is its purpose if not to
join together and collaboratively reimagine the nature of the human journey in a way that celebrates
life on Earth? The opposite of enclosure is not merely openness, but transcendence.

The distributed, collaborative, laterally scaled nature of Internet communications is indeed both the
medium and the domain. The domain, in turn, is the social Commons. It is the meeting place where
our species comes together and creates the necessary social capital to cohere as a whole and
hopefully to expand our empathic horizon to include the many other communities we live with, but
often fail to recognize, that make up the biosphere Commons.

The social Commons is merely our species’ habitat and a subregion of the biosphere, and, it turns
out, the same laws of energy that determine the optimum well-being of nature’s mature ecosystems
operate in the public domain. In a climax ecosystem like the Amazon, the thermodynamic efficiency is
optimized. The consumption of matter does not significantly exceed the ecosystem’s ability to absorb
and recycle the waste and replenish the stock. In a climax ecosystem, the symbiotic and synergistic
relationships minimize energy loss and optimize resource use, providing abundance for each species’
needs. Similarly, in the economy, the optimal efficient state is reached when marginal costs approach
zero. That is the point at which the production and distribution of each additional unit and the
recycling of waste requires the least expenditure of energy in the form of time, labor, capital, and
power generation, optimizing the availability of resources.

Even the legal tools used to open up both the cultural Commons and the environmental Commons
are uncannily similar. Conservation easements, for example, operate by a set of legal conventions that
mimic Creative Commons licenses in the cultural sphere. My wife and I own land near the Blue
Ridge Mountains of Virginia. The land is being converted into a wildlife refuge for the black bear,
white-tailed deer, red foxes, wild turkeys, raccoons, and other species native to the region. The land
is in a conservation easement. That means that our title of ownership comes with restrictions
governing how it can be used. While my wife and I own the land, we cannot subdivide it for sale, or
build certain kinds of structures on it.

Conservation easements might require that the land be maintained in a pristine state as a wildlife
habitat or that it be preserved as open space for scenic and aesthetic reasons. Like Creative Commons
licenses, the purpose of the easement is to promote the Commons by separating the right to own the
land from the right to enjoy exclusive use of it.

Conservation easements modify enclosures by transforming some of the uses to the public domain.
The legal instrument is not unlike open-source creative licenses that perform much the same function.
In both instances, the thrust is reversing enclosures of Earth’s various Commons—the central feature
of the capitalist era—and reopening and restoring the Commons to allow the biosphere to reheal and
flourish.

The point is, the Commons doesn’t stop at the public square, but extends ever outward to the very
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edge of Earth’s biosphere. We human beings are members of an extended evolutionary family of
species that fills the planet. The ecological sciences are teaching us that the well-being of the entire
biological family depends on the well-being of each of its members. The symbiotic relationships,
synergies, and feedbacks create a form of mass collaboration that keeps the extended family vibrant
and the biosphere household viable.

Let me share a personal anecdote relating to the notion of the Commons. When I first began writing
about the evolution, devolution, and reconstruction of the Commons nearly 25 years ago, my near
obsession, I suspect, got the better of me. I was seeing enclosures everywhere I turned, and being a
social activist, I couldn’t help thinking about new Commons possibilities every time an opportunity
lent itself to push forward what we used to call “participatory democracy”—this was before peer-to-
peer engagement nudged the term to the side. My intellectual musings became the butt of jokes among
my friends and colleagues, not to mention my wife. If I mentioned a new book I was writing or
initiative my office was undertaking, I would be mercilessly ribbed with the refrain “not the
Commons again . . . please say it ain’t so.”

Around the mid-1990s, I was beginning to hear of others who suffered from this rare “Commons
affliction.” The affliction began to spread. I was hearing the words enclosure and commons
everywhere I turned. The terms were floating across the social ether and spreading like an epidemic
across the public square and even more quickly in virtual space. The breeding ground was
globalization, a grossly misnamed metaphor that disingenuously cloaked government deregulation and
the privatization of public goods and services in the wrap of a new global “interconnectivity.”

The contradiction of privatizing the human and natural resources of the planet in the hands of
several hundred commercial enterprises and labeling it globalization was not lost on a generation of
scholars and activists whose ideas of globalization went in the opposite direction—toward greater
participation by the marginalized and disenfranchised throngs of humanity in the sharing of Earth’s
largesse.

GLOBALIZATION VERSUS REOPENING THE GLOBAL COMMONS
In 1999, tens of thousands of activists representing a panoply of nongovernmental organizations
(NGOs) and interests, including labor unions, feminists, environmentalists, animal rights activists,
farm organizations, fair-trade activists, academics, and religious groups, took to the streets of Seattle
in a mass protest at the World Trade Organization (WTO) conference being held there. Their
objective was to reclaim the public Commons. Protestors filled the downtown streets around the
Washington State Convention and Trade Center, blocking intersections and preventing WTO
delegates from attending the scheduled meetings. The protestors were joined by the Seattle City
Council, which passed by unanimous vote a resolution declaring the city a Multilateral Agreement on
Investment (MAI) free zone. The international press joined in, not a few siding with the protestors. In
the days leading up to the global convention, the London Independent wrote a scathing editorial
attacking the WTO itself:

The way [the WTO] has used [its] powers is leading to a growing suspicion that its initials should really stand for World Take
Over. In a series of rulings it has struck down measures to help the world’s poor, protect the environment, and safeguard health in

the interest of private—usually American—companies.35
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The protests led to over 600 arrests and marked a turning point in the headlong rush to
globalization. Now, there was an identifiable public opposition.36

The street demonstrations were notable in another respect. Many of the activists were computer
hackers who helped organize the logistics of the demonstrations. This was one of the first protests to
use e-mail, chat rooms, live Internet broadcasts, virtual sit-ins, and cell phones to coordinate the
mobilization leading up to the event. The synchronization of logistics using IT and Internet media
during the street demonstrations was a preview of what would unfold on the streets of Cairo and other
Middle Eastern hot spots 12 years later in the Arab Spring.

The hackers had good reason to join with the environmentalists, trade unionists, and fair-trade
activists. A year earlier, the U.S. Congress passed the Sonny Bono Copyright Term Extension Act,
signed into law by President Bill Clinton.37 The act extended copyright protection to an author’s
work for 70 years after his or her death. That same year, the U.S. Senate ratified and Clinton signed
the Digital Millennium Copyright Act (DMCA), implementing two treaties of the World Intellectua
Property Organization (WIPO).38 The treaties and national law made it illegal to use technologies
and other means to circumvent practices that secure copyright protection. These practices are referred
to as digital rights management (DRM).

The Free Culture Movement arose out of these two landmark pieces of legislation, whose sole
purpose was to prevent the free distribution of copyrighted material over the Internet. In 1999 Lessig
challenged the Sonny Bono Act, taking the case all the way to the Supreme Court.

The protestors who came together in Seattle were clear about what they opposed—the privatization
of human knowledge and Earth’s resources. The anti globalization banner cry was a repudiation of an
existing paradigm. But the question it raised internally and to the general public was, what are they
for? If not for globalization via privatization, what? It was around this time that the idea of reversing
enclosures and reinstating the Commons across every facet of human life ascended from an academic
whisper to a public roar. There were calls for opening up the public square Commons, the land
Commons, the knowledge Commons, the virtual Commons, the energy Commons, the electromagnetic
spectrum Commons, the Communications Commons, the ocean Commons, the fresh water Commons
the atmosphere Commons, the nonprofit Commons, and the biosphere Commons. Virtually every
Commons that had been enclosed, privatized, and commodified in the market during the 200-year
reign of capitalism suddenly came under scrutiny and review. NGOs were formed and initiatives
were launched to champion the reopening of the many Commons that embed the human race in the
biosphere. Globalization had met its nemesis in the form of a diverse movement committed to
reversing the great enclosures and reestablishing the global Commons.

Lord Harold Samuel, a British real estate magnate, once remarked that “there are three things that
matter in property: location, location, location.” This now well-worn cliché is particularly apt when
it comes to understanding the wave of spontaneous public demonstrations over the past 14 years that
have snaked their way around the world since activists first took to the streets in Seattle. Mass
demonstrations have erupted—
seemingly out of nowhere—toppling governments and triggering social upheavals on every continent.
Although the protests speak to a range of social issues, they share a common profile. The
demonstrations are more like swarms than orchestrated protests, are largely leaderless, and are
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informal and networked in nature. In every case, the participants flood into the central squares of the
world’s great cities, where they set up camp, confront the powers that be, and create an alternative
community designed to celebrate the social Commons.

Jay Walljasper, an author and early leader in the global movement to reclaim the public Commons,
observed that while the media was devoting a great deal of attention to young people’s use of
Facebook, Twitter, and other social media on the virtual Commons to organize the protests across the
Middle East in 2011, “the importance of a much older form of commons in these revolts has earned
scant attention—the public spaces where citizens rally to voice their discontent, show their power
and ultimately articulate a new vision for their homelands.”39 Walljasper makes the important point
“that the exercise of democracy depends on having a literal commons where people can gather as
citizens—a square, main street, park, or other public space that is open to all.”40

The activists support many agendas but are united around a shared symbolism—their determination
to reclaim the public square and, by so doing, reopen the many other Commons that have been
expropriated, commodified, politicized, and enclosed by special interests and a privileged minority.
The alienated youth at Tahrir Square in the Arab Spring, the Occupiers on Wall Street, the
demonstrators at Gezi Park in Istanbul, and the angry underclass on the streets of São Paulo are on the
front line of an unfolding cultural phenomenon whose underlying theme centers around countering
enclosures in all their various forms and establishing a transparent, nonhierarchical, and
collaborative culture. These are the new commoners.

The late Jonathan Rowe, one of the visionaries of the new networked Commons, best explained the
idea of what a Commons is all about. He wrote:

To say “the commons” is to evoke a puzzled pause. . . . Yet the commons is more basic than both government and market. It is
the vast realm that is the shared heritage of all of us that we typically use without toll or price. The atmosphere and oceans,
languages and cultures, the stores of human knowledge and wisdom, the informal support systems of community, the peace and

quiet that we crave, the genetic building blocks of life—these are all aspects of the commons.41

I am particularly fond of a quip by a naturalist, Mike Bergan, about the nature of a Commons that
goes to the heart of the current struggle between the capitalists and the collaboratists. He warned,

Don’t trust anyone who wants to take something that we all share and profit from equally and give it to someone else to profit from

exclusively.42

Charlotte Hess, a protégé of the late Elinor Ostrom and associate dean at the Bird Library a
Syracuse University, has cataloged the many branches of the Commons tree. She is quick to
differentiate the “new Commons” from the old, noting the similarities, while highlighting the
differences.

The Commons, old and new, define the way human beings manage Earth’s bounty. To say
something is a Commons is to mean that it is held in common and collectively managed. The term
Commons describes a form of governance. Hess reminds us that something can’t become a Commons
until the technological means are available to manage it. Forager/hunters enjoyed the bounty of nature,
but did not manage it. The Commons begins with agriculture and pastoralism. The oceans didn’t
become a Commons until the invention of vessels to travel on them.
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The modern era brought with it a spate of new technologies that allowed for the management of
new parts of Earth’s biosphere that were previously not subject to supervision. The printed word, the
discovery of electricity (and later the electromagnetic spectrum), flight in the atmosphere, and the
discovery of the gene and nanotechnology all opened up previously unknown or unexplored realms
for management. These new realms can be managed by government, by the private marketplace, or by
way of a Commons.

As described in chapter 3, the communication/energy matrices of the First and Second Industrial
Revolutions required huge influxes of financial capital and relied on vertically integrated enterprises
and centralized command and control mechanisms to achieve economies of scale, all of which put the
economy in the lap of capitalism, aided by government. The communication/energy matrix of the
Third Industrial Revolution—the Internet of Things—is facilitated more by social capital than by
market capital, scales laterally, and is organized in a distributed and collaborative fashion, making
Commons management with government engagement the better governing model.

Yochai Benkler says that while an inordinate amount of attention is being placed on free software,

it is in fact only one example of a much broader social-economic phenomenon. I suggest that we are seeing the broad and deep
emergence of a new, third mode of production in the digitally networked environment. I call this mode “Commons-based peer-
production,” to distinguish it from the property- and contract-based modes of firms and markets. Its central characteristic is that
groups of individuals successfully collaborate on large-scale projects following a diverse cluster of motivational drives and social

signals, rather than either market prices or managerial commands.43

Expectations notwithstanding, it would be a mistake to believe that a Commons model will
invariably govern the next chapter in the human journey. While the collaboratists are ascendant, the
capitalists are split. The global energy companies, the telecommunications giants, and the
entertainment industry—with a few notable exceptions—are entrenched in the Second Industrial
Revolution and have the gravitas of the existing paradigm and political narrative to back them up.
However, the electricity transmission companies, the construction industry, the IT, electronics,
Internet, and transport sectors are all quickly creating new products and services and changing their
business models to gain market share in the emerging Third Industrial Revolution hybrid of market
and Commons arrangements, aided in various ways by government.

In my social enterprise, the TIR Consulting Group, we experience this new hybrid governing reality
every day in our development of Third Industrial Revolution Master Plans for cities, regions, and
countries. The new initiatives we are engaged in to help communities build out IoT infrastructure are
collaborative arrangements in which markets and Commons operate on parallel tracks, provision
each other, or collaborate in joint management structures, generally with government involved in
establishing regulatory standards, codes, and financial incentives. Peter Barnes, in his book
Capitalism 3.0: A Guide to Reclaiming the Commons, envisions a future that mirrors our day-to-day
work on the ground in countries around the world. He explains that

the key difference between versions 2.0 and 3.0 is the inclusion in the latter of a set of institutions I call the Commons sector.
Instead of having only one engine—that is, the corporate-dominated private sector—our improved economic system would run on

two: one geared to managing private profit, the other to preserving and enhancing common wealth.44

I can also tell you with near certainty that in the real world, the struggle to define the economic
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future pivots on the kind of infrastructure that will be put in place to serve the coming era. While both
the capitalist market and the Collaborative Commons will coexist—sometimes synergistically, and at
other times competitively or even adversarily—which of the two management models ultimately
prevails as the dominant form and which as the niche player will depend largely on the infrastructure
society erects.
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CHAPTER TWELVE
THE STRUGGLE TO DEFINE AND CONTROL

THE INTELLIGENT INFRASTRUCTURE

ochai Benkler is one of the most ardent and articulate advocates of the Commons approach.
He also realizes that a Communications Commons will remain elusive if tied to a proprietary
infrastructure. In the last few pages of his eloquent book The Wealth of Networks, Benkler

argues that if future generations are to enjoy the immense benefits that come with a networked
information economy, it will be necessary to create a common infrastructure. He writes:

To flourish, a networked information economy rich in social production practices requires a core common infrastructure, a set of
resources necessary for information production and exchange that are open for all to use. This requires physical, logical, and

content resources from which to make new statements, encode them for communication, and then render and receive them.1

No disagreement here. But a key element is missing from Benkler’s analysis. Brett M. Frischmann
whose own book Infrastructure: The Social Value of Shared Resources is equally meaty and
dovetails with Benkler’s analysis and prescriptions, hits on the lapse. He says that “Benkler does not
fully examine what constitutes core common infrastructure or the challenges to ensuring sustainable
public access to common infrastructure.”2 Frischmann goes on to explain that

core common infrastructure refers to those foundational infrastructural resources that should be available to all on a
nondiscriminatory basis. . . . The first difficulty is in identifying which resources are truly foundational and explaining why this
critical subset of infrastructure resources should be managed on a nondiscriminatory basis . . . once that obstacle is surmounted . .

. by what institutional means should commons management be achieved?3

Frischmann notes that Benkler has championed open wireless networks and some forms of public
provisioning of a communications infrastructure, but wonders whether that’s enough. To Benkler’s
credit—and that of Eli Noam, David Bollier, Kevin Werbach, and others who have pushed for open
wireless networks—the recent FCC proposal to create an unlicensed spectrum for a free nationwide
Wi-Fi communications network is to no small extent a testimonial to their tireless determination and
persuasive arguments in favor of an open Communications Commons.

If there is a failure of imagination here, it lies in a misunderstanding of the critical role energy
plays in foundational infrastructure. As I mentioned at the very beginning of this book, the great
economic revolutions in history are infrastructure revolutions, and what makes the great infrastructure
revolutions transformational is the convergence of new communications media with new energy
regimes. Every energy revolution in history has been accompanied by its own unique communications
revolution. Energy revolutions change the temporal and spatial reach of society and make possible
more complex living arrangements, all of which require new communication media to manage and
coordinate the new opportunities. Try to imagine organizing the production and distribution

155



complexities of a steam-powered urban industrial revolution without cheap and quick steam-powered
printing and the telegraph, or organizing the managerial complexities of an oil, auto, and suburban
mass-consumer culture without centralized electricity and especially telephone communication, radio,
and television.

Or, to bring it up to the moment, consider this. Benkler and others argue that the new Internet
communications favors a networked Commons form of management because the nature of the media is
distributed and collaborative and makes possible peer-to-peer production and the lateral scaling of
economic activity. Let’s assume for the sake of argument that the United States remains yoked to a
vertically integrated and highly centralized fossil fuel energy regime that requires ever greater
infusions of finance capital to operate. As long as fossil fuel energies underlie every aspect of the
global economy, every other commercial enterprise that relies on these fuels for its materials, power
generation, and logistics will be forced by necessity to continue using a vertically integrated business
model and centralized management to achieve its own economies of scale and stay alive.

Can the advocates of a networked infrastructure Commons imagine how a distributed,
collaborative, peer-to-peer, laterally scaled communications revolution might prosper in a highly
capitalized and centralized fossil fuel-based energy regime? To put it another way, is it likely that a
highly capitalized and centralized fossil fuel energy regime would welcome a communications
revolution that offers the potential of open-source, peer-to-peer management of renewable energies,
3D printing, and the like with the aim of pushing ever closer to a near zero marginal cost society and
the diminution of the capitalist system?

On the other hand, a distributed, collaborative, peer-to-peer, laterally scaled communications
medium is ideally suited to manage renewable energies that are distributed in nature, are best
organized collaboratively, favor peer-to-peer production, and scale laterally across society.
Together, Internet communications and renewable energies form the inseparable matrix for a
foundational infrastructure whose operating logic is best served by Commons management. As
outlined in chapter 1, that intelligent foundational infrastructure is comprised of three interlocking
Internets: a Communications Internet, an Energy Internet, and a Logistics Internet. When linked
together in a single interactive system—the Internet of Things—these three Internets provide a stream
of Big Data on the comings and goings of society that can be accessed and shared collaboratively on
an open global Commons by the whole of humanity in the pursuit of “extreme productivity” and a zero
marginal cost society.

The struggle over governance of the three interlocking Internets that make up the Internet of Things
is being aggressively waged among governments, capitalist enterprises, and champions of the nascent
social economy on the Commons, each with ambitions to define the coming era.

THE COMMUNICATIONS COMMONS
Let’s start with the Communications Internet of the new Commons infrastructure. The Internet is a
hybrid infrastructure made up of three primary stakeholders—the government, the private sector, and
civil society. Up until now, the Internet has been managed as a global Commons with all three of the
primary stakeholders playing a collaborative role in its governance.

Technological governance of the Internet, which includes establishing standards and management
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protocols, has been handed off to nonprofit organizations, including the Internet Engineering Task
Force, the World Wide Web Consortium, and the Internet Corporation for Assigned Names and
Numbers (ICANN). Although ICANN was initially a creature of the U.S. government and nominall
under its jurisdiction, in 2009 the United States gave up its oversight function. ICANN is currently
governed by an international board made up of academics, businesses, and civil society interests.4
All the above organizations are, at least in theory, open for anyone to take part in, yet because of their
highly technical nature, it is generally people with technical expertise who make decisions about
management operations by consensus.

Still, governance of the Internet is a bit more thorny and less clear-cut than one might suspect. In
2003, representatives of the three primary stakeholder groups convened a World Summit on the
Information Society in Geneva to discuss Internet governance, followed by a second meeting in June
2005 in Tunis. A working group on Internet governance was established by the U.N. secretary general
to “investigate and make proposals for action, as appropriate, on the governance of the Internet.”5

The working group came up with an agreed-upon governing framework that was subsequently
adopted by 174 member countries. It states,

Internet governance is the development and application by governments, the private sector and civil society, in their respective

roles, of shared principles, norms, rules, decision-making procedures, and programs that shape the evolution of the Internet.6

This three-stakeholder model is deeply significant. In the past, the parties at the table in global-
governance issues were limited to government and the private sector—with civil society given, at
best, observer status and unofficial representation. With the Internet, however, there was an
understanding that excluding civil society would have been indefensible since many of the players
and participants who engage in peer-to-peer production on the new medium are drawn from the third
sector.

Having agreed on tripartite governance, a multi stakeholder body was set up under a United
Nations umbrella group, called the Internet Governance Forum (IGF), to deliberate on governance
policies. The IGF meets regularly to ensure that policy deliberations reflect the distributed,
collaborative, laterally scaled nature of the Internet. Regional and national IGF bodies have been
created in countries all over the world, providing a networked approach, rather than a top-down
governing model, for collective self-management of this sprawling new communications medium.7

The United Nations, however—which is, after all, a body representing the governments of the
world—slipped an article into the formal document that was agreed to at the Tunis meeting of the
World Summit on the Information Society that gave the Secretary General the authority to begin a
process of “enhanced cooperation” that would

enable governments, on an equal footing, to carry out their roles and responsibilities, in international public policy issues pertaining

to the Internet, but not in the day-to-day technical and operational matters, that do not impact on international public policy issues.8

National governments, concerned over a spate of Internet-related policy issues that affect their
general welfare and sovereign interests, including taxing commercial activity in virtual space,
protecting intellectual property, maintaining security against cyberattacks, and stifling political
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dissent, are enacting national legislation, some of which is threatening an essential feature of the
medium—its open, universal, and transparent nature. Not surprisingly, the nations pushing for new
forms of government control over the Internet include Russia, Iran, China, South Africa, and Saud
Arabia, as well as India and Brazil.

In 2011, Russia, China, Uzbekistan, and Tajikistan submitted a proposal to the U.N. General
Assembly calling for an international code of conduct for the information society. The proposal,
which has no provisions for a multistakeholders approach, would have the effect of increasing
government control of the Internet.9 The preamble to the proposal states unequivocally that the
“policy authority for Internet-related public issues is the sovereign right of States.”10

The private sector is also beginning to stray from the three-party stakeholder alliance, seeking
increased income and profits by way of price discrimination—a move that threatens to undermine one
of the guiding principles of the Internet: network neutrality, a principle that assures a
nondiscriminatory, open, universal Communications Commons in which every participant enjoys
equal access and inclusion.

The concept of network neutrality grew out of the end-to-end design structure of the Internet, which
favors the users rather than the network providers. While users pay for Internet connection, and the
price they pay can depend on the speed or quality provided by their Internet service provider, once
they’re connected, their transmitted packets are treated the same way as everyone else’s by the
network providers.

Network providers—the major telecom and cable companies—would now like to change the rules
of the game and secure control of information exchanged over the Internet for commercial gain. That
control would allow them to charge different prices for access to specific information or to prioritize
transmissions, putting time-sensitive packets at the front of the line for a higher price, or charge
application fees, or block specific applications from their networks in favor of others, again based on
exacting discriminatory payments.

Proponents of network neutrality argue that the network should remain “stupid,” thereby allowing
millions of end users to collaborate and innovate by developing their own applications. It’s this kind
of “distributed intelligence” that makes the Internet such a unique communications medium. If network
providers were to gain centralized control over access to content and how it is delivered, it would
disempower end users and undermine the creativity that comes with distributed collaboration and
laterally scaled intelligence.

Network providers feel differently, of course. In the United States, AT&T, Verizon, and cable TV
companies argue that they are being unfairly limited in their pursuit of new profit-generating schemes.
Ed Whitacre, former CEO of AT&T, vented his frustration in an interview with BusinessWeek:

Now what they would like to do is use my pipes [for] free, but I ain’t going to let them do that because we have spent this capital

and we have to have a return on it.11

In fact, AT&T is paid for the transmission of information packets by either Internet service
providers who are using their lines or by their own customers. Still, AT&T and other network
providers would like to use various discriminatory mechanisms to squeeze additional money out of
the process.
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Deutsche Telekom, the giant German communications company that controls 60 percent of the
country’s Internet connections, created an uproar in May 2013 when it announced that it would
impose download limits on all the customers that use its home Internet service. The company said it
was imposing the restriction because of escalating data traffic, which is expected to quadruple by
2016. More controversial still, the company said it would sell upgrades to those customers that
wanted to increase their limits. Even more troubling, it announced it would be accepting the traffic
from its own Internet-television service but not from its competitors, which include Google,
YouTube, and Apple.12

Deutsche Telekom’s flagrant attempt to undermine network neutrality drew an immediate response
from German regulatory bodies. The Bundesnetzagentur—the country’s telecom regulator—said it is
reviewing the Deutsche Telekom proposal to see if it is in violation of network-neutrality protocols
that prohibit service providers from discriminating against classes of customers by charging different
rates.13

The struggle over network neutrality is, at its core, a battle of paradigms. The Second Industrial
Revolution telecom giants are anxious to gain control of the new communications medium and force
on it a centralized command and control that will allow them to enclose the content and the traffic,
boost their margins, and secure a monopoly by dint of their ownership of the “pipes.” End users are
equally determined to keep the Internet an open Commons and find new apps that will advance
network collaboration and a push to near zero marginal costs and near free services.

Governments seem to be caught in the middle attempting to serve two masters, one dedicated to a
capitalist model and the other to a Commons model. While the FCC had previously championed
network neutrality, in 2010 the agency published an open Internet order laying out three cardinal rules
to ensure an open and free Internet that seemed to alter its long-standing, ironclad commitment to do
just that. The first two rules called for transparency in management practices and forbade the blocking
of applications and services. The third rule, however, gave network providers a ray of hope that they
might re-seize the initiative and bring the Internet into their web of enclosure. The rule states that
“fixed broadband providers may not unreasonably discriminate in transmitting lawful network
traffic.”14

The third principle raised more than a few eyebrows. Some see the rule as a “coming to their
senses” and others as a “capitulation.” Brett Frischmann’s wry comment that “what is (un)reasonable
remains to be seen” seems to capture everyone’s second-guessing of what the FCC really intended.15

And it’s not just the big bad telecoms and cable guys that are muscling in from the outside,
attempting to enclose the Internet. It’s coming from the inside as well. Some of the best-known social
media sites on the Web are revving up to find new ways to enclose, commercialize, and monopolize
the new communications medium. And their bite is potentially far bigger than the companies managing
the pipes.

In a November 2010 article in Scientific American, Tim Berners-Lee, inventor of the World Wide
Web, issued a damning missive on the twentieth anniversary of the day the Web first went live. He
was concerned about what was happening to the Internet.

Berners-Lee’s invention was simple in design and acute in impact. The Web allows anyone,
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anytime, anywhere to share information with anyone else without having to ask for permission or pay
a royalty fee. The Web is designed to be open, universally accessible, and distributed.

Unfortunately, some of the biggest applications on the Web, like Google, Facebook, and Twitter,
are cashing in on the very rules of engagement that made them so successful and selling the masses of
transmitted Big Data that comes their way to commercial bidders and businesses that use it for
targeted advertising and marketing campaigns, research efforts, the development of new goods and
services, and a host of other commercial propositions. They are, in effect, exploiting the Commons
for commercial ends. In his article, Berners-Lee warns that “large social networking sites are walling
off information posted by their users from the rest of the Web” and creating enclosed commercial
spaces.16

While the Internet is a commons, the applications on the Web are a hybrid of nonprofit
organizations, generally operated as Commons, and commercial enterprises with an eye to the market.
Wikipedia and Linux line up in the first category and Google and Facebook in the second category.

Although users of Web applications on the Internet are aware that sites like Amazon are purely
commercial, they are less likely to feel so about sites like Google and Facebook, because the apps
provide them with opportunities to link up to a range of free services, from the world’s premiere
search engine to inclusion in the largest family album on Earth. The smattering of ads at the margins of
the screens are a small inconvenience to bear for connectivity. Behind the scenes however, Google,
Facebook, Twitter, and scores of other social networking sites are sequestering Big Data coming into
their system, either to provide value-added services on their sites or to sell the data to third parties.

Berners-Lee explains that the key to capturing your data for their exclusive use is understanding
what happens to the user’s universal resource locator (URL) when he or she enters a social media
site. Each user’s URL allows the user to follow any link on the Web, becoming part of the flow in an
interconnected Commons information space. But when someone connects to commercially driven
social media sites, unbeknownst to them, at least until recently, their vital information is immediately
captured, siloed, enclosed, and commodified.17

Berners-Lee describes how a user’s data is enclosed:

Facebook, LinkedIn, Friendster and others typically provide value by capturing information as you enter it: your birthday, your e-
mail address, your likes, and links indicating who is friends with whom and who is in which photograph. The sites assemble these
bits of data into brilliant databases and reuse the information to provide value-added services—but only within their sites. Once you
enter your data into one of these services, you cannot easily use them on another site. Each site is a silo, walled off from the
others. Yes, your site’s pages are on the Web, but your data are not. You can access a Web page about a list of people you have
created in one site, but you cannot send that list, or items from it, to another site. The isolation occurs because each piece of
information does not have a URL. Connections among data exist only within a site. So the more you enter, the more you become
locked in. Your social-networking sites become a central platform—a closed silo of content, and one that does not give you full

control over your information in it.18

Should we worry about social media sites sharing everything they know about us with third-party
commercial interests? Of course, no one wants to be pestered by targeted advertising. More sinister,
however, is the prospect of health insurance companies learning whether you had been Googling
research on specific illnesses or prospective employers prying into your personal social history by
analyzing your data trail on the Web to spot potential quirks, idiosyncrasies, or even possible
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antisocial behavior.
Of course, not all social media sites are commercial. Many, like Wikipedia, are nonprofit and

remain true to a purely Commons governance. For social media sites operated by commercial firms,
however, the business model Berners-Lee describes is the standard operating procedure. He
continues: “The more this kind of architecture gains widespread use, the more the Web becomes
fragmented, and the less we enjoy a single, universal information space.”19

Berners-Lee is hinting at a darker force at work. Is it possible that the very operational features of
the Internet itself—its distributed, collaborative, peer-to-peer, laterally scaled architecture—are
providing a treasure trove of valuable personal data that is being mined, rebundled, and sold to
profit-making firms for targeted commercial leveraging? Worse, is this newest form of commercial
exploitation creating corporate monopolies in virtual space that are every bit as centralizing and
proprietary as the Second Industrial Revolution companies they are dislodging from power?

By 2012, Google was fielding “3 billion queries every day from users in 180 or more
countries.”20 In 2010, Google enjoyed a market share of 65.8 percent among search engines in the
United States, 97.09 percent in Germany, 92.77 percent in the United Kingdom, 95.59 percent in
France, and 95.55 percent in Australia.21 The company’s revenue topped $50 billion in 2012.22

Facebook has gobbled up 72.4 percent of the global market share of social networks, and as of
March 2013, boasted over 1.1 billion active 
users—that’s about one out of every seven human beings living on Earth.23 When it comes to
measuring how many minutes per month visitors spend on the most popular social media sites,
Facebook breaks away from the pack. Its visitors spend an average of 405 minutes a month on the
site: that’s the number of minutes of the next six most popular sites combined—Tumblr (89), Pinterest
(89), Twitter (21), LinkedIn (21), Myspace (8), and Google+ (3).24 Facebook’s revenue in 2012 was
$5 billion.25

In 2012 Twitter had 500 million registered users, of which 200 million are active tweeters.26 The
rest prefer to be listeners. The company is expected to make more than $1 billion in revenue in
2014.27

The overtly commercial sites, like Amazon and eBay, that include Collaborative Commons
features, are also quickly becoming online monopolies. According to a study conducted by Forrester
Research, one out of every three online users starts their product searches on Amazon.com,
“compared to 13 percent who started their search from a traditional search site.”28 Amazon has
“over 152 million active Amazon customer accounts,” “over 2 million active seller accounts,” and a
worldwide logistical network that serves 178 countries.29 By 2008, eBay had grabbed 99 percent of
the market for online auctions in the United States, with a similar track record in most other
industrialized countries.30 EBay’s revenue in 2012 was $14.1 billion.31

The dominance of new social media sites is now so pervasive that users are rarely even aware of
how often they reference them. Case in point: a recent ruling by the French government forbids
broadcasters from mentioning Facebook or Twitter on air unless the stories pertain directly to the
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companies. The decision itself inspired a few tweets from media pundits and a not-unexpected poke
at French bureaucrats for butting in. Still, the government made a valid point, arguing that by
continually referring to Facebook and Twitter, for example, in their news and entertainment reporting,
broadcasters were providing a form of free advertising, favoring market leaders at the expense of
ignoring wannabes among their distant competitors.32

Tim Wu, a professor of law at Colombia University and a senior adviser to the U.S. Federal Trade
Commission, raises an interesting question about the new corporate giants that are colonizing large
swaths of virtual space. He asks, “how hard would it be to go a week without Google? Or, to up the
ante, without Facebook, Amazon, Skype, Twitter, Apple, eBay, and Google?”33 Wu is putting his
finger on a disquieting new reality—that the new communication medium a younger generation
gravitated to because of its promise of openness, transparency, and deep social collaboration masks
another persona more concerned with ringing up profit by advancing a networked Commons. Wu
writes:

Most of the major sectors [on the Internet] today are controlled by one dominant company or an oligopoly. Google “owns” search;
Facebook, social networking; eBay rules auctions; Apple dominates online content delivery; Amazon, retail; and so on.

Wu asks why the Internet looks “increasingly like a Monopoly board.”34
If there were any lingering doubts about the intentions of these new corporate players, argue some

of the critics, a search of recent patent acquisitions should put the qualms to rest. In just 2 years—
2011 and 2012—new patent acquisitions were enough to take the breath away from even the most
seasoned intellectual property attorneys. In 2011, Apple, Microsoft and other companies won Nortel
networks’ 6,000 patents worth $4.5 billion—in auction; Google purchased Motorola for $12.5
billion, acquiring 17,000 patents; Microsoft purchased 925 patents from AOL for $1.1 billion; and
Facebook bought 650 patents from Microsoft for 550 million.35

A growing number of communications-industry analysts, antitrust attorneys, and Free Culture
Movement advocates are asking whether these new heavyweights in virtual space are really “natural
monopolies” like AT&T and the power and utility companies of the twentieth century and therefore
either legitimate candidates for antitrust action or for regulation as public utilities. They argue that if
one or both of these courses is not rigorously pursued, the great promise of the Internet as a shared,
networked global Commons is going to be irretrievably lost and, with it, the hopes and aspirations of
a generation that has put such store on a peer-to-peer collaboratist ethos.

Commons advocates contend that when a search engine like Google becomes an “essential
facility,” because it provides a universal service that everyone needs and alternative search engines
pale in comparative performance, there is really nowhere else to go. In such circumstances, Google
begins to look and feel like a natural monopoly. Some voices are beginning to call for “search
neutrality” and clamoring for regulations not dissimilar from those imposed by governments to assure
network neutrality. They warn that a dominant search engine in the private sector might be tempted to
manipulate search results, either for commercial or political reasons.

Others are concerned that social media sites like Twitter might be tempted to manipulate rankings,
one of the more popular features used to engage their members. For example, Twitter hosts a feature
called Twitter Trends, which identifies hot topics and issues of current interest that are “trending.”

162



Questions have been raised about whether the algorithms companies use to spot and rank trends might
be programmed to reflect the biases of the management that oversees them, consciously or otherwise.
Julian Assange’s supporters suspected that Twitter deliberately finagled the trending during the
WikiLeaks scandal.36 Industry watchers are beginning to ask, how we can maintain “algorithm
neutrality”?

Tarleton Gillespie, a professor of communications at Cornell University, says that algorithm
manipulation is not entirely out of the question, especially when the algorithms are created by
commercial players who might see a pecuniary or ideological rationale for tampering with the data.
He writes:

The debate about tools like Twitter Trends is, I believe, a debate we will be having more and more often. As more and more of our
online public discourse takes place on a select set of private content platforms and communication networks, and these providers
turn to complex algorithms to manage, curate, and organize these massive collections. . . . [We] must . . . recognize that these

algorithms are not neutral, and that they encode political choices, and that they frame information in a particular way.37

Gillespie says that as the public relies more on algorithms to sort, rank, and prioritize information,
we will have to find some way to build in protocols and regulations to assure transparency and
objectivity, especially when mostly commercial players control both the data and the algorithms.38
Not to do so and just hope that corporate goodwill will be sufficient to preserve the integrity of the
process is at best naïve and at worst foolhardy.

The dilemma is that, as enterprises like Google, Facebook, and Twitter continue to grow, the
increasing number of users in their networks benefits everyone using the network. But because the
networks are commercial enterprises, their interest is in maximizing profits by being able to sell
information about their users to third parties, while their users’ interest is optimizing their social
connections. In other words, the problem is that companies are operating a social Commons as a
commercial venture. Zeynep Tufekci, a sociology professor at the University of North Carolina, calls
this practice “the corporatization of the social Commons.”39

Not everyone worries that a handful of companies will monopolize the Internet. Some legal
scholars argue that firms operating social media sites are not comparable to telecom companies or
power and utility companies, whose huge up-front capital investments in physical infrastructure
guarantee their natural monopoly. New entrants to the utility space, they argue, would find it difficult
—if not impossible—to compete with an already established firm with a mature physical
infrastructure in place and a captive user-base secured. On the other hand, new entrants in social
media have far smaller up-front costs to contend with. Writing code and coming up with new apps
can be done at a fraction of the cost of setting up a utility, allowing new players to come in and
quickly gain dominance or, at least, competitive advantage. As proof, they point to social media
market leaders like Myspace and Friendster, whose dominance looked invincible just a few years ago
only to be nearly wiped off the map by upstarts like Facebook and Twitter.

Free-market advocates also warn that the very act of anointing companies like Google, Facebook,
and Twitter as “social utilities” and regulating them as a natural monopolies makes them, in fact, just
that—protecting them in perpetuity from potential competition. That is exactly what happened with
AT&T after World War I. As mentioned in chapter 3, the federal government granted the phone
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company giant a natural monopoly status, regulated by federal law, virtually guaranteeing it an
unchallengeable control of the telecommunications market for most of the twentieth century.

Finally, the opponents of regulating social media giants as social utilities contend, somewhat
justifiably, that regulated utilities tend to be risk adverse and shy away from innovations without
competition nipping at their heels. With a guaranteed rate of return and fixed prices built in, what
possible incentives would they have to introduce new technologies and business models?

These counterarguments resonate. It’s also the case, however, that corporate giants like Google,
Facebook, Twitter, eBay, and Amazon have each spent billions of dollars securing global markets
whose user bases are many times larger than anything from the past we might want to measure them
against. What does it mean when the collective knowledge of much of human history is controlled by
the Google search engine? Or when Facebook becomes the sole overseer of a virtual public square,
connecting the social lives of 1 billion people? Or when Twitter becomes the exclusive gossip line
for the human race? Or when eBay becomes the only ring master for the global auction market? Or
when Amazon becomes the go-to virtual marketplace for nearly everyone’s purchases online? There
is nothing comparable to these monopolies in the history of the brick-and-mortar world of commerce.

The reality is that while these companies got in near the ground floor of the Internet, could leverage
a good idea, and depose market leaders with very little capital investment, it’s far more difficult to do
so today. Google, Facebook, Twitter, eBay, Amazon, et al. are investing billions of dollars in
expanding their user base while simultaneously creating impenetrable enclosures, protected by layer
upon layer of intellectual property, all designed to profit from the global social Commons they helped
create.

It’s highly unlikely that the companies capturing these vast social spheres will escape some kind of
regulatory restriction by way of either antitrust action or treating them as global social utilities with
appropriate regulatory oversight. The nature and extent of the oversight is still very much an open
question.

What’s not in question is the need to address the worrisome commercial enclosure of a
communications medium whose very existence is predicated on the premise of providing a universal
Commons in which all of humanity can collaborate and create value across every sector of social life
at near zero marginal cost.

THE ENERGY COMMONS
Assuring that the Internet remains an open global Commons to optimize the vast social and economic
benefits of its laterally scaled architecture is a formidable challenge. Harnessing the new
communications media to the management of laterally scaled renewable energies and assuring that the
Energy Internet also remains an open global Commons is no less challenging. Already, the creation of
an Energy Internet Commons across locales, regions, countries, and continents is coming up against
entrenched commercial interests every bit as formidable as those the Communications Internet is
facing with the telecommunications and cable companies.

Global energy companies and power and utility companies are, in some cases, blocking the
creation of an Energy Internet altogether. In other instances, they are attempting to force a centralized
architecture on the smart grid, to enable the commercial enclosure of the new energies.
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The European Union, the world’s largest economy, has taken steps to keep the Energy Internet an
open architecture by requiring that conventional power and utility companies unbundle their power
generation from their transmission of electricity. The unbundling regulations came about because of
growing complaints by millions of small, new energy producers that the big power and utility
companies were making it difficult for them to connect their local micropower plants to the main
transmission grid. The companies were also accused of discriminatory practices that favored speedy
connectivity for green electricity generated by affiliated business partners and of imposing
bureaucratic delays and even refusing to accept green electricity from others.

Electric utilities are also fighting on a second front, with behind-the-scenes maneuvers to design a
smart grid that is centralized, proprietary, and closed, and in which all transmission data flows only
in one direction, from prosumers to headquarters. The objective is to withhold vital information from
the millions of new prosumers on moment-to-moment changes in the price of electricity as well as to
prevent them from controlling when to upload their electricity onto the grid to take advantage of peak
electricity prices at various times of the day.

These efforts by the electricity transmission companies appear to be losing steam as countries all
over the world introduce green feed-in tariffs to encourage millions of end users to produce their own
green electricity and share it across an Energy Internet. A growing number of electricity-transmission
companies are coming to grips with the new reality of energy prosumers and are changing their
business model to accommodate the new Energy Internet. In the future, their income will increasingly
rely on managing their customers’ energy use, reducing their energy needs, increasing their energy
efficiencies and productivity, and sharing a percentage of the increased productivity and savings.
Transmission companies will profit more from managing energy use more efficiently and selling less
rather than more electricity.

At this early stage of the Energy Internet, questions are being raised about the best approach to
manage distributed electricity generation. A new Commons model is just beginning to take form, and
interestingly enough, it is an outgrowth of an older Commons model for managing electricity that
arose in the 1930s to bring electricity to the rural areas of the United States.

THE NEW DEAL’S GREATEST SUCCESS
Our story begins by revisiting Harold Hotelling’s speech of 1937 in which he suggested that the
nation’s electricity transmission grid be paid for by the government. He argued that since the
electricity grid is a public good that everyone needs, the general welfare would be best optimized by
paying for it with federal monies rather than allowing it to remain in the hands of private utilities.
Because consumers would not be paying “rent” to private utilities for their electricity, the price of
electricity would not exceed the marginal cost, which would head toward zero, once the transmission
grid was erected.

What I did not tell you in chapter 8 is that Hotelling used an example of a then new government
program to illustrate the superiority of his idea. The project was the Tennessee Valley Authority
(TVA), a massive public works project—the biggest ever conceived up to that time. On May 18,
1933, President Franklin Delano Roosevelt signed into law the Tennessee Valley Authority Act. The
plan called for building 12 dams and a steam plant between 1933 and 1944, employing 28,000
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workers in the Tennessee Valley, which covered parts of seven of the poorest states—Tennessee,
Kentucky, Virginia, North Carolina, Georgia, Alabama, and Mississippi. Construction was on a
gigantic scale, equivalent to erecting 20 Empire State Buildings.40

The federal government would harness the hydropower and produce cheap electricity for many of
the poorest communities in the nation, in the hope of stimulating long-term economic growth.
Hotelling explained that bringing cheap hydroelectric power to the Tennessee Valley would “raise
the whole level of economic existence, and so of culture and intelligence, in that region, and that the
benefits enjoyed by the local population will be such as to exceed greatly in money value the cost of
development, taking account of interest.”41 “But,” he warned, “if the government demands for the
electricity generated a price sufficiently high to repay the investment, or even the interest on it, the
benefits will be reduced to an extent far exceeding the revenue thus obtained by the government.”42
Therefore he concluded that “it appears to be good public policy to make the investment, and to sell
electricity energy at marginal cost, which is extremely small.”43

Hotelling acknowledged that the cost of the TVA project would have to be paid for by taxpayers in
the rest of the country, but suggested that the improved economic conditions in the Tennessee Valley
would indirectly benefit other parts of the country by reducing the costs of agricultural exports from
the region.44 An increase in income and the standard of living in the region would also mean greater
consumption of products made in other parts of the country. Finally, he suggested that the success of
the TVA project would spur similar public works programs in other parts of the country. He reasoned
that

a government willing to undertake such an enterprise is, for the same reasons, ready to build other dams in other and widely
scattered places, and to construct a great variety of public works. Each of these entails benefits which are diffused widely among
all classes. A rough randomness in distribution should be ample to ensure such a distribution of benefits that most persons in every

part of the country would be better off by reason of the program as a whole.45

Ronald Coase didn’t buy Hotelling’s arguments. Recall that Coase, a free-market advocate, didn’t
think government was a good prognosticator of consumer demand, even in the case where the public
good or service in question was undeniably something everybody needed. He wrote, “I do not myself
believe that a government could make accurate estimates of individual demand in a regime in which
all prices were based on marginal costs.”46

Coase’s first argument, on closer scrutiny, appears rather spurious. One wonders whether
consumers would turn down cleaner tap water provided as a public good at marginal cost in favor of
well water; or whether they would turn their backs on using public highways in favor of unpaved
roads; or, for that matter, whether they would reject public electric lighting in favor of torches, when
they could enjoy such conveniences at prices that reflected their marginal cost.

As to the contagion effect, Coase dismissed the argument that a successful public works venture
like the TVA would stimulate copycat projects in other parts of the country, arguing that even if the
project proved successful, there is no way to assume that roughly the same preexisting conditions
would prevail in other regions, thereby favoring a similar result.

Coase wrote his rejoinder to Hotelling in 1946, when returning GIs and their families were anxious
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to make up for lost time during the war by using their pent-up savings to buy all the things they went
without during the war years. The marketplace became the engine that would fuel consumer society.
Understandably, after 15 years of economic depression, a world war, and government rationing of
goods, millions of people were ready to embrace the marketplace and make their own individual
decisions on how their income ought to be spent.

Coase caught the tenor of the times. Most other economists followed his lead. Henceforth, the
conventional economic wisdom was that the market, not the government, is the better arbiter for
picking winners over losers in the economic life of the country—although it should be pointed out that
the American public was more than willing to make substantial exceptions when it came to the public
financing of the interstate highways, college loans for veterans, and government-subsidized Federal
Housing Authority (FHA) home mortgages.

But hold on. Few scholars have been interested enough in the history of the period to see whether
Hotelling’s contentions and best-case example turned out to be correct. Had they done so, they would
have seen that, in his rush to dismiss Hotelling’s thesis and his use of the TVA as an example of the
merits of his argument, Coase’s rejoinder utterly flunked the test of time.

Buried in that history is the emergence of a novel new mechanism for Commons management of
electricity that would fundamentally alter the course of economic development in America in the
twentieth century and provide the essential Commons business model for organizing the Energy
Internet in the twenty-first century.

The federal government got into the business of producing electricity in the first place because
private utilities were not interested in extending transmission lines into rural areas, arguing that the
households were too few, too spread out, and without sufficient purchasing power to afford the
service.

By the 1930s, 90 percent of urban dwellings had electricity, compared to only 10 percent of rural
dwellings.47 The lack of electrification kept a sizable portion of the American population in dire
poverty with little expectation of bettering their lot. The Depression years only deepened the divide.

The TVA was meant to bring a backward rural region into the twentieth century and, by its
example, extend the program to other rural regions across the country. The power and utility
companies shot back. Although they were not interested in the rural market, they were enraged that the
federal government was rushing headlong into the power market and that the TVA was authorized to
provide farmers and rural communities “preference” in the sale of electricity at an affordable rate.
Despite the companies’ opposition, by 1941 the TVA was the single largest producer of electrical
energy in the United States—and the electricity was generated from hydropower, a renewable
resource.48

The private-utility industry, backed up by conservative business interests, charged that the TVA
was the stalking horse for a wholesale government effort to turn the United States into a socialist
society. A Chicago Tribune editorial accused the TVA of establishing “a little red Russia in the
Tennessee Valley.” 49 The utility companies asserted that the Constitution did not allow for the
federal government to usurp the authority to produce power, and they took their case all the way to the
Supreme Court, where they lost the battle as the court reaffirmed the constitutionality of the law.

In addition to generating power, the TVA had also been authorized to build transmission lines to
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local communities to advance rural electrification. So, in 1935, Roosevelt signed an executive order
establishing the Rural Electric Administration (REA), with the mission of getting transmission wires
to every rural household in America. “In 1936 and 1937 the new agency constructed 73,000 miles of
electrical lines, reaching more than 300,000 farms.”50

The REA’s achievement was impressive. It became clear, however, that the agency couldn’t
possibly muster the in-house technical expertise and workforce to build its own transmission lines
across all of rural America. With private power utilities stubbornly refusing to lend a hand, the REA
took up the unorthodox and, at the time, radical idea of encouraging farmers to band together in local
communities and establish electrical cooperatives. (A few rural electric cooperatives were already
operating in the TVA region, Pennsylvania, and the Pacific Northwest, and were proving successful.)

Under the new plan, the REA would provide low-interest federal loans to local farming
communities for the construction of the lines and offer technical and legal assistance. The vision was
to foster a decentralized approach to electrification that would allow local rural electric cooperatives
to install their lines and connect with each other, creating regional transmission grids. The
cooperatives would function as nonprofit, self-managed Commons, with their boards of directors
democratically elected from their membership.

The REA lines cost, on average, $750 a mile to construct, 40 percent below the estimates of the
private electric utilities.51 Expenses were often kept low by allowing local farmers to devote their
time to work on the installation of the transmission lines to pay back money they owed the
cooperative. By 1942, 40 percent of all the farms in the country were electrified, and by 1946 half of
American farms were electrified.52 Four years later, the other half of American rural households
were electrified—a momentous feat, accomplished mostly at the hands of farmers who picked up the
necessary skills to both manage their own electric cooperatives and assist in the build-out.

The economic benefit to rural communities from the Tennessee Valley to California was
inestimable. Electrification lengthened the productive workday, eased the burden of heavy lifting on
the farm, dramatically increased farm productivity, and improved the health and well-being of
millions of rural families. In the first five years of the REA program, more than 12,000 rural schools
were electrified.53 Having electricity and lighting allowed students to extend their learning day with
homework assignments that could be done in the evenings after their daily chores.

Rural electrification had a major impact on the manufacturing and retailing of appliances. The REA
convinced General Electric and Westinghouse to manufacture cheaper appliances that would sell at
half the usual price to stimulate the equipping of millions of rural households with the latest electrical
conveniences.54 The acquisition of new appliances by rural households accounted for an amazing 20
percent increase in appliance sales during the worst years of the Depression, helping to keep a
flagging economy afloat.55

Rural electrification also increased property values across rural America and provided the
electrical-transmission infrastructure for the mass migration from urban to rural areas in the 1950s to
the 1980s, with the build-out of the interstate highway system and the construction of millions of new
suburban homes, offices, and shopping malls off of the highway exits. The suburbanization of
America also brought new commercial opportunities to rural areas, and with it, millions of new jobs,
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marking the most prosperous economic period in U.S. history.56
Every argument that Hotelling advanced in his paper in favor of federal government financing of the

TVA proved to be astonishingly accurate. The only wrinkle, and it’s a positive one, is that the
electrification of rural America did not require a massive outpouring of tax dollars. Much of the
electricity infrastructure was financed by low-interest government loans to rural electricity
cooperatives, virtually all of which were paid back.57 What Hotelling missed is that it was not
necessary for government to shoulder the entire burden, but only to facilitate and underwrite the
process.

Finally, although rural electric cooperatives continue to receive federal government subsidies,
“electric cooperatives receive the smallest federal subsidy per consumer” of all electric utilities—a
fact that might surprise taxpayers.58

If Coase was obsessed with the superiority of the capitalist market and Hotelling with the
superiority of government management, what unfolded instead was a third approach to optimizing the
general welfare. The government threw its support to a distributed, collaborative, laterally scaled
economic institution—the cooperative—as the best vehicle for electrifying and transforming rural
America. This Commons form of self-management accomplished in just 13 years what private
enterprise and government could not have done in twice that time at anywhere near the low cost.

Today, 900 nonprofit rural electric cooperatives serve 42 million customers over 2.5 million miles
in 47 states. Rural electric cooperatives account for 42 percent of the nation’s electricity distribution
lines. The transmission lines cover 75 percent of the nation’s landmass and deliver 11 percent of the
total kilowatts sold in the United States. The combined assets of rural electric cooperatives total
more than $140 billion.59

Most important of all, 70,000 employees of the nation’s rural electric cooperatives provide “at
cost” electric service to their customers. Being cooperatives, they are not structured to make a
profit.60

THE COOPERATIVES’ RENAISSANCE
The first thing to understand about cooperatives is that they are designed to operate as a Commons,
while private companies are structured to operate as profit-making ventures. Cooperatives are
structured to fulfill a very different set of goals than private companies.

The International Cooperative Alliance (ICA)—an association representing all the world’s
cooperatives—defines a cooperative as

an autonomous association of persons united voluntarily to meet their common economic, social, and cultural needs and aspirations

through a jointly-owned and democratically controlled enterprise.61

Cooperatives are driven by cooperation rather than competition and by broad social commitments
rather than narrow economic self-interests. Their field of operations is on the Commons rather than in
the market. The ICA explains that

cooperatives are based on the values of self-help, self-responsibility, democracy, equality, equity, and solidarity. . . . Cooperative
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members believe in the ethical values of honesty, openness, social responsibility, and caring for others.62

While cooperative business arrangements extend far back in history, the modern cooperative
business structure began in England in 1844 when 28 textile workers formed a cooperative that they
called the Rochdale Society of Equitable Pioneers. The weavers pooled their finances, allowing them
to buy quality supplies for their trade at cost. Their first cooperative store bought and sold food
products, including flour and sugar, to its members.

The Rochdale Society established seven rules for Commons management that became the standard
protocol for cooperatives. Those rules, which have been revised and formally ratified as the
governance model for cooperatives by the ICA, epitomize the vision and practice of Commons
management:

First, any individual is welcome to become a member of a cooperative regardless of race, religion, ethnicity, gender, or social or
political affiliation.

Second, cooperatives are democratically run associations in which each member enjoys a single vote. Elected representatives,
drawn from the membership, are responsible for management of the association and accountable to the membership.

Third, members contribute equitably and democratically to the capital of their cooperative. Part of that capital becomes the
common property of the cooperative. Members jointly decide on how their funds ought to be used in the development and day-to-
day operations of the cooperative.

Fourth, cooperatives are autonomous, self-help associations. Although they can and do enter into various business arrangements
with other organizations, they do so in a manner that ensures their democratic control of the cooperative and its autonomy.

Fifth, cooperatives provide education and ongoing training for their members, managers, and employees to encourage their full
participation in the programs, projects, and initiatives of the association.

Sixth, cooperatives are expected to broaden the networked Commons by providing an ever-expanding and ever-integrating space
for collaboration and cooperation across regions and the world.

Seventh, cooperatives are tasked with the mission of promoting sustainable development within the communities they serve through

the policies and programs they engage in.63

In a world dominated by the capitalist market and its accompanying utilitarian ethos—which views
human behavior as competitive and self-interested—the very idea that human beings might be drawn
to a cooperative business model based on collaboration, equity, and sustainability seems hopelessly
impractical. Yet much of humanity is already organizing at least some parts of its economic life in
cooperative associations operating in Commons. It’s just that we never hear about it. The year 2012
was officially recognized by the United Nations as the International Year of Cooperatives, but a quick
Google search shows barely a blip of news about the year-long celebrations. Perhaps it’s because the
global media are concentrated in the hands of a few giant for-profit media companies that decide
what is news.

The fact is, more than 1 billion people are currently members of 
cooperatives—that’s one out of every seven human beings on Earth. More than 100 million people
are employed by cooperatives, or 20 percent more employees than in multinational companies. The
300 largest cooperatives would be equivalent in population to the tenth-largest country in the world.
In the United States and Germany, one out of every four people is a member of a cooperative. In
Canada, four out of every ten people are members of cooperatives. In India and China, 400 million
people belong to cooperatives. In Japan, one out of every three families are members of cooperatives
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and in France, 32 million people participate in cooperatives.64 In June 2011, Paul Hazen, CEO of the
National Cooperative Business Association, noted that

in the U.S., there are 29,000 cooperatives, with 120 million members, operating in 73,000 places of business throughout our nation.
Overall, U.S. cooperatives account for more than $3 trillion in assets, over $500 billion in annual revenue, $25 billion in wages and

benefits, and nearly 2 million jobs.65

U.S. cooperatives operate in virtually every economic sector, including agriculture and food
production, retail, health care, insurance, credit unions, energy, electricity generation and
transmission, and telecommunications. The next time you drop into an Ace Hardware store, you are
doing business in a cooperative. “Americans hold over 350 million cooperative memberships.”66

Hundreds of millions of people around the world buy their food from cooperatives, live in
cooperative housing, and do their banking with cooperative financial institutions. Most Americans are
unaware that “about 30 percent of farmers’ products and supplies in the U.S. are marketed through
3,000 farmer-owned cooperatives.”67 Land O’Lakes butter and Welch’s grape juice are just a few of
the recognizable brand names of food products on grocery store shelves that are marketed by
agricultural cooperatives.68

Ten million dwellings, or 12 percent of all the households in the European Union, are cooperative
housing.69 In Egypt, nearly one-third of the population belongs to a housing cooperative.70 Even in
the United States, which boasts the largest percentage of private homeowners, more than 1.2 million
dwellings are cooperatives.71 In Pakistan, 12 percent of the housing is cooperative.72

Banking cooperatives are also major players in the financial community. In six European countries
—Germany, France, Italy, the Netherlands, Austria, and Finland—cooperatives account for about 32
percent of all deposits and nearly 28 percent of all domestic loans.73 In Asia, 45.3 million people
are members of credit unions, which are member-owned financial cooperatives.74 In France, 60
percent of the retail banking is done through cooperatives.75

In the United States, credit unions, which claim over 90 million members—the most of any country
in the world—have enjoyed a renaissance since the collapse of the financial market in 2008.76
Deposits in credit unions have risen by 43 percent, compared to 31 percent at the nation’s biggest
banks.77 U.S. credit unions now have assets of nearly $1 trillion.78

Despite the cooperative’s venerable track record, it remained a secondary player to profit-making
enterprises throughout the First and Second Industrial Revolutions. The substantial capital
requirements brought on by centralized communication and energy matrices tipped the game in favor
of private companies that could amass sufficient sums in the stock and bond markets. The vertical
integration and scaling of manufacturing and services ensured that private enterprises, operating in
capitalist markets, would dominate the previous two industrial eras.

Cooperatives were a way for small- and medium-sized businesses to survive by pooling their
financial resources in order to purchase raw materials and goods from suppliers upstream at
significant discounts while cutting their costs downstream by sharing marketing, logistics, and
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distribution channels. By operating as nonprofit enterprises in a shared Commons, outside the market,
they could move goods and services to their members at low marginal cost because they were
operating through a nonprofit business model.

Now the tables have suddenly turned. As mentioned in previous chapters, the Internet of Things
gives the advantage to hundreds of thousands of small enterprises, but only if they are able to join
together in producer cooperatives and take advantage of the lateral power made possible by the new
distributed and collaborative communications and energy configuration.

The prospect of a new economic infrastructure and paradigm that can reduce marginal costs to near
zero makes the private firm, whose very existence depends on sufficient margins to make a profit, less
viable. Cooperatives are the only business model that will work in a near zero marginal cost society.

Thousands of green energy and electricity cooperatives are springing up in communities around the
world, establishing a bottom-up Commons foundation for peer-to-peer sharing of electricity across
regional and continental transmission grids.

In the European Union, where more people invest in cooperatives than in the stock market—a
striking fact—cooperative banks are taking the lead in financing green electricity cooperatives. Dirk
Vansintjan, founding director of the Belgian cooperative Ecopower, says that, for the most part,
cooperative banks are the first to jump in and finance wind and solar projects. In the spirit of one of
the seven governing principles of cooperatives—that they cooperate with each other when possible—
cooperative banks are increasingly financing green electricity cooperatives like Ecopower with
members’ funds. Ecopower, which started with 30 members in 1990, had 43,000 members in 2013,
and already provides 1.2 percent of Flemish households with green electricity generated by its
renewable wind and hydropower energy installations.79

In Germany, green energy cooperatives are sprouting all over the country. In 2011 alone, 167 new
green energy cooperatives were created.80 The Horb Ecumenical Energy Cooperative in Stuttgart
Germany, is a typical example of the clout cooperatives can bring to bear in transforming energy
generation and use patterns in local communities. The cooperative has already installed several solar
power plants in the region, with more scheduled. As already mentioned, Germany is currently
producing more than 23 percent of its electricity with renewable energy, much of it generated by local
cooperatives.81 Bernhard Bok, a prime mover of the Stuttgart renewable-energy cooperative, says it
is not so surprising given that “we are in a country of cooperatives.”82

Denmark is also at the forefront of transforming its society by installing an IoT infrastructure, and
has relied heavily on the bottom-up cooperative model to establish a sustainable economic paradigm.
When I fly into Copenhagen, I always look down on the harbor during the approach, admiring the 20
or so wind turbines, half of which are owned by cooperatives.83

The Danes have found that the key to effective implementation of the new infrastructure is buy-in by
local communities, and that cooperatives provide the best vehicle for building public trust and
gaining local support for the new energy infrastructure. They are particularly proud of their lighthouse
project on the tiny island of Samsø—a community of around 4,000 inhabitants—where the local
households and businesses were able to transform their region from nearly 100 percent reliance on
imported electricity, mainly from coal power plants, to 100 percent renewable energy in just ten
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years.84
At a time when installation of wind farms by major corporate developers has faced opposition

from local communities, Samsø countered the backlash by vesting ownership of the new energy
among its own citizens. The island followed the lead of the rest of the country, where 80 percent of
the installed wind energy capacity is owned either by cooperatives or individuals.85

Local residents explain to the island’s visitors, who are anxious to understand how they were able
to achieve such a success, that it all boils down to democratic participation and community
ownership. The green-energy cooperatives provided a Commons that any resident could join, with an
equal voice in the decisions governing development and management of the wind turbines on the
island and just offshore. Residents became part owners as well, allowing them to benefit from the
cheaper prices of the new green electricity.

The cooperatives also afforded the inhabitants of the island the opportunity to become part of
something bigger than themselves. Active participation in the decision making and management of the
green energy cooperatives built social capital, trust, and good will.

In the United States, rural electric cooperatives have been at the forefront of the movement to green
electricity. The National Rural Electric Cooperatives Association has set a goal of producing 25
percent of members’ electricity from renewable resources by 2025.86 In 2009 a North Dakota rural
electric cooperative, Basin Electric, put online a $240 million 115-megawatt wind farm, the nation’s
largest.87 The project was completed in a record time of four months, rivaling the largest renewable-
energy projects in the world. The cooperative, which serves 2.8 million rural consumers in nine
Western states, has begun the process of transforming its energy generation from fossil fuels to
renewables. In 2005, 94 percent of the company’s electricity was derived from coal and less than 1
percent from wind. Today more than 20 percent of its electricity is green and generated from wind
farms.88

Rural electric cooperatives have also outperformed private and municipally owned utilities in the
build-out of the new Energy Internet. Over 40 percent of all electric cooperatives have installed
advanced meters at industrial, commercial, and residential locations.89

Green electricity cooperatives are also taking hold in urban and suburban neighborhoods, as well
as in rural areas, in many regions of the world. A study done in Germany on the future role of urban
electricity cooperatives found, contrary to earlier assumptions, that green electricity cooperatives are
not more likely to develop in rural areas. It appears that urban green cooperatives are developing as
fast if not faster than their rural counterparts. In the German study, 80 percent of the members of one
of the nation’s biggest green energy cooperative live in towns or large cities. When asked about their
rationale for becoming members of a green electricity Commons, most respondents mentioned
“political motivation,” by which they meant their desire to be actively involved in planning their own
and their community’s energy future.90

The generation that grew up on the Internet and that takes for granted its right to create value in
distributed, collaborative, peer-to-peer networks has little hesitation about generating their own green
electricity and sharing it on an Energy Internet. They find themselves living through a deepening
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global economic crisis and an even more terrifying shift in Earth’s climate, caused by an economic
system reliant on fossil fuel energy and managed by centralized, top-down command and control
systems. If they fault the giant telecommunications, media, and entertainment companies for blocking
their right to collaborate freely with their peers in an open Information Commons, they are no less
critical of the world’s giant energy, power, and utility companies, which they blame, in part, for the
high price of energy, a declining economy, and looming environmental crisis.

For a growing number of young people, the conventional energy and utility companies represent the
very archetype of centralized power and all the ills that it has forced on the world. The prospect that
those ills can be cured by joining together in open, collaborative, and democratically managed
cooperatives to produce and share clean, green energy is empowering. It is inspiring a generation to
rally under the banner of sustainability. The call for free access to communication is now being
joined by the demands for free, green energy.

THE LOGISTICS COMMONS
There is one remaining sphere that needs to be brought into the matrix to create a Commons
infrastructure. Internet communication, which is beginning to manage laterally scaled green
electricity, is now being used to create a Logistics Internet to transform local and global transport.
The coming together of the Communications Internet, the Energy Internet, and the Logistics Internet in
an integrated Internet of Things operating on a Commons paves the way to the Collaborative Age.

While roads are by and large treated as public goods all over the world, the modes of transport we
use to travel on them and to ship materials and goods are a mix of public and private enterprises.
Hundreds of millions of human beings each day use public transportation to commute to and from
work and for social mobility.91 Commuter trains, light rail, and buses provide services at just above
cost, subsidized by taxes. Hundreds of millions of other people depend on private cars for their
economic and social mobility. Others use a combination of public transport, private cars, bicycling,
and walking.

Most shipments of commercial goods across roads are done by private carriers. Large vertically
integrated Second Industrial Revolution companies rely on their own internal car and truck fleets or
outsource to other private carriers to store and move materials, components, and other supplies as
well as finished goods across the value chain. Going it alone, however, has its drawbacks. Although
maintaining an internal, top-down, centralized command over logistics and transport gives private
firms a strong measure of control over their production, storage, and distribution channels, that
control comes with a high cost of lost efficiencies and productivity and increased carbon dioxide
emissions.

A recent global study revealed several different ways that privately managed logistics contribute to
lost efficiencies and productivity and increased carbon dioxide emissions. First, in the United States
alone, trailer trucks are on average only 60 percent full when on the road. Global transport does even
less well and is estimated to be lower than 10 percent efficient.92 While trucks often leave their
docks loaded, they become less and less full after each drop and often return empty. In the United
States in 2002, trucks were, on average, empty of cargo for 20 percent of the miles driven and spent
many more miles with their trailers nearly empty.93 Second, manufacturers, wholesalers, distributors,

174



and retailers are storing products in warehouses for long periods of time, often far away from where
they will ultimately be shipped, at a high cost. As of March 2013, U.S. business inventories were
estimated at $1.6 trillion.94 These inventories represent goods sitting idle and taking up huge
overhead costs. Warehouses are underutilized during certain periods of the year and overextended at
others because of the seasonal nature of the product lines. Third, many time-sensitive products like
food and clothes go unsold because distributors aren’t able to deliver them in a timely manner due to
logistical inefficiencies. These time-sensitive losses are only compounded in developing countries
where the transport and logistics infrastructure is weak, unreliable, and subject to breakdown. Fourth,
products are often shipped in circuitous routes rather than the fastest routes, in large part because of
reliance on giant centralized warehouses and distribution centers that serve large terrains. Fifth, in a
global logistics system dominated by hundreds of thousands of private carriers, there is a lack of
common standards and protocols that would allow firms to collaborate with each other, using the
newest IT and Internet technology apps, and share logistical resources in a way that would increase
efficiencies and productivity and reduce operating costs.95

Free-market economists would argue that a capitalist system wedded to private exchange of goods
and services in the marketplace and driven by the profit motive is the most efficient means of
allocating scarce resources for productive ends. However, when it comes to logistics—the means by
which these goods and services are stored and delivered to customers—the process is so grossly
inefficient and unproductive that it should at least give economists pause. Rethinking the way we store
and ship materials and goods is especially important now, with the cost of energy careening to higher
peaks, placing an ever-heavier burden on a logistics system that is already redundant and inefficient.
The inefficiencies rack up a huge carbon dioxide bill. In 2006, U.S. trucks traveled 263 billion miles
on billions of gallons of fuel, sending record amounts of carbon dioxide emissions into the
atmosphere.96

If logistics were just a minor part of the economy, it might not matter so much. But logistics is the
driver of the whole system—the process by which suppliers and buyers connect and conduct business
at every step of the value chain. In 2009, transportation represented “10% of the U.S. Gross Domestic
Product, or roughly $1.4T (trillion).” Expenditures on freight transportation came in at $500 billion,
packaging rang up at $125 billion, and warehousing accounted for $33 billion.97

Now, a new generation of academics and logistics professionals is looking to the distributed,
collaborative, laterally scaled Internet communication system, with its open-systems architecture and
Commons-style management, as a model for radically transforming global logistics in the twenty-first
century. The irony of applying Internet lessons and metaphors to logistics is not lost on industry
leaders as they recall that the IT and telecommunications industry borrowed metaphors from logistics
to conceptualize their first forays into the Internet communication revolution. Soon after the World
Wide Web went on line, vice president of the United States Al Gore talked about the need to create
“an information superhighway,” noting that the creation of the interstate highway system a generation
earlier had connected road transportation, with spillover effects that included suburban development,
the geographic dispersal of manufacturing and retailing, and the growth in tourism—all of which gave
the United States the period of greatest economic prosperity in its 200-year history.98 The open
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architecture of an interconnected interstate highway system—on which a car could travel coast to
coast without a single stoplight—inspired techies to conceptualize an interconnected communication
medium that would allow packets of information to travel effortlessly across various networks in a
distributed system.

Today, the logistics industry is using Internet metaphors to rethink its own sector. Benoit Montreuil
of the University Research Center on Enterprise Networks, Logistics, and Transport (CIRRELT) i
Montreal, Canada, explains that just as the digital world took up the superhighway metaphor, now the
logistics industry ought to take up the open-architecture metaphor of distributed Internet
communication to remodel global logistics.99

Montreuil describes the essential features of a Logistics Internet, noting that many of the
components are already in play but not yet connected in a single, transparent, open system. To begin
with, a packet of information transmitted over the Internet contains information on both its identity and
routing to its destination. The data packet is structured independently from the equipment, allowing
the packet to be processed through different systems and networks, including copper wires, fiber-
optic wires, routers, local area networks, wide area networks, etc. Similarly, with a Logistics
Internet, all physical products would need to be embedded in standardized modular containers that
could be transported across all the logistics networks. The containers would need to be equipped
with smart tags and sensors for identification and sorting. The entire system, from warehousing to
transport to end users, would need to operate by the same standard technical protocols to assure easy
passage from one point to another.

On the Logistics Internet, conventional point-to-point and hub-and-spoke transport would give way
to distributed, multisegment, intermodal transport. Instead of one driver handling the entire load from
the production center to the drop off and then heading to the nearest location to pick up a shipment
designated for delivery on the way back home, the delivery would be distributed. The first driver
might deliver the shipment to a hub close by and then pick up another trailer and shipment and head
back home. A second driver would pick up the shipment and deliver it to the next hub down the line,
whether it be at a truck port, railyard, or airport, until the entire shipment arrived at the destination.

Montreuil explains that in the current system, a driver would travel from Quebec to Los Angeles
and back on a 10,000-kilometer round-trip, racking up at least 240 hours, with the container reaching
Los Angeles after 120 hours. In the distributed system, 17 different drivers would each drive an
average of about three hours to the drop-off point and return home the same day. The hand-off system
would get the container to Los Angeles in approximately 60 hours, or half the time of the traditional
point-to-point system. Internet tracking of the container would assure quick relay at every distribution
point, making sure there was no time lost in the handover.100

In the current logistics system, most private companies own one or a few warehouses or
distribution centers, but rarely more than 20. Most independent warehouses or distribution centers
usually contract exclusively with one private enterprise, but rarely handle the logistics of more than
ten enterprises. This means that private firms have available to them only a few warehouses or
distribution centers, limiting their operations in storing and moving goods across continents.

But what if any enterprise could use all of the 535,000 currently used warehouses and distribution
centers in the United States?101 If those centers were connected in an open supply web managed by
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sophisticated analytics and algorithms, companies could use the system to store items and route
shipments in the most efficient manner possible at any given moment of time. The improved energy
efficiencies and productivity would be dramatic, as would the savings in fuel and the reduction in
carbon dioxide emissions for every firm using the network.102

Montreuil points out that an open supply network allows firms to reduce their lead time to near zero
if their stock is distributed among some of the hundreds of distribution centers that are located near
their final buyer market. Moreover, as 3D printing advances, firms can transmit the code for the
product to local 3D printers who can then print out the item and store it in a nearby distribution center
for delivery to regional wholesalers and retailers.

The technology is already available. What’s needed is the acceptance of universal standards and
protocols and a business model to manage a regional, continental, and global logistics system.

Only by joining together in logistics cooperatives or other forms of Commons management could
each private firm reap the cost benefits that flow from being part of a larger network. Integrated
transport service providers already exist and will likely increasingly take on the task of clustering
clients in cooperatives to realize the potential of a Logistics Internet that facilitates lateral economies
of scale. An open logistics infrastructure will give integrated transport service providers a universal
playing field—made up of thousands of warehouses and distribution centers linked into a single
cooperative network—that they can access to optimize each client’s logistical requirements.

MANAGING TEMPORAL RESOURCES ON 
THE THREE INTERNET COMMONS

All three of the critical infrastructures that make up the Internet of Things share a similar management
task. Unlike most traditional Commons, where the primary self-policing concern is stewarding
common physical resources to prevent a depletion of stock, the three infrastructure Commons of the
collaborative era need to steward temporal resources to prevent congestion. The Communications
Internet has to self-police against data congestion in the transmission of information across radio
bands. The Energy Internet has to prevent congestion in the management of peak and base-load
electricity and maintain a proper balance between storage of energy and transmission of electricity to
avoid power surges, brownouts, and blackouts. The Logistics Internet has to coordinate logistical
flows and balance storage and transport of physical material and goods to prevent traffic congestion
and optimize delivery schedules on the roads, rails, waterways, and air corridors. In all three
instances, the more players in the networked Commons, the more benefits that accrue to each
Commons member, but also the greater need to guard against congestion.

The capitalist model of private ownership, in which each firm is an island unto itself and attempts
to gather economic activity vertically under one roof to achieve economies of scale, is incapable, by
dint of its very operational features, to manage activities that require the active collaboration of
thousands of players in laterally scaled operations. In lieu of Commons management, each private
firm will attempt to optimize its own temporal flow at the expense of others, leading only to greater
congestion in the network and a loss in operability, affecting every company in the system and
resulting in a tragedy that goes with an unmanaged Commons.

The kinds of cost benefits that come with the Communications Internet, the Energy Internet, and the
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Logistics Internet are simply not realizable in a purely market economy, where each company goes it
alone. No company, regardless of how ambitious, could hope to engage in sufficient mergers and
acquisitions to achieve the efficiencies and productivity gains available by being part of a laterally
scaled networked Commons.

AS BRIEFLY TOUCHED ON in chapter 1, to function, every society requires a means of
communication, a source of energy, and a form of mobility. The coming together of the
Communications Internet, the Energy Internet, and the Logistics Internet in an Internet of Thing
provides the cognitive nervous system and physical means to integrate all of humanity in an
interconnected global Commons that extends across the entirety of society. This is what we mean
when we talk about smart cities, smart regions, smart continents, and a smart planet.

The linking up of every human activity in an intelligent global network is giving birth to a wholly
new economic being. The old being of the First and Second Industrial Revolutions relied on a
communication/energy matrix and logistics grid that required huge sums of capital, and therefore had
to be organized in vertically integrated enterprises under centralized command and control to achieve
economies of scale. The capitalist system and the market mechanism proved to be the best
institutional tools to advance the paradigm.

The new being of the Third Industrial Revolution, however, is of a very different nature. It requires
less finance capital and more social capital, scales laterally rather than vertically, and is best
implemented by a Commons management rather than by a strictly capitalist market mechanism. This
means that the capitalist market’s continued survival will depend on its ability to find value in a
world where the new efficiencies and productivity lie in a society that is increasingly designed to be
more distributed, open, collaborative, and networked.

If the old system favored autonomous self-interest in the capitalist market, the new system that is
emerging favors deep collaboration in networked Commons. In the coming era, the long-standing
partnership between government and the private sector to organize the economic life of society will
give way to a tripartite partnership with Commons management playing an ever-greater role,
complemented by government and market forces.
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PART IV
SOCIAL CAPITAL AND THE SHARING

ECONOMY
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I

CHAPTER THIRTEEN
THE TRANSFORMATION FROM

OWNERSHIP TO ACCESS

f private property is the defining characteristic of a capitalist system, then the privately owned
automobile is the signature item. In many regions of the world, more people own automobiles
than own homes. It’s often people’s most valuable piece of private property. Automobile

ownership has long been considered a rite of passage into the world of property relationships.
The very term auto mobile conveys the classical economic idea that human nature is driven by the

quest for autonomy and mobility, with every person desiring to be sovereign over his or her own
domain. Americans have long associated the idea of freedom with autonomy and mobility. Nowhere
is one’s sense of autonomy more keenly felt than when behind the wheel in an enclosed vehicle
capable of amplifying one’s physical prowess by a magnitude of raw horsepower. To be autonomous
is to be the master of one’s fate, to be self-sufficient, and not to be dependent on or beholden to others
—in other words, to be free. The automobile represents the ultimate enclosure. The privately owned
car reflects the desire to be an island to oneself, to be self-contained, and unencumbered. We also
equate freedom with unobstructed mobility. The ability to travel anywhere without restriction has
become intimately bound up with our sense of physical freedom. Every young person of my
generation experienced the exhilaration of this kind of freedom the first time they took the wheel in
their own automobile and headed out on the open road. In the capitalist era, we came to define
freedom in negative terms as the right to exclude. The automobile became the symbol of our
conventional notion of freedom.

The Internet generation, however, has come to think of freedom not in the negative sense—the right
to exclude others—but rather in the positive sense of the right to be included with others. For them,
freedom means the ability to optimize one’s life, and the optimal life is realized by the diversity of
one’s experiences and the distributed reach of one’s relationships in the various communities to
which one affiliates over a lifetime. Freedom is measured more by access to others in networks than
ownership of property in markets. The deeper and more inclusive one’s relationships, the more
freedom one enjoys. Having continuous access to others in social spaces like Facebook and Twitter
gives one’s life meaning. Freedom for an Internet generation is the ability to collaborate with others,
without restriction, in a peer-to-peer world.

For the doubters who question the generational shift in thinking regarding the nature of freedom—
from the right to own and exclude to the right to have access and be included—consider the following
eye-opening statistics. In a recent survey of drivers between the ages of 18 and 24, 46 percent said
they would choose Internet access over owning a car. Equally revealing, “in 2008, 46.3 percent of
potential drivers 19 years old and younger had drivers’ licenses, compared with 64.4 percent in
1998.” When 3,000 millennial consumers born between 1981 and 2000 were asked which of 31
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brands they preferred, not a single car made it in the top ten, which mainly consisted of Internet
companies like Google.1

THE CAR AS METAPHOR
A generation of young people are transforming their relationship to the automobile, preferring access
over ownership. Car sharing has become popular among millennials all over the world. An
increasing number of young people belong to car-sharing clubs in which they pay a small membership
fee and, in return, are provided access to automobiles when they need them. Their membership comes
with smart cards giving them access to vehicles scattered in various car parks across cities. Members
reserve cars in advance over the Web or with a smartphone app. While some of the operations, like
Zipcar and Chicago’s I-Go, are privately owned, many more are operated by nonprofit organizations,
like Philly Car Share, City CarShare in San Francisco, and HourCar in Minneapolis.

In 2012, 800,000 people in the United States belonged to car-sharing services. Globally, 1.7
million people are car sharing in 27 countries.2 A recent study by Frost and Sullivan Consultants
forecasts more than 200 car-sharing operations across the European Union by 2020, with a car-
sharing vehicle fleet expected to increase from 21,000 to 240,000 vehicles. Car-sharing membership
is projected to grow from 700,000 to 15 million in less than seven years, with revenue reaching €2.6
billion. Car-sharing revenue is expected to grow even faster in North America, topping $3 billion by
2016.3

As car-sharing networks expand, the number of vehicles owned by members drops. A study of 11
leading car-sharing enterprises found that 80 percent of the members sampled who owned a car
before car sharing sold it after joining the network. Of those households that still owned cars, the
number of vehicles owned dropped from 0.47 vehicles per household to 0.24 vehicles per household
after joining a car-share club.4

Car sharing not only reduces the number of cars on the road, but it also lowers carbon emissions. In
2009, each car-share vehicle eliminated 15 personally owned cars. In addition, car-share members
drove 31 percent less than when they owned a vehicle. These changes in car-traveling behavior
reduced CO2 emissions in the United States by 482,170 tons.5

Car-sharing behavior also has significant crossover effects. According to a study done in 2011,
once people car share they tend to change their other mobility behavior, increasing bicycling,
walking, and the use of public transportation.6 Bike sharing, in particular, has taken off over the past
five years, thanks in part to technological advances like smart cards, touchscreen kiosks for easy
check in and deployment, and GPS tracking on the bicycle that allows the rider to integrate bike
sharing with car sharing and public transit. The newest innovation, solar-powered electric bicycles,
has generated rave reviews from a younger generation. As of 2012, there were 19 bike-sharing
programs in North America with over 215,000 users.7 Globally, there are over 100 bike-sharing
operations with 139,300 bicycles in service.8

In the United States and Canada, 58 percent of the new IT-based public bike-sharing operations are
run by nonprofit organizations, 21 percent are privately owned, and 16 percent are publicly owned
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and contractor operated. The nonprofit operations are the heavy hitters, accounting for 82 percent of
the membership and 66 percent of the bicycles used.9

Bike-sharing memberships can be taken out on an annual, monthly, or daily basis, or even be paid
for on a trip-by-trip basis. Riders gain access to bikes by swiping membership cards or credit cards,
or by checking in via their smartphones.

Bike sharing has become very popular in congested metropolitan areas where car traffic is often at
a standstill during peak rush hours. In surveys conducted by Vélib’ bike sharing in Paris and Capital
Bikeshare in Washington, D.C., the overwhelming majority of bike sharers said that traveling by bike
was faster and more convenient. Bike sharing also saves money that would have gone into operating a
car.10

Car sharing also saves households money. In the United States, the average car costs hundreds of
dollars a month to own and operate and eats up 20 percent of household income, making it the
second-most-expensive cost after housing. The steep rise in gasoline prices has only exacerbated the
expense of car ownership. With car sharing, the user is freed from ownership costs as well as from
the fixed operating costs, including maintenance, insurance, licenses, taxes, etc.

The average vehicle in the United States is idle 92 percent of the time, making it an extremely
inefficient fixed asset.11 For that reason, young people are far more comfortable paying for mobility
in time segments rather than in ownership.12

Car-sharing services are also pioneering the transition to electric vehicles. In 2013, the city
government of Paris joined in a car-sharing collaboration with 46 neighborhood municipalities,
making 1,750 electric vehicles (EVs) available at 750 charging stations throughout Paris and the
suburbs.13 Autolib’ is one of a growing number of new car-sharing operations offering electric
vehicles at zero carbon emissions to a user base that is increasingly committed to practicing
sustainable mobility. Frost and Sullivan estimates that one in five new car-shared vehicles and one in
ten total shared vehicles will be EVs by 2016.14

In peer-to-peer car-sharing practice, individual owners of cars register their vehicle online for free
in networks like RelayRides and share them with users. The lender can set the price per hour and the
hours available for renting, as well as screen any prospective users. RelayRides does background
checks on the user and covers the insurance. The user covers the gasoline and road repair. The owner
of the car gets 60 percent of what the user pays and RelayRides gets the other 40 percent. The lender
is responsible for servicing and maintaining the automobile but because all new vehicles and many
used vehicles come with free servicing and warranties for most of the basic systems maintenance, the
lender is only paying for the fixed overhead of the car. Owners can earn between $2,300 and $7,400
annually based on car rentals that average $5 to $12 per hour. Since the average car owner spends
around $715 a month on his or her vehicle, by peer-to-peer sharing, he or she can significantly reduce
the cost of owning and keeping a car.15

Car-share clubs are increasingly using Integrated Transportation Provider Services (ITPS) to help
their members switch from one mode of transport to another en route. A member might be routed by a
car share and dropped off at a light-rail station where she will climb aboard the train. Several stops
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later, she will disembark at a bike-share rack where she will pick up a bike and pedal to another
bike-share rack within blocks of her final destination. An ITPS app on the user’s smartphone will
keep her from getting lost. If she wants to stop somewhere on route and change course, she programs
the request and the app charts a new course in seconds, taking into consideration current traffic flows
and congestion bottlenecks along the route.

Some of the big auto manufacturers have jumped onboard the car-sharing bandwagon. GM has
teamed up with RelayRides. General Motors Ventures has provided the peer-to-peer car-sharing
network with financial support and has made its Onstar system available so that users can gain easy
access to any GM vehicles with their mobile phones. GM’s vice chairman, Stephen Girsky, says that
the company is becoming involved in car sharing because the “goal is to find ways to broaden our
customer reach, reduce traffic congestion in America’s largest cities and address urban mobility
concerns.”16

GM and the other automakers find themselves in the same untenable position that capitalist firms
are facing in other sectors of the economy. The emergence of a networked Commons is driving down
the cost of mobility. In the short run, no single automaker can afford to stay on the sidelines, for fear
its competitors will jump in—which they are—and attempt to grab at least a part of the action in the
new car sharing Commons. But any value the automakers reap by embracing car sharing has to be
weighed against the fewer cars they will be selling. Recall that 80 percent of the members of car-
sharing clubs who owned a car prior to car sharing sold it after joining the network and that each car-
sharing vehicle eliminates 15 personally owned cars from the road. With car companies already
experiencing razor-thin margins, and with little wiggle room to stay in the game, they can’t afford not
to be in the car-sharing business even though the game itself is only going to reduce their car sales and
diminish their already-slim margins.

Lawrence D. Burns, the corporate vice president of research, development, and planning at General
Motors until 2009 and currently professor of engineering at the University of Michigan, gets to the nub
of the contradiction facing the automobile industry. Burns did his calculations and concluded that

for a citizen of a city like Ann Arbor [Michigan], such a service [car sharing] could be more than 70% cheaper and would require

residents to invest less than one-fifth of the amount needed to own their cars.17

Incredibly, Burns admits that “about 80% fewer shared, coordinated vehicles would be needed
than personally owned vehicles to provide the same level of mobility, with less investment.”18 Yet
he recognizes that from an efficiency perspective, shared vehicles providing comparable mobility at
20 percent of the cost of owning a vehicle optimizes the general welfare and is simply too good of a
deal to pass up, even though it is likely to eliminate 80 percent of the vehicles manufactured and sold.
Still, the former GM heavyweight enthusiastically supports the shift from car ownership in markets to
car sharing in Collaborative Commons, knowing that it will result in a dramatic shrinkage in the
number of vehicles on the road.

The privately owned automobile, the centerpiece of the capitalist marketplace during the Second
Industrial Revolution, is falling victim to the distributed, laterally scaled opportunities of car sharing
on a rising Collaborative Commons better suited to optimize the general welfare of society. Rather
than the market taming the Commons, it is the Commons taming the market—a reality that has yet to be
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fully grasped by those who continue to labor under the assumption that a sharing economy is a market
opportunity rather than a devourer of capitalism.

The shift in personal mobility from ownership to access and from markets to shared Commons is
likely to quicken in the years ahead with the introduction of driverless vehicles. In 2012, Governor
Jerry Brown of California signed a law making it legal for driverless vehicles to operate on
California roads. Nevada and Florida have also authorized driverless vehicles on their roadways. In
signing the new law, Governor Brown declared that “today, we’re looking at science fiction
becoming tomorrow’s reality.”19

Google, which lobbied heavily for the new law, has already racked up 300,000 miles of testing
driverless vehicles.20 General Motors, Mercedes, BMW, Audi, Volvo, and Volkswagen are also
testing driverless vehicles. The Google vehicle is a refitted Toyota Prius that drives itself using
cameras, radar sensors, and a laser range finder and detailed Google maps connected to a GPS
navigation system.21

Some car enthusiasts worry about the safety of driverless vehicles. Automotive engineers,
however, point out that 90 percent of automobile accidents are caused by human error.22 Unlike
human drivers, automated vehicles don’t get distracted, don’t get intoxicated, and don’t fall asleep at
the wheel, opening up the prospect of saving the lives of many of the tens of thousands of people each
year who die from car accidents in the United States alone.23 According to a J.D. Power and
Associates research survey, 30 percent of drivers aged 18 to 37 say they would definitely or possibly
buy a driverless vehicle, demonstrating the tremendous potential of this revolutionary change in road
transport.24

Traditionalists argue that a majority of drivers will likely opt out, preferring the thrill—not to
mention the control—of steering their own vehicle. Maybe the older generation will, but I doubt it for
the Internet generation. For millennials, who are already distracted behind the wheel using their
smartphones, it’s unlikely that they would be more interested in driving a car than being driven by
one. In the Collaborative Age, when time is the scarce commodity and attention is at a premium,
freeing oneself from driving an automobile several hours a day is significant extra time to attend to
more interesting activities in virtual space.

Sergey Brin, cofounder of Google, looks to a day not too far off when millions of car-share
members summon cars electronically. After dropping off the members at their destinations, the
driverless vehicles will be automatically dispatched to their next pick up or proceed back to the
nearest car-share lot to charge their electric batteries and await the next summons.

In May 2013, Mercedes introduced its new S-Class automobile that can already partially drive
itself and even park itself. The automobile, with a price tag of $100,000, can even hold itself in the
middle of a lane and keep its distance from the car ahead. Dieter Zetsche, Daimler’s CEO, says that
Mercedes’s newest vehicle “marks the beginning of autonomous driving.”25

Industry analysts estimate that driverless vehicles will be commercially available in eight years or
so. Brin is more optimistic, suggesting that a completely driverless automobile is not more than five
years away.26
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Why would anyone want to “own” and maintain an automobile when they could “access” a
driverless vehicle from a car-sharing service at a moment’s notice from their cell phone and have it
ferry them effortlessly with GPS guidance to their destination, paying only for the precise time they
are using the vehicle?

If ever proof were needed that the capitalist era, wedded to the exchange of property in markets, is
ceding ground to the access of services in the Collaborative Commons, the changing relationship to
the automobile is prima facie evidence of the great transformation at hand.

LETTING GO OF OWNERSHIP
In 2000, I published a book entitled The Age of Access. The book was released on the eve of the dot-
com bubble burst. Ten years after the advent of the World Wide Web, the Internet was coming of age.
Hundreds of millions of people were connecting and exploring a new virtual world every bit as
expansive with opportunities as the discovery of the new world 500 years earlier. There was a manic
rush to map the new territory of cyberspace and exploit a virgin domain that was virtually limitless
and without boundaries. New social media spaces were coming alive every day, and an entire
generation seemed awed by the possibilities of creating entirely new ways to collaborate and share
their lives with one another.

Beneath all the surface hyperbole that went along with the colonization of cyberspace, scholars and
activists alike were beginning to ask the question of how this new virtual public square—one that is
capable of connecting the entire human race for the very first time in history—might change the
fundamentals of how society is organized. What consequences would flow from a social space where
everyone could reach everyone else, connect, collaborate, and create new ways to interact with one
another on a planetary scale—something never before imaginable?

I started thinking about writing the book in 1998. I was teaching at the time in the advanced
management program at the Wharton School at the University of Pennsylvania. CEOs from around the
world were beginning to sniff around the Internet, attempting to figure out whether it posed a threat, an
opportunity, or both to their way of doing business. It was then that I began to ponder some questions.
What might happen if millions of Internet users began bypassing the traditional commercial channels
of the market? What if they created their own virtual meeting places and began to use the distributed,
collaborative nature of the Internet to create lateral economies of scale and start sharing ideas,
information, and even things with one another on a Commons, skipping all the middle men, markups,
and margins on the traditional capitalist value chain, and by doing so, bring the marginal cost of
producing additional units to near zero? Amazon and eBay had already been around for three or four
years and offered a taste of the potential commercial gains in collapsing the cost spread along the
value stream to just a few players separating the seller from the buyer.

More importantly, Napster had just formed in 1999 and was taking that possibility to the next level.
Napster was a peer-to-peer Internet file-sharing network that allowed millions of people to share
music with one another for free on the Commons. Suddenly a new economic model opened up. Within
a few years, other Internet file-sharing networks would follow, bringing the music industry to its
knees.

Napster changed the rules of the economic game. Many sellers and buyers disappeared, replaced
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by providers and users. Ownership of CDs gave way to access to music libraries online. Markets
succumbed to networked Commons. A vertically integrated industry controlled by a handful of giant
recording companies buckled under the collective weight of millions of buyers turned peer-to-peer
collaborators.

Could the contagion spread? Might it touch every company and industry represented in my
management classes? I asked my corporate executives, but they weren’t sure.

In The Age of Access, I acknowledged that

the very thought of leaving markets and the exchange of property 
behind—of advancing a conceptual change in the structuring of human relationships away from ownership and toward access—is
as inconceivable to many people today as enclosure and privatization of land and labor into property relationships must have been
more than a half a millennium ago. [However,] it is likely that for a growing number of enterprises and consumers, the very idea of

ownership will seem limited, even old fashioned, 25 years from now.27

In the ten years that followed the publication of the book, I continued to put the same question to
corporate leaders in my Wharton classes. The “not sure” responses fell in number as the growing
thirst for access over ownership spread to every quarter of commercial culture. Global companies
are beginning to adjust to the generational shift from ownership to access by deemphasizing the sale
of things and refocusing their business practices on managing every aspect of their client’s value
chain—what they call being a “solution provider.” They are trying to find relevance in a fast changing
economic environment where margins are quickly disappearing. Today there are few industries
unaffected by the shift from ownership to access and from markets to networked Commons as a
younger generation flexes its collaborative muscle in pursuit of a near zero marginal cost society.

Millions of people are sharing not only automobiles and bicycles, but also their homes, clothes,
tools, toys, and skills in networked Commons. The sharing economy is arising for a combination of
reasons. The global collapse of the Second Industrial Revolution economy in the summer of 2008 was
a wake-up call. In America and elsewhere, hundreds of millions of families found themselves awash
in “stuff” they barely used and buried in debt to finance it. The sober reality is that when crude oil hit
$147 per barrel on world markets, purchasing power tumbled, and the economy tanked, sending
millions of employees home with pink slips. There was real worry of another Great Depression—we
settled for calling it the Great Recession. Without a paycheck and with few prospects, millions of
families looked to their savings and found they had none. What they did find was astronomical debt
built up over nearly 20 years of profligate consumption in the biggest buying spree in history. Try this
on: total American household debt topped out at $13.9 trillion in 2008.28 Coming out from under that
would take decades, and economists were cautioning that, even then, today’s youth would not likely
enjoy anywhere near the standard of living of their parents’ and grandparents’ generations.

For the first time, millions of families began to look over all the stuff they didn’t need and hadn’t
even fully paid for and asked not just “why me?” but “why?” It was a collective existential question
—a soul-searching reevaluation of the nature of modern life. “What was I thinking?” became the
unspoken litany of the so-called “consumer society.” Some began to question the value of
accumulating more and more possessions that added little or nothing to their sense of happiness and
well-being.

At the same time, parents were being bombarded by dire warnings of catastrophic climate change
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as a result of two centuries of industrial activity that had created untold prosperity—the average
upper-middle-class person’s wealth exceeding that of emperors and kings just four centuries earlier
—at the expense of Earth’s ecological endowment. Was their wealth saddling their children and
grandchildren with an even bigger environmental debt that might never be paid back?

Families began to realize they had been sold a bill of goods, that they had been sucked into a
debilitating addiction fed by billions of dollars of corporate advertising that had left them at the
doorstep of ruin and despair. It was a collective “ah ha” moment when large numbers of people
stopped dead in their tracks and began to reverse course. The way out was to turn the entire economic
system on its head—buy less, save more, and share what one has with others. Runaway consumption
would be replaced by a shareable economy.

A powerful new economic movement took off overnight, in large part because a younger generation
had a tool at its disposal that enabled it to scale quickly and effectively and share its personal bounty
on a global Commons. The distributed, collaborative nature of the Internet allowed millions of people
to find the right match-ups to share whatever they could spare with what others could use. The sharing
economy was born. This is a different kind of economy—one far more dependent on social capital
than market capital. And it’s an economy that lives more on social trust rather than on anonymous
market forces.

Rachel Botsman, an Oxford- and Harvard-educated former consultant to GE and IBM who
abandoned her career to join the new sharing economy, describes the path that led up to collaborative
consumption. She notes that the social Web has passed through three phases—the first enabled
programmers to freely share code; Facebook and Twitter allowed people to share their lives; and
YouTube and Flickr allowed people to share their creative content. “Now we’re going into the fourth
phase,” Botsman says, “where people are saying, ‘I can apply the same technology to share all kinds
of assets offline, from the real world.’”29

Let me add an amplifier at this juncture: while the Communications Internet is an enabler, as it
merges with the Energy Internet and the Logistics Internet in the years ahead, establishing an
integrated and sharable communication, energy, and logistics infrastructure—an Internet of Things—
that can operate at near zero marginal cost, it dramatically boosts the potential of the other sharable
sectors, including rentals, redistribution networks, cultural exchanges, and exchanges of professional
and technical skills. When that happens, collaborative production and exchange will scale up from a
niche sector to the dominant paradigm and capitalism will be reactive to the Commons, not the other
way around.

Botsman captures the physiology of the new economic paradigm growing up in our midst. She
writes:

Every day people are using Collaborative Consumption—traditional sharing, bartering, lending, trading, renting, gifting, and
swapping, redefined through technology and peer communities. Collaborative Consumption is enabling people to realize the
enormous benefits of access to products and services over ownership, and at the same time save money, space, and time; make
new friends; and become active citizens once again. . . . These systems provide significant environmental benefits by increasing
use efficiency, reducing waste, encouraging the development of better products, and mopping up the surplus created by over-

production and -consumption.30

SHARING EVERYTHING
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Much of what we own goes unused some of the time. Sharing spare rooms or even couches has
become a big-ticket item among enthusiasts. Airbnb and HomeAway are among the many start-ups
that are connecting millions of people who have homes to rent with prospective users. Airbnb, which
went online in 2008, boasted 110,000 available rooms listed on its site just three years later and was
expanding its available listings by an astounding 1,000 rooms every day.31 To date, 3 million Airbnb
guests booked 10 million nights in 33,000 cities, spanning 192 countries.32 In 2012 bookings were
growing at a blistering pace of 500 percent a year, an exponential curve that would bring envy, if not
terror, to any global hotel chain.33 Airbnb is expected to pass the venerable Hilton and
InterContinental hotel chains—the world’s largest hotel operations—in 2014 by filling up more
rooms per night across the globe.34

Like other shareable brokers, Airbnb gets only a small cut from the renter and owner for bringing
them together. It can charge such low fees because it has very low fixed costs and each additional
rental brokered approaches near zero marginal cost. Like all the new sharable sites, the lateral
scaling potential on the Internet is so dramatic that start-ups like Airbnb can take off, catch up to, and
even surpass the older, global hotel chains in just a few short years.

Airbnb is a private firm operating in a shared Internet Commons. Couchsurfing, Airbnb’s major
competition, is of a different mold. It started as a nonprofit organization and remained so until 2011.
During that time, it picked up 5.5 million members in 97,000 cities in 207 countries.35 (Although it
switched nominally to a profit-making operation in 2012, it continues as a free service, but users can
pay a one-time $25 membership fee if they so choose.)36 Its members provide free lodging to each
other.

Couchsurfing also differentiates itself from its more commercial competitor, Airbnb, by viewing its
mission more broadly as social rather than commercial in nature. Members are encouraged to
socialize with each other during their stays and develop bonds of friendship that continue after their
visits. The goal is to help “couchsurfers share their lives with the people they encounter, fostering
cultural exchange and mutual respect.”37 More than 99 percent of the members say they have had
positive experiences couch surfing.38 Members report more than 19.1 million friendships arising
from their visits. Members also participate in more than 40,000 different couch-sharing interest
groups.39

Toy rentals have also enjoyed success as sharable items. Baby Plays, Rent That Toy!, and Spark
Box Toys are typical. For a small subscription of between $25 and $60 per month, the services ship
between four and ten toys each month to the member’s home. The toys are sanitized after each
shipment to assure that they meet appropriate health safeguards. Any parent knows that children
generally tire of new toys quite quickly, after which they remain in a toy chest, closet, or box in the
attic, sometimes for years, gathering dust. With sharable toys, toddlers come to learn early on that a
toy is not a possession to own, but rather a short-term experience to enjoy, changing the very way they
think about the physical things they use.

Even clothes, the most personal of all physical items, are metamorphosing from a possession to a
service. Ties, of all things, are now being rented. Tie Society, a start-up in Washington, D.C., stocks
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more than 300 designer ties—each of which, if bought, would cost an arm and a leg. For a monthly
fee of $11, subscribers receive a box of sanitized ties to use, and they can change their tie selection
monthly.40

For women there’s Rent The Runway, I-Ella, MakeupAlley, Avelle, and scores of other sites that
connect providers and users across the retail-fashion industry. Women who have purchased designer
dresses, handbags, and jewelry connect with users who rent the apparel and accessories for a fraction
of their retail purchase price.

While rentables are booming, so too are redistribution networks. It’s not surprising that a younger
generation that grew up recycling plastics, glass, and paper would turn next to recycling the items they
own. The notion of optimizing the lifecycle of items in order to reduce the need to produce more
partially used goods has become second nature to young people for whom sustainability is the new
frugality.

The Freecycle Network (TFN) was an early Commons leader in shareable recyclables. The
nonprofit organization, with 9 million members in 85 countries, is organized into 5,000 local groups
whose members post unwanted items that are available for free to other members in the community.
The founders of TFN boast that their recyclable Commons model is “changing the world one gift at a
time.”41

ThredUP is another popular redistribution organization. The online consignment shop, which has
400,000 members, started by recycling toddlers’ and children’s clothes and has recently moved into
women’s apparel.42 ThredUp points out that the average child outgrows more than 1,360 articles of
clothing by age 17.43 When children outgrow their clothes, their parents fill a ThredUP bag and put it
on the front porch. ThredUP then retrieves it and pays for the shipping. Every time ThredUP finds
another home for the clothing item, the provider receives a credit in the 
ThredUP store that can be used to obtain “new” old clothes for their growing youngster. The sharable
consignment boutique sells used clothes for up to a 75 percent discount, allowing the items to be
handed around (rather than down) and enjoy multiple lives. ThredUP owes its success to the Web’s
ability to bring together hundreds of thousands of providers and users in a distributed, laterally scaled
network. Its members can browse over thousands of items on the website racks, finding just the right
match for their children. ThredUP draws approximately 385,000 visits a month and sold over
350,000 items in 2012, and orders are growing by a whopping 51 percent a month.44

Who could be opposed to the idea of collaborative consumption and a sharing economy? These
new economic models seem so benign. Sharing represents the best part of human nature. Reducing
addictive consumption, optimizing frugality, and fostering a more sustainable way of life is not only
laudable, but essential if we are to ensure our survival.

But even here, there are winners and losers. The still-dominant capitalist system believes it can
find value in the collaborative economy by leveraging aspects of the sharing culture toward new
revenue-generating streams. Still, whatever profit it can squeeze out of the growing networked
Commons will pale in comparison to the ground it loses.

Although hotels will continue to book, they are already seeing their markets decline as millions of
young people migrate to Airbnb and Couchsurfing. How does a huge hotel chain, with its high fixed
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costs, compete with literally millions of privately owned spaces that can be shared at low and even
near zero marginal costs?

Retailers of all kinds, already on the ropes with disappearing profit margins, are going to be
equally disadvantaged by a sharable economy where clothes, appliances, toys, tools, and thousands of
other items are continually in use through rental and redistribution networks. Extending the lifecycle
of stuff by passing it on from user to user significantly cuts into new sales.

The retailers’ dilemma struck me when I heard about a new sharable site called Yerdle that came
online in 2012. The founders are veterans of the sustainability movement with close ties to the
business community: Adam Werbach was formerly president of the Sierra Club, and Andy Ruben was
formerly the chief sustainability officer at Walmart. Yerdle matches up Facebook friends who have
unused items they’d like to either give away or sell. Besides clothes, Yerdle members can exchange
just about anything: cell phones, computers, sports equipment, kitchen appliances, pet accessories . . .
you name it.

For now, Yerdle communities are locally based. Facebook friends can come together and create a
sharable space if they have at least 50 items to share. Some networks have several thousand items
inventoried, providing a one-stop shopping experience for things a “friend” might want to share.
Yerdle doesn’t charge for each sharing transaction, but friends usually have to cover the shipping
expenses. As Yerdle grows, it will allow its local networks to expand geographically, so items can
be sold to strangers as well as to friends. Yerdle plans on taking a small transaction fee to cover its
operational costs.

The Yerdle plan, like so many others, helps advance the idea of a circular economy in which
everything is recycled and reused and nothing is sent to the landfill before its time. The sustainable
business logic makes perfect sense, but gets muddled when the founders try to make the case for the
retailer’s buy-in. Werbach says that “if you can borrow that chain saw from the person next door, the
retailer’s job is to help you with what you’re trying to do, not just sell you another chain saw.”45
Maybe . . . but likely?

Werbach and Ruben tout the idea that “sharing is more fun than shopping,” which an increasing
number of people seem to agree with. But Walmart? Doubtful! Still, determined to find at least a
niche commercial opportunity for the big-box chain stores that might draw them in, Werbach and
Ruben propose some scenarios in which they might benefit from a movement hinged on sharing rather
than shopping. If, for example, a Yerdle member wanted to go camping for the first time but didn’t
want to lay out $500 or more for expensive equipment before he knew whether he would even enjoy
the experience, he might start by using camping equipment made available on Yerdle. If commercial
retailers were sponsors or friends on Yerdle, the smitten camper might trade up along the line, for the
latest camping paraphernalia, bringing him or her into the bosom of commerce. Again, this is the hope
of so many of the young social entrepreneurs who walk the line between capitalist markets and the
social Commons. The central question is: Where does one’s loyalty lie? Is the near zero marginal cost
Commons seen mainly as a new commercial opportunity for the market to exploit, as Chris Anderson
and others have argued, or is it an end unto itself—a new economic paradigm—with spillover
applications that can draw some market engagement? I have no doubt that most social entrepreneurs
line up in the second category, but are anxious to at least find a responsible way to engage the

190



conventional capitalist system in the newly forming networked Commons.
Neal Gorenflo, the cofounder and editor of Shareable magazine, a nonprofit online media

publication that reports on new developments in the collaborative consumption economy, notes that
while U.S. retail sales in 2011 were $4.7 trillion, collaborative consumption represented nearly $100
billion in turnover that year. Gorenflo asked what retailers can do to leverage their formidable
commercial power and quickly take collaborative consumption mainstream.46

Gorenflo outlines a tracking system that would allow a retailer to continue to capture part of the
income stream of each item it sold, as it moved from user to user across the sharable economy. The
point of purchase at the retailer would be “a gateway to a collaborative marketplace that manages a
product through its lifecycle including multiple owners and users.”47 Each item would have all the
product and transaction data automatically encoded on it and a unique identifier providing a chronicle
of its journey from one user to another. The big retailers could establish a mega–
online marketplace that allows each purchaser to list his or her resharable items for rent or swap.
Gorenflo says that such a plan would allow him to control how he manages his assets and give him
the biggest marketplace in the world to share his stuff. He adds that “I’d be happy to pay a small fee
for each transaction for this service.”48 In this scenario, says Gorenflo, everyone wins.49 Retailers
continue to capture revenue through the product’s lifecycle. They might also be encouraged to market
some of their products as a fee-based service, putting them at the center of the resharable economy.
Exacting value through the entire lifecycle of a good would also encourage retailers to upgrade the
quality and durability of their products. The user benefits from the lower cost of short-term access
versus long-term ownership and also comes to feel like part of a larger sharing economy that is less
wasteful and more sustainable.

Interesting idea. Certainly it provides retailers with a piece of the 
action—but it’s more like throwing them a bone than handing them a golden opportunity. Whatever
small transaction fees they receive in the remaining lifecycle of a product they initially sold are
insignificant compared to the losses they incur as millions of people share more and buy fewer new
items. Again, it’s not that the capitalist market can’t find value on the Commons, but it will continue to
shrink into ever more restricted niche spaces as the social economy comes to eclipse the market
economy.

Even backyard gardens are being shared. SharedEarth was founded by Adam Dell, an Interne
entrepreneur. Dell wanted a vegetable garden in his yard in Austin, Texas, but had neither the time
nor skills to do it himself. So he posted an ad on Craigslist in 2010 that read: “I’ll provide the land,
water, and materials if you’ll provide the work. We can share the produce 50–50.” He made the deal
with a woman who loved gardening but who lived in an apartment.50

Like most Internet-savvy professionals, Dell saw the potential opportunity of laterally scaling his
experience by taking it to the Web. Within four months, SharedEarth went from 800,000 square feet to
25,000,000 square feet of shared space. Dell envisions millions of acres of unused backyards being
transformed into vegetable garden Commons:

I think SharedEarth is something that can be meaningful in its impact, and that is my hope. Just imagine if we had 10 million acres

of producing land. That would produce a lot of oxygen, consume a lot of CO2 and produce a lot of food. 51
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SharedEarth is not yet a serious threat to conventional agriculture. Undeterred, Dell believes that if
large numbers of wannabe gardeners were connected with unused land they could produce high-
quality, local, organic food. He hopes that such efforts will encourage a trend away from vertically
scaled centralized farming, with produce shipped over long distances, to distributed, laterally scaled
regional farming for local consumption—with the efficiency gains that go with it.

Dell adds that “we are a free service. We have no business model!” A correction: SharedEarth
does have a business model—it’s called the Commons.52

While gardeners are beginning to share harvests on microplots, a younger generation of farmers is
sharing harvests on an agricultural scale with urban consumers. Community supported agriculture
(CSA) began inauspiciously in Europe and Japan in the 1960s and accelerated rapidly in the United
States and other countries in the 1990s with the rise of the Internet. Urban consumers pledge a fixed
amount of money to local farmers in advance of the growing season to pay for the up-front cost of
growing the crops. The consumers become, in effect, shareholders. In return, the consumers are
provided with the bounty from the harvest delivered to their door or to nearby distribution centers
throughout the growing season. If the farmers’ crops are plentiful, the shareholders are awarded with
the additional yield. Likewise, if yields are down because of adverse weather or other conditions, the
shareholders share in the losses with the delivery of less produce.

The sharing of risk between consumers and farmers creates a bond of mutual trust and fosters social
capital. Moreover, eliminating all the middlemen in the conventional, vertically integrated
agribusiness operations dramatically reduces the costs of the produce for the end user.

Many CSA operations use ecological agricultural practices and organic farming techniques,
eliminating the high costs and environmental damage caused by the use of petrochemical fertilizers
and pesticides. Energy and environmental costs are further reduced by eliminating plastic packaging
and the long-haul transport of produce.

The Internet has been a great facilitator of CSA by making it easier for farmers and consumers to
connect in peer-to-peer networks. Local CSA websites also allow farmers and customers to stay in
constant contact, sharing up-to-date information on crop performance and delivery schedules. CSAs
replace sellers and buyers in the conventional market with providers and users exchanging produce
on a social Commons. In a sense, consumers become prosumers by financing the means of production
that deliver the end products they will consume. There are thousands of CSA enterprises scattered
around the world, and their numbers are growing as a younger generation becomes increasingly
comfortable with the idea of exercising more of its commercial options in a social economy on the
Commons.

PATIENT-DRIVEN HEALTH CARE
If sharing couches, clothes, and food touches on the more personal aspects of people’s daily lives,
sharing medical data reaches down into the most intimate domain uploaded on the Commons.
Millions of people are open sourcing the personal details of their medical history and current
conditions, sharing information on symptoms, diagnoses, and treatments; collaborating in research to
find cures; joining in support groups to provide solace, comfort, and encouragement to one another;
and spearheading advocacy groups to push governments, insurance companies, and the medical
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community to rethink medical-health assumptions and protocols across every aspect of the health-care
field. In the United States, where health-care costs represent 17.9 percent of GDP, patients are
becoming their own advocates on a giant health Commons that’s paralleling the market economy and
shaking up the theory and practice of medicine.53

Health care, which was traditionally a private relationship between doctor and patient—in which
the physician prescribed and a passive patient followed the physician’s instructions—has suddenly
been transformed into a distributed, laterally scaled, peer-to-peer relationship in which patients,
doctors, researchers, and other health-care providers collaborate in open-networked Commons to
advance patient care and the health of society.

Patient-driven health care began randomly as increasing numbers of people started to search for
their symptoms on the Internet to pinpoint a diagnosis of their medical condition. In the process, they
came across others on the Web who had similar conditions and began sharing notes. Those who had
already been diagnosed began to share their personal histories of a disease or illness on various
health-care websites in hopes of eliciting feedback from individuals with similar case histories. Still
others, unhappy with the treatment prescribed by their physicians, began searching for like-minded
individuals who had similar misgivings in hopes of learning about alternative treatments. Individuals
also began comparing notes on the side effects they were experiencing in taking certain drugs,
especially if they were being taken in tandem with other drugs. People with chronic or life-
threatening illnesses for which existing treatments were either inadequate or nonexistent began to
band together in search of potential cures. The more activist inclined started groups to lend each other
emotional and practical support and launched advocacy organizations to bring public attention to their
disease and push for more public funds to find a cure.

Today there are numerous social media websites where millions of people are engaging,
supporting, and aiding each other in the pursuit of advances in medical care and public health. Some
of the most popular sites include PatientsLikeMe, ACOR, the LAM Foundation, Cure Together, th
Life Raft Group, the Organization for Autism Research, the Chordoma Foundation, and LMSarcom
Direct Research.

Many of the patient-driven health-care sites are the outgrowths of very personal stories, often
dealing with rare diseases that have received little attention and even less research into treatment and
cures. Lymphangioleiomyomatosis (LAM) is a rare and fatal disease that is caused by a defect in a
cellular pathway that regulates cell growth. The defect, which destroys young women’s lungs, has
been associated with a number of cancers including melanoma and breast cancer.

In 2005, Amy Farber, then a student and now a member of the faculty of the Harvard Medical
School, was diagnosed with LAM and was warned that a pregnancy might risk accelerating the
disease. Anxious to find a treatment or cure, Farber reached out to the conventional research
establishment and found that very little work was being done on this rare disease, and even then, the
efforts were isolated and disjointed, with little or no attempt at collaboration. Frustrated at the lack of
progress in dealing with the disease, she contacted Dr. George Demetri, a professor and cancer
researcher at Harvard Medical School who had been interested in using the Internet to link patients
all around the world with the aim of tapping into their experiences and insights with rare cancers.
Demetri hoped that the data might reveal a “collective wisdom” of sorts about the nature and course
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of such diseases that could be drawn upon to find treatment protocols and cures. The two
subsequently joined forces with Frank Moss, director of the MIT Media Lab, and out of tha
collaboration came thelamfoundation.org, a website that allows patients to report on their health. The
data in the reports are aggregated and analyzed to aid researchers in mapping out new research
scenarios. This crowdsourcing approach to research differs substantially from traditional randomized
controlled trials used in conventional research, which are expensive and time consuming and
conceived of and carried out by researchers from the top down, with patients serving as passive
subjects. The LAM site, like other research efforts on the health-care Commons, starts with the
patients’ collective wisdom, which helps determine the research protocols. Moss explains that
“we’re really turning patients into scientists and changing the balance of power between clinicians
and scientists and patients.”54

The Association of Cancer Online Resources (ACOR), founded by Gilles Frydman, has taken th
idea of patient-driven health care a step further by creating a more comprehensive health Commons
where over 600,000 patients and caregivers are actively engaged in 163 public online communities.
Where the LAM Treatment Alliance relied on patients reporting on their own condition and
researchers creating protocols, ACOR patients and caregivers share scientific information and are
co-involved in “organizing and developing new methodologies of data collection and aggregation—
with the ultimate goal of guiding the research on their disease.”55 They also raise funds for scientific
research. These e-patients are developing what Frydman calls a “participatory-medicine model,”
which brings all the various players together in a Commons—patients, researchers, doctors, payers,
medical-device companies, caregivers, drug companies, and medical professionals—where they
collaborate to optimize the care of patients.

Patient-driven research (PDR) is even beginning to penetrate the inner sanctum of science. Some e-
patient online communities have erected tissue and specimen banks. Others have created cell lines for
testing. Still others have set up patient registries and formed clinical-trial networks.56

PatientsLikeMe, a patient-driven health-care network of more than 200,000 patients that tracks
1,800 diseases, published the first patient-initiated observational study refuting the findings of a
conventional study that found that the drug lithium carbonate could slow the progression of the
neurodegenerative disease amyotrophic lateral sclerosis (ALS).57 The organization reports that it
“developed a novel algorithm designed to match patients who reported taking lithium with a number
of other ALS patients that had similar disease courses.”58 PatientsLikeMe tracked 348 ALS patients
using off-label lithium, and found that “lithium was not having an observable effect on the disease
progression of these patients.”59

Although the patient-directed trial might not quite compare to the double-blind, controlled clinical
study, its speed and reduced cost make it a powerful new player in the research arena. Norman
Scherzer of the Life Raft Group, a health-care Commons that deals with gastrointestinal stromal
tumors, explains why many patients are migrating to the new Commons approach to research.

One of the great benefits of PDR is its speed. We can get lifesaving information out to the people who need it right away, much
faster than professional researchers, who must go though many time-consuming steps. . . . This can take several years. So
professional research has a built-in lethal lag time—a period of delay between the time some people know about an important
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medical breakthrough and the time everyone knows.60

While double-blind, controlled clinical studies are extremely expensive, patient-initiated
observational studies using Big Data and algorithms to discover health patterns and impacts can be
undertaken at near zero marginal cost.

Still in its infancy, this open-source approach to research often suffers from a lack of verification
that the slower, time-tested professional review process brings to conventional randomized control
trials. Advocates are aware of these shortcomings but are confident that patient-directed research can
begin to build in the appropriate checks, much like Wikipedia does in the shakeout process of
verifying and validating articles on its websites. Today, Wikipedia has 19 million contributors.
Thousands of users fact check and refine articles, assuring that the open-source website’s accuracy is
competitive with other encyclopedias. Wikipedia is now the world’s eighth-most-visited website,
drawing millions of viewers to the encyclopedia of the world’s knowledge.61

Patient-driven health Commons advocates remind us that when Wikipedia first came online,
academics argued that the democratization of scholarly research would severely compromise the high
academic standards that went into compiling encyclopedias. Their fears turned out to be unjustified.
The champions of patient-directed open-source Commons health research ask why crowdsourcing of
research, with rigorous scientific protocols in place, should fare any worse.

EVERYONE’S A DOCTOR
There are also signs that a younger generation of doctors is beginning to align with the new patient-
driven health Commons movement. Dan Hoch, a neurologist who specializes in epilepsy at
Massachusetts General Hospital, penned an insightful piece on his own conversion to the new e-
patient online Commons movement. He acknowledged that there had always been an “unspoken
prohibition” within the medical profession on patients getting together for fear that it might undermine
the authority of physicians. He wrote, “I had the uncomfortable sense that by promoting interactions
between patients and de-emphasizing the central role of the physician, I might be violating some deep
taboo.”62

Hoch threw caution to the wind and decided to look into an online epilepsy support group called
BrainTalk Communities—a nonprofit website community established by a colleague at Mass General,
John Lester. At the time, BrainTalk hosted more than 300 free online groups for a range of
neurological conditions, including Alzheimer’s, multiple sclerosis, Parkinson’s, Huntington’s, and
epilepsy. More than 200,000 individuals around the world visit the BrainTalk website regularly.

Hoch was surprised to find that, contrary to his suspicion, only 30 percent of the postings were
related to emotional support, while the remaining 70 percent were taken up with group members
educating each other about the disease, treatment options, management protocols, side effects, and
learning to cope with the disease from day to day. Of particular interest was the finding that members
were continuously fact-checking each other in a process of self-correction, challenging unfounded or
dubious information. Hoch said that what surprised him most of all was the realization “that an online
group like the BrainTalk Communities epilepsy group is not only much smarter than any single
patient, but is also smarter, or at least more comprehensive, than many physicians—even medical
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specialists.”63
Hoch concluded with a stunning admission:

I had been taught to believe that patients could only be “empowered” by their clinicians . . . it now seems quite clear that growing

numbers of patients are perfectly capable of empowering themselves, with or without their clinician’s blessing.64

There are currently hundreds of open-source health Commons online. That number is likely to
increase dramatically in the years ahead as nations begin to use electronic health records to
streamline the delivery of health-care services. In 2009, the U.S. government awarded $1.2 billion in
grants to assist health-care providers in implementing electronic health-care records.65 The Big Data
that will be potentially available in the United States and other countries will provide a pool of
information that, if used by open-source patient-driven health Commons, with the appropriate privacy
guarantees put in place, could revolutionize the health-care field.

The potential of using Big Data to address health issues became apparent in the winter of 2013
when a serious flu epidemic spread quickly around the world. Google was able to pinpoint the
locations where the flu was breaking out and the intensity of the epidemic, as well as track where it
was spreading in real time, by analyzing data of people’s searches for flu-related topics on Google.
While subsequent analysis showed that Google had overestimated the intensity of the epidemic, in
part because of widespread media coverage—especially in social media—that drew more people to
flu-related searches, its tracking was sufficiently reliable as an early-warning mechanism that the U.S.
Centers for Disease Control and Prevention subsequently made Google an official partner in their
surveillance programs.66

With epidemics, tracking the spread of breakouts in real time is critical to controlling the disease.
Being able to mobilize local health-care services, ensure that flu shots are available and quickly
administered where needed, and alert the public makes a big difference in the severity of the
outbreak. In the traditional surveillance system, it can take between one and two weeks to collect data
from doctors around the country based on patients’ visits. By that time the flu virus could have peaked
or even run its course. Google tracks peoples’ first response when they search the Web to see if their
symptoms match those of the disease, often days before they call or visit their physician.

Twitter is also being looked to as a tracker. Twitter users send more than 500 million tweets per
day. People who are not feeling well will often tweet their condition to friends, hours before the flu
has disabled them, again providing an up-to-the-moment account of how the virus is spreading.

Epidemiologists, at present, assert that these early-warning tracking tools are complementary, or
even supplementary, to the tried-and-true surveillance models. Yet there is a growing consensus that
refining the algorithms to screen out noise and establish a more accurate reading of the data will make
Google and Twitter surveillance and tracking more robust and the systems themselves more critical to
the monitoring and containment of viral epidemics.67 Using Big Data to track global epidemics and
blunt contagions will save billions of dollars in health-care costs while the surveillance and reporting
system heads to near zero marginal cost.

As researchers discover more about the links between genetic abnormalities and environmental
triggers in the new field of genomic medicine, they’re learning that while illness can be broadly
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categorized—for example, breast cancer, leukemia, and lung disease—each individual’s illness is
unique, even if diagnosed as part of a generally defined illness. Genetic medicine is at the forefront of
a new customized approach to illness that treats each individual’s affliction as an “orphan” disease.

The diminishing cost of DNA sequencing is making available a library of Big Data that can be used
by individuals to begin connecting with others who share a similar DNA profile. In the future, as
DNA databases expand and the full sequence of human DNA becomes available for testing, millions
of people will be able to match up with those who share common inherited genetic traits in
customized patient-driven health networks, and compare notes on illnesses and collaborate to find
cures. These more customized patient-directed health Commons will also be able to create sufficient
lateral scale to bring public attention to their disease cluster and encourage increased government,
academic, and corporate research into their illnesses as well as raise funds for their own research,
clinical trials, and treatment.

These DNA clusters of biologically matched individuals will also be able to use Big Data to cross-
reference each other’s lifestyles—eating habits, smoking and drinking, exercise regimens, and work
environments—to further correlate the relationship between genetic predispositions and various
environmental triggers. Because the matched human clusters will include a chronology of life
histories from in utero to old age and death, algorithms will undoubtedly be developed to pinpoint
potential disease risks at various stages of one’s life as well as effective treatments.

By midcentury or earlier, I suspect that any individual will be able to access a global health
Commons search engine, register their genetic makeup, find a matching cluster of similar genomes,
and receive a detailed account of their health risks over a lifetime as well as a rundown of the most
effective customized medical treatments to make them well and keep them well, at near zero marginal
cost.

Organ transplants are among the most expensive medical procedures. Even here, new medical
breakthroughs are opening up the possibility of significantly lowering the costs of organ
replacements. If replacement tissues and organs are necessary, they will be able to be printed on a 3D
printer, again at low or near zero marginal cost, in the not-too-distant future. Three-dimensional
printing of human body parts is already well along. The Wake Forest Institute for Regenerative
Medicine in North Carolina has recently printed a prototype human kidney using living cells.68
Organovo, a San Diego-based Life Science company, has used 3D bioprinting to print a functioning
section of human liver tissue.69 Researchers at the ARC Centre of Excellence for Electromaterials
Science at the University of Wollongong in Australia are experimenting using 3D processes to print
muscle and nerve cells into living tissue. Cameron Ferris, a researcher at the ARC Centre, explains
how bioprinting works: “We use the same technology as ink-jet printers, however instead of ink we
are using cell types.”70 Using the cells from a patient’s own body to reproduce the tissue, rather than
implanting donor tissue, avoids rejection of the implant.

The 3D bioprinting of supplemental tissues, including heart patches, nerve grafts, blood vessel
segments, and cartilage for degenerating joints, is expected to be in widespread use within the next
ten years. The 3D bioprinting of complete organs will take a little longer.

Stuart Williams, a scientist at the Cardiovascular Innovation Institute in Louisville, Kentucky, is
experimenting with taking fat-derived cells extracted during liposuction and mixing them with glue to
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print a heart. Williams believes that a 3D-printed “bioficial” heart may be possible in ten years.71
Gordon Wallace of the ARC Centre says that “by 2025, it is feasible that we will be able to fabricate
complete functional organs, tailored for an individual patient.”72 The brave new world of 3D
bioprinted spare body parts will likely be a reality in the next several decades. As with other forms
of 3D printing, the cost of replicating biological spare parts will plummet as the new technology
scales up.

Today’s high-cost health care—much of which is primitive, ill-informed, and costly—will be a
thing of the past in a Big Data culture and a near zero marginal cost society.

Like the democratizing of information on the Internet, the democratization of electricity on the
Energy Internet, the democratization of manufacturing with open-source 3D printing, the
democratization of higher education with MOOCs, and the democratization of exchange in the
sharable economy, the potential democratization of health care on the Web adds one more layer to the
social economy, making the Collaborative Commons an ever more prominent force in the affairs of
society.

THE END OF ADVERTISING
The shareable economy on the Commons is already forcing a fundamental restructuring of one of the
key components of the traditional market-exchange economy. From the very beginning, advertising has
been the driving force of the capitalist system. In the precapitalist era, when economic activity looked
more like a flat line than an upward curve, human beings were conditioned to work just enough hours
to secure their daily survival. Savings were virtually nonexistent. The onset of the Industrial
Revolution brought with it a dramatic increase in material output and an accompanying increase in
wages. Ensuring that those wages were quickly turned around and spent on consuming the goods
workers produced became the mission of advertising. If there ever was an invisible hand, it is surely
advertising’s ability to keep demand at pace with increasing supply. No small task.

Recall that until the early twentieth century, “consumption” had a negative connotation. It was the
lay term for tuberculosis and the early dictionary definition of consumption was “to waste, pillage
and exhaust.” It was only in the 1920s, with the advent of modern advertising, that consumption was
given a makeover, turning it from a scourge to a social aspiration. The advertising industry reoriented
the popular psyche, casting out an age-old tradition of frugality in favor of a new ethos that lauded the
spendthrift over the skinflint. To be a consumer became the very mark of success and the epitome of
what it meant to be thoroughly modern. By the second half of the century, consumer society began to
overtake civil society as the primary community to which people owed their allegiance and forged
their social identity. It’s no mistake that immediately after the attack on the World Trade Center and
the Pentagon on 9/11, President George W. Bush’s public response to a terrified nation was to
announce that “the American economy will be open for business.” The president urged consumers to
visit Disney World.73

In 2012, the U.S. advertising industry brought in revenues totaling $153 billion. Global advertising
revenues that same year totaled $479.9 billion.74 While the advertising industry appears to be
thriving, insiders are worried. What they see is millions of people shifting from passive consumers to
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peer-to-peer prosumers of their own news, knowledge, entertainment, and energy. (And soon, their
own 3D manufacturing.) The same multitudes are minimizing their purchases in the marketplace by
sharing already-bought items with others in the collaborative economy. They are choosing access
over ownership and using everything from cars to sports equipment on a “just-in-time” basis. And
virtually all this activity is being negotiated on an open Internet Commons where the marginal cost of
exchanging information is nearly zero. A younger generation is quietly disengaging from the
traditional capitalist market. It’s not yet a tidal wave, but the curve is exponential and likely
irreversible.

This means that there is a diminishing consumer market for advertisers to exploit. And because the
evolving social economy on the Commons is distributed, collaborative, and peer-to-peer, economic
decisions are determined less by the sway of corporate advertising campaigns and more by
recommendations, reviews, word of mouth, and likes and dislikes exchanged by “friends” and cohorts
on Facebook, Twitter, YouTube, and hundreds of other social media sites online.

A spate of recent surveys reports that consumers place as much trust in consumer-generated
reviews online as on recommendations from friends and family when it comes to purchasing
decisions. Some 66.3 percent of consumers in one national survey say they rely “heavily” on
user-generated content reviews and recommendations when making purchasing decisions.75 In the
Local Consumer Review Survey in 2012, “72% of consumers said they trust online reviews as much
as personal recommendations.”76 Another survey found that 87 percent of consumers said a
favorable online consumer-generated review sealed their decision to buy a product.77 Even more
revealing, “65% of consumers trust word of mouth on the Internet more than content produced by
advertisers.”78 Consumer-generated reviews are potentially important when people are deciding on
which local business to use, with 52 percent saying that positive online reviews influence their
decision.79

Review websites abound on the Internet. Yelp, Angie’s List, Citysearch, TripAdvisor, Travelocity,
Judy’s Book, and Local are among the hundreds of review sites where consumers check in to track
other consumers’ experiences—positive and negative—with goods and services. Now these reviews
can be viewed on location when consumers are actually handling a product in the store. Consumr
Reviews is a smartphone application that connects the phone directly with reviews of specific
products. The user simply scans the barcode on the product into his or her cell phone and instantly
accesses reviews of the item. Some of the new apps are even tied to the consumer’s own ethical
value preferences. GoodGuide is a cell phone application that allows the consumer to scan the
barcode and scroll down reviews on the screen to see how others rated the product on safety, health,
ethical considerations, and general sustainability.80 The increasing use of mobile apps will allow
consumers to post their reviews of products and services online in real time, making them available
to others within seconds after they have used the product or service.

When asked why they trust consumer-generated reviews over advertiser content, respondents in a
survey conducted by SurveyMonkey cited lack of bias versus vested interest in comparing the
trustworthiness of consumers versus advertisers. In a typical response, a respondent said he trusted
customer-generated reviews over advertisers “because producers of most products tend to be really
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promotional in their product descriptions, and consumers have no vested interest in the sales of the
product, so their reviews are inherently more trustworthy.”81

Although it’s not uncommon for firms to game the system by posting anonymous favorable reviews
of their own products and services or for competitors to post unfavorable reviews to hurt their rivals,
they are the exception. Review sites are increasing their surveillance and monitoring devices and
using ever more refined algorithms to weed out the fakes to protect their good name among
consumers.82

Traditional advertising is being whacked from every direction. Consider one of the mainstays of
advertising—classified ads in newspapers and magazines. Craigslist was founded in 1995 by Craig
Newmark to list local classifieds and forums online, largely for free. Craigslist is still listed online
as a dot-org rather than a dot-com to reflect what the organization says is its “relatively
noncommercial nature, public-service mission, and noncorporate culture.” More than 60 million
people in the United States, along with millions more in 70 countries, use Craigslist each month—the
website is in 13 languages—to search for jobs, housing, romance, and goods and services of all
kinds. Craigslist users post 1 million classified ads each month, and its discussion forums attract 200
million people. Its entire operation is financed by tiny posting fees for jobs in 28 areas, and broker
fees on New York City apartments.83

It’s estimated that Craigslist single-handedly wiped out $10 billion in classified ad revenues in
print publications annually, replacing it with $100 million in online revenues, with operating costs
representing a fraction of the cost incurred by newspapers and magazines, which long relied on
classified ads to stay afloat.84 Craigslist’s global online bulletin board is managed by a staff of just
30 people in its office in San Francisco.85

A 2012 study by IBM Global Business Services with the provocative title “The End of Advertising
as We Know It” acknowledges that the Internet social Commons “puts at risk the revenue base of
incumbent, traditional content distributors and aggregators.”86 The problem for the advertisers is that
their business model is predicated on financing much of the delivery of newspapers, magazines,
television, and radio content. The content is generated by professional journalists, television
producers, writers, performers, and artists. In the past, passive consumers were willing to put up with
advertisements in return for receiving the content it financed. But with the Internet, an increasing
amount of the content is generated by the users themselves and shared with millions of others for free
on sites like YouTube, Flickr, Facebook, etc. When consumers become prosumers and exchange
content for free with one another in a sharable economy, what added value is corporate advertising
bringing to the table? Advertisers could elect to finance the delivery of professional content online
but it would likely fail because what brings millions of people to the Internet is the participatory
nature of the medium. It’s a Commons that operates in large part in a social economy governed by
interactive peer-to-peer engagement.

While passive users of television might not be overly irritated by its scheduled advertising breaks,
active and engaged online participants on the Internet are less tolerant of ads suddenly popping up in
the middle of the screen blocking copy or interrupting their activity. The blast is seen as rude and
intrusive. And Internet players are increasingly mistrustful of website search engines that sell access
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to advertisers by putting corporate sponsors at the front of the queue when users are looking for a
particular resource or service.

Corporate advertising on a peer-to-peer medium is so strangely out of place that it is treated more
like an interloper than a mere distraction and nuisance. Eric Clemons, a professor of operations and
information management at the Wharton School, says that the very social nature of the Internet puts it
out of bounds for commercial exploitation. He explains that the Internet “is participatory, like
swapping stories around a campfire or attending a renaissance fair. It is not meant solely to push
content, in one direction, to a captive audience, the way movies or traditional network television
did.”87

So when we tack on the proviso that the majority of Internet users mistrust advertising messages
and instead look to other users’ peer reviews of products as the most reliable source of information
on what to buy, and that much of the content on the Internet is generated by the users themselves and
not corporate advertisers, it’s difficult to imagine how the advertising industry will survive the shift
to a peer-to-peer communications medium except in a very reduced role. Clemons believes that paid
advertising “will fail as a major revenue source for most Internet sites” for all the reasons mentioned
above. His conclusion is that “the Internet is not replacing advertising but shattering it.”88 Even The
Economist reluctantly agrees. In a sober editorial on “The End of the Free Lunch,” it takes umbrage a
what it regards as a faulty assumption that if social media sites can aggregate millions of users by
providing them with free content, advertisers will be anxious to target ads on the medium, in the hope
of capturing a percentage of the “long tail.” But what if the users aren’t listening, aren’t watching, and
are looking to their peers for product recommendations and validation? The Economist concludes that
“the number of companies that can be sustained by revenues from internet advertising turns out to be
much smaller than many people thought, and Silicon Valley seems to be entering another ‘nuclear
winter.’”89

Advertising revenues are beginning to reflect the pessimism. Internet advertising accounted for
$36.6 billion in 2012, while, as mentioned, total U.S. advertising revenue came in at $153 billion,
bringing the Internet share of the U.S. advertising market to only around 24 percent.90 The growth in
Internet advertising spending, however, appears to be slowing, indicating that the early euphoria
about corporate advertising paying the bill for all the free content given away on profit-driven social
media sites has softened. The rate of growth in Internet advertising declined from 23 percent between
2010 and 2011 to only 14 percent between 2011 and 2012.91 GM’s decision to yank ads from
Facebook in 2012, saying they had “little impact on consumers’ car purchases” reflects a growing
sentiment among some corporations about the real value of advertising on the Internet.

The rate of growth of Internet advertising revenue is likely to continue to fall as millions of users
switch from computers to mobile devices. Google, the leader in Internet advertising revenue, is
already beginning to see ad revenue dry up in this changeover. While clicks on Google using laptop
and desktop computers were flat in the third quarter of 2013, clicks on mobile phones doubled and
clicks on tablets were up by 63 percent.92 The problem is that mobile ads only cost one half to two-
thirds as much as desktop ads and, worse still, they only lead to purchases of products and services a
quarter to a third of the frequency of desktop ads, and there is no sign that this trajectory is going to
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significantly change. The reality is that Google’s primary revenue stream is weakening. The New York
Times reports that

the price that advertisers pay [Google] each time someone clicks on an ad decreased for the eighth quarter in a row. It fell 8

percent from the period last year, largely because mobile ads cost less than desktop ones.93

With Internet users migrating quickly to mobile devices, the growth rate in advertising revenue is
likely to continue to slow. The big question being asked in the C-suites of all the major for-profit
social media enterprises is what the impact will be on their future growth potential.

Like other segments of the capitalist market, advertising will not altogether disappear with the rise
of the Collaborative Commons. It will adjust and eventually settle into a niche within a maturing
social economy. The reconditioning of the capitalist market to accommodate the social economy is a
new phenomenon and difficult to accept in a world where for so long the social economy was the
weak adjunct to market forces. In some instances, the market and the Commons will find potential
synergies and even enjoy a symbiotic relationship that advances both. In others, like advertising,
whose very thrust is at such odds with the collaborative peer-to-peer nature of the social Commons,
efforts to find an accommodation will be more like trying to mix oil and water.

ALL THE VARIOUS ENTERPRISES CHRONICLED in the preceding pages are collaborative in
nature, sharable in design, and take advantage of a distributed, laterally scaled IoT architecture. Some
of the commerce is shareable in the sense of gift giving, like Couchsurfing. Others are mixed,
combining gift giving and exchanges with some form of compensation. Still others are purely profit-
seeking enterprises like eBay. If we think of a collaborative economy as both gift giving as well as
redistribution and recycling with or without compensation, everyone is covered.

Recent surveys underscore the broad economic potential of the Collaborative Commons. A 2012
study by Campbell Mithun, a Minneapolis ad agency, in partnership with Carbonview Research
found that 62 percent of Gen Xers and millennials are attracted to the notion of sharing goods,
services, and experiences in Collaborative Commons. These two generations differ significantly from
the baby boomers and World War II generation in favoring access over ownership. When asked to
rank the rational benefits of a sharing economy, respondents to the survey listed saving money at the
top of the list, followed by impact on the environment, lifestyle flexibility, the practicality of sharing,
and easy access to goods and services. As for the emotional benefits, respondents ranked generosity
first, followed by a feeling of being a valued part of a community, being smart, being more
responsible, and being a part of a movement.94

The public-opinion surveys show a profound change in thinking about the nature of economic
activity among the younger generation. The shift from ownership to access, which I first identified
back in 2000 in The Age of Access, is demonstrable and growing. Collaborative peer-to-peer
economic activity is already robust, with a trend line that is only going to become more pronounced
with the phasing in of the IoT.

How likely is it that the collaborative economy will disrupt the conventional business model?
According to an opinion survey conducted by Latitude Research in 2010, “75% of respondents
predicted their sharing of physical objects and spaces will increase in the next five years. . . . 78% of
participants felt their online interactions with people have made them more open to the idea of
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sharing with strangers.” And “85% of participants believe that Web and mobile technologies will
play a critical role in building large-scale sharing communities in the future.”95 Many industry
analysts agree with these optimistic forecasts. In 2011, Time magazine declared collaborative
consumption to be one of its “10 ideas that will change the world.”96

The Collaborative Commons has the potential to massively undermine the conventional capitalist
market much sooner than many economists expect, because of the 10 percent effect. Umair Haque,
author of The New Capitalist Manifesto and a contributing writer to the Harvard Business Review,
sees the collaborative economy as having a “lethally disruptive” impact at a much lower threshold of
buy-in than normally expected because of its ability to undercut already dangerously low profit
margins across many sectors of the economy. He writes:

If the people formally known as consumers begin consuming 10% less and peering 10% more, the effect on margins of traditional
corporations is going to be disproportionately greater. . . . Which means certain industries have to rewire themselves, or prepare to

sink into the quicksand of the past.97

The low threshold effect has already decimated the music industry, newspaper publishing, and the
brick-and-mortar book trade. In publishing, e-books accounted for 22.6 percent of U.S. publishing in
2012.98 The diminishing marginal cost of producing and delivering e-books has reduced retail prices
significantly and forced smaller publishers and many retail book sellers out of business. Even the
cheaper e-books are facing ever stiffer competition from copyleft publications that are distributed for
free or nearly free.

We observed this same low threshold effect in chapter 5 in the disruptive impact renewable energy
is having in Germany, where the generation of just 22 percent green electricity is already making it
cost-prohibitive for power and utility companies to bring on line new backup fossil fuel power
plants.99 The amount of time these plants would need to be used would be less because of the surges
of solar and wind electricity being fed into the grid by millions of prosumers, making the companies’
payback time to cover their fixed costs too long and unpredictable to warrant the up-front costs of
building them.

What’s becoming apparent is that a growing number of giant capitalist enterprises across a range of
commercial sectors that are already facing plummeting profit margins will not be able to survive for
very long against the rising tide of near zero marginal costs in the production and delivery of goods
and services. Although the thousand or so highly integrated, vertically scaled megacorporations that
currently account for much of the world’s commerce are imposing and seemingly invincible, they are,
in fact, highly vulnerable to a collaborative economy that is quickly eating away at their already
precariously low profit margins.

It’s not unreasonable to expect a significant die-off of the vertically integrated global companies of
the Second Industrial Revolution when the Collaborative Commons accounts for between 10 and 30
percent of the economic activity in any given sector. At the very least, we can say that conventional
capitalist markets will increasingly lose their dominant hold over global commerce and trade as near
zero marginal costs push an ever greater share of economic activity onto the Collaborative Commons
in the years ahead.
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CHAPTER FOURTEEN
CROWDFUNDING SOCIAL CAPITAL,

DEMOCRATIZING CURRENCY,
HUMANIZING ENTREPRENEURSHIP, AND

RETHINKING WORK

he near collapse of the global banking system in 2008 terrified millions of people. Lending
froze and the U.S. government was forced to bail out the biggest financial institutions in the
country with the rationale that they were just “too big to fail.” The American public was

enraged that $700 billion in tax revenue was handed over to banks, rewarding them for financial
recklessness, while millions of Americans were losing their homes because they couldn’t pay off
their mortgages. In other words, they were “too small to matter.”1

PEER-TO-PEER SOCIAL LENDING
In the aftermath of the banking debacle, a new kind of lending institution emerged on the Internet. It’s
called peer-to-peer lending or social lending. Online banking platforms like Zopa, Lending Club, and
Prosper lend money directly to individuals and projects. These online financing mechanisms are
becoming popular alternative lending vehicles to traditional banks because they eliminate the
middlemen and the high fixed costs of large financial institutions that are passed on to lenders in the
form of higher interest rates.

Web-facilitated scaling of financing brings the marginal cost of lending to borrowers to near zero,
which translates to lower interest rates and fees. Zopa, the U.K.’s first peer-to-peer lender, has
processed loans of more than £414 million.2 Peer-to-peer social lenders brokered $1.8 billion in
loans by the end of 2012, forcing the big banks to take notice.3

A more recent offshoot of peer-to-peer social lending is something called crowdfunding.
Kickstarter, the leading crowdfunding enterprise, was launched in April 2009. Here’s how it works.
Kickstarter goes around conventional investment vehicles and raises finance capital from the general
public on the Internet. Originators of a project put their plan up on a site and pick a deadline by which
the necessary funds have to be raised. If the goal is not reached by this deadline, no funds are
collected. This provision ensures that the project has enough financing to at least make a go of the
venture. The money pledged by donors is collected by Amazon payments. Kickstarter collects 5
percent of the funds raised and Amazon charges, on average, an additional 3 to 5 percent.4
Kickstarter, unlike traditional lenders, has no ownership in the ventures. It’s merely a facilitator.

By November 2013, Kickstarter had fostered 51,000 projects with a 44 percent success rate. The
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projects had raised more than $871 million. Kickstarter limits the project funding to 13 categories—
art, dance, design, fashion, films and video, food, games, music, photography, publishing, technology,
and theater.5

Various crowdfunding platforms offer different forms of compensation. Donors can either pledge
funds as gifts or receive the comparable value of the funds extended to the borrower in the form of
goods or services once the project is up and running, or provide funds as a straight loan with interest,
or invest in the project in return for equal shares.

Although still a small player in the financial sector, crowdsourcing funders are playing an
important supporting role in the creation of many of the new start-ups in the IoT infrastructure build-
out. Mosaic, mentioned earlier, used crowdfunding to raise $1.1 million for a dozen solar projects.
Mosaic posted its first solar investment project offering a 4.5 percent return to investors who could
pony up as little as $25 to participate. Billy Parish, the company’s cofounder, expected to raise the
initial $313,000 in a month if all went well. He was taken by surprise, however, when 435 people
crowdfunded with all the necessary funds in less than 24 hours. The company had 10,000 investors in
its portfolio in 2013, ready to make loans to get its solar projects built.6

One of Mosaic’s solar systems, partially financed by crowdfunding, along with government and
private investment funds, has been installed in a 26,000-square-foot building in Oakland, California,
created by the nonprofit Youth Employment Partnership (YEP). The solar system cost $265,000
Mosaic leases the system to YEP. The 85 percent drop in utility bills is a significant cost saver,
allowing YEP to use the funds for its vital programs. The deal is made even more enticing with the
option for YEP to buy the system from Mosaic after ten years, giving it nearly free power from then
on.7

The demand for solar technology is expected to surge in the coming decade. Bloomberg New
Energy Finance estimates that more than $62 billion in financing will be required. Social lending, and
especially crowdfunding, is expected to carry some of the load, allowing millions of small players to
finance each other’s micropower installations—another example of the lateral power of peer-to-peer
collaboration.8

Lest the cynics doubt whether millions of small players can phase in an energy revolution via
laterally scaled collaborative efforts, recall, as mentioned in chapter 8, that in Germany, the world
leader in renewable energy, 51 percent of the installed renewable energy is owned by small
businesses and individuals while the nation’s giant utilities own a mere 7 percent of green energy
production.9

Crowdfunding platforms like Indiegogo, Early Shares, Crowdfunder, Fundable, and Crowdcube are
appearing everywhere on the Web, thanks, in part, to the passage of the Jumpstart Our Business Start
Ups Act in 2012, which allows small businesses to raise as much as $1 million in investments
annually from the general public via crowdfunding platforms.10

Crowdfunding enthusiasts emphasize that it’s not about the money. They enjoy being intimately
involved with helping others pursue their dreams and feel that their small contribution packs a wallop
—that it really counts in moving a project forward. The Gartner Group estimates that peer-to-peer
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financial lending will top $5 billion by the end of 2013.11
The sharing economy, in all its various incarnations, is a hybrid creature, part market economy and

part social economy. While the market economy is regulated by laws and by the inherent rules that
underlie the capitalist system, the social economy, being a Commons, follows a different regulatory
path. Although some of the oversight and regulation is government directed, much of the rest lies with
the self-governing norms that millions of players agree to voluntarily as a condition for their
participation on the Commons.

REPUTATION RANKINGS AND COMMONS CURRENCIES
Social trust, rather than “let the buyer beware,” guides the social economy. And like more traditional
Commons, the new Collaborative Commons has experimented with a range of protocols to maintain
the high level of social trust necessary to ensure sufficient social capital to build a collaborative
ethos, including sanctions to punish and even weed out free riders and spoilers. Virtually all the
major collaborative social networks have instituted reputation systems to rank the trustworthiness of
their members. Unlike conventional credit-rating systems that rank one’s credit worthiness in a market
economy, reputation systems are designed to rank one’s social capital in a Commons.

ThredUP operates by what it calls its “golden ThredUp rule,” that asks its members to only send the
“quality of apparel” they would expect to receive in return. ThredUP ranks the “quality” of each
members’ items on a four-star scale. A second rating, called “style points,” which goes from 0 to 10,
ranks the items on their “stylishness.” The final ranking is a measure of the “punctuality” of their
members’ shipments.

The online collaborative consignment shop has a zero-tolerance policy with regard to parents who
send clothes that are frayed or torn. First-time offenders are identified and second-time offenders are
removed from the Commons.12 Members with consistently high ratings are matched with each other
to encourage all members to ratchet up the quality of their contributions.

Reputation services on the Internet Commons, similar to credit-rating services in the market
economy, are becoming an important mechanism for regulating activity, ensuring compliance with
agreed-upon norms and building social trust. TrustCloud is among a new crop of reputation services.
TrustCloud “measures your virtuous behavior and transactions online then turns it into a portable
TrustScore you can use anywhere within the Sharing Economy.” Each member is ranked from 1 to
1,000 (the latter being a perfect score) for his or her truthfulness.13 Rankings take into consideration
a person’s consistency, generosity, and transparency, based on past activity on the Internet.
TrustCloud algorithms search for behaviors like responsiveness and longevity in drawing up its
trustworthiness profiles. Members then receive a TrustCloud badge with the ranking, all at no cost.

Couchsurfing has its own rating system. Opening up one’s home to a stranger to stay in, for free, is
a bit harrowing. Then, adding to the angst, both host and guest are expected to socialize and share
their respective cultures with one another. After each stay, both the host and guest rate each other and
provide a reference. Couchsurfing’s gold standard is called vouching. Users are allowed to vouch for
other members, if at least three other couch surfers have actually met them and vouched for them
previously.14
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With the sharable Commons already estimated to be worth more than $100 billion and growing by
leaps and bounds and the social economy becoming an ever more important part of people’s everyday
lives, expect social-capital ratings to become as important to millions of participants on the
Collaborative Commons as credit ratings were to consumers in the capitalist marketplace.15

The collaborative economy is coming on strong. Just before sitting down today to write, I happened
to read this week’s cover story on the sharing economy in The Economist—the editors and
contributors extolling its virtues and arguing about its potential impacts on the traditional market
economy. Many observers are wondering how the entrenched capitalist system and the upstart
Collaborative Commons will adjust to each other. A tantalizing clue might be found in the new kinds
of exchange currencies that are being established to differentiate the way people do business on the
Commons versus how they do business in the market.

The currency a society uses to enable its members to trade goods and services with one another is a
good marker of the underlying values held by the community. In his masterful book The Philosophy of
Money, the nineteenth-century sociologist Georg Simmel reminds us of the critical role that money
has played throughout history in extending and deepening human social interaction. Simmel points out
that coins are promissory notes, backed by an unstated collective trust among strangers that guarantees
that at some future date the token passed on in an earlier exchange will be honored by a third party in
a subsequent exchange.

While currencies have been backed up by all sorts of valuable metals, the most favored over time
being silver and gold, anthropologists observe that behind these assets lies a deeper asset—social
capital—without which currency as a medium of exchange would be valueless. The Trobiand
Islanders in New Guinea, for example, engaged in an elaborate exchange of native shells, often
canoeing long distances to pass the tokens back and forth, as a way of establishing bonds of mutual
trust. The exchange of social currency built up sufficient social capital to enable trade to flourish.

Until the collapse of the global economy in 2008, which exposed the hollow innards of a
dysfunctional, and even criminal, global financial system, most people took for granted that the
world’s currency system was reliable, if occasionally volatile. And even if the currency was in
trouble, we assumed the government would guarantee our bank savings—in the United States up to
$250,000—if a bank were to fail. Behind the banks, the Federal Reserve System, at least, would be
there to rescue the dollar.16 It’s only when economists began to suggest that if the currency system
were to plunge to the very bottom, we would be saved from the abyss because the U.S. Treasury
could always print more dollars and put them into circulation, that millions of people became very
scared. We began to realize that behind all the rules, regulations, and firewalls lay an empty chasm.

The global financial collapse exposed the longstanding myth that commercial exchange is a primary
institution. There are no examples in history where people created commercial markets and exchange
before creating a culture. We have mistakenly come to believe that commerce precedes and makes
possible the development of culture when in fact it’s the other way around. As mentioned in chapter
1, culture is the sphere where we socialize ourselves. It’s where we create the social narratives that
allow us to extend our empathic sensibility and cohere in larger fictional families. Our shared sense
of identity builds bonds of social trust, allowing us to accumulate a sufficient reserve of social capital
to function as an integrated whole. Our shared identity is what allows us to create various symbolic
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tokens that serve as promissory notes, assuring us that we can trust each other to honor both past
commercial commitments and future transactions.

We too often forget that commerce has always existed as an extension of culture. Commerce feeds
off of society’s accumulated social capital. On those occasions in history when commercial
institutions, and specifically financial institutions, have compromised society’s social trust and
depleted its social capital, as they did in 2008, it’s not surprising that people have come to fear the
currency mechanisms and begun to search for alternatives.

In 2008, millions of people turned to gold—sending its value to record highs in the world market—
hoping that it might provide a degree of security in unpredictable times. Others began to question the
value of holding on to a metal brick that, for all intents and purposes, was just another symbolic token
whose worth was not a measure of any intrinsic value of the metal but, rather, a measure of the
paranoia and fear brought on by financial institutions that had rapidly depleted the social capital and
trust and, with it, people’s faith in conventional currency.

More and more people began to experiment with a different type of currency, built on deep
collaboration and backed up by new layers of social capital. Alternative currencies, often referred to
as community currencies, local exchange trading systems (LETS), or microcurrencies, began to take
hold in locales around the world after the economic collapse of 2008. While they had existed before
in scattered places, most notably during the Great Depression, their impact was marginal. This
newest reincarnation, however, is potentially of far greater consequence to society because it comes
at a time when the social economy is enjoying a renaissance, with hundreds of millions of human
beings spending an increasing amount of their daily lives engaged in collaborative activities—be it
social or economic—on a Collaborative Commons.

The so-called alternative currencies are really social currencies that enable the collaborative
exchange of goods and services to flourish in the Commons. As in other areas of the collaborative
economy, people are bypassing the middlemen, the fixed overhead costs of big financial institutions,
the markups, and the high interest rates imposed by credit card companies, and exchanging their labor
time directly with one another. But what makes this different from old-fashioned, one-on-one
bartering of services is that Web-generated apps provide individuals with a mechanism to store and
use points, represented by comparable labor time, for the exchange of all kinds of goods and services,
in both the social economy and market economy.

There are more than 4,000 microcurrencies in circulation around the world.17 Many of them are
based on the labor time one person gives to another in making a good, repairing an item, or
performing a service. The hours are stored in a time bank, just like cash, and exchanged for other
hours of goods and services. Edgar Cahn, a law professor at the University of the District of
Columbia, developed the idea of a time bank. He said it was inspired by people giving blood at a
blood bank. The concept is based on a core principle that underlies the social economy—reciprocity.
A neighbor helps another neighbor with the expectation that someone down the line will reciprocate
in kind.

Cahn’s time bank does not distinguish between different types of labor time. A car mechanic’s hour
is worth the same as a physician’s. The notion is that everyone’s time is to be regarded as equally
valuable and not subject to tiering based on professional or technical skill sets. Other time banks
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allow hours accumulated to be calculated by skill. A tax accountant would earn more hours than a car
washer. Time banks are operating around the world.18

The Hour Exchange Portland, in Maine, for example, assists people in paying for health care
TrueNorth, a nonprofit health clinic, has entered into an agreement with the Hour Exchange Portland
by which its physicians accept time dollars as payments from patients who have accrued the currency
for services they provided to others in the community.19 Those time dollars can be used by the
physicians to secure services from others through the time bank.

Other community currencies traded in LETS are designed to facilitate the exchange of goods. The
WIR currency in Switzerland credits sales against future purchases for its members. When a seller
receives credit for an item sold, it can be spent buying another item from another WIR member.20

Community currencies are also employed, in part, to prevent wealth from leaking out of the
community. BerkShares, in the Berkshire region of Massachusetts, is one of a number of social
currencies that is designed to encourage local buying. Members purchase BerkShares from any of the
six banks in the region at the same exchange rate as the dollar, with a little extra bonus. If a member
deposits $95, he or she is given $100 worth of BerkShares from the bank, making the exchange a net
gain for the member.21 He or she then uses the shares to purchase goods and services in local
business establishments, which ensures that the money continues to circulate in the local economy. By
using a nonprofit bank as the intermediary, members avoid the additional expense that would be
incurred were they to use a credit card or pay by a commercial bank check.22 The BerkShare was
introduced in 2006, and in the following five years, more than three million BerkShares went into
circulation—a hefty sum for the local economy.23

Alternative currencies have mushroomed in some of the regions of Europe hardest hit by the Great
Recession. In Greece and Spain, community currency networks are proliferating.24 In regions where
unemployment is high, nonprofits are setting up online sites to connect individuals who have skills to
render with those in need of them—creating a distributed, collaborative, laterally scaled microsocial
economy inside a centralized market economy that is increasingly inoperable. Microcurrencies have
become the new mechanism of exchange, putting at least some workers back to work.

While social currencies cued to locales are proliferating, global alternative currencies that bypass
national boundaries are scaling in on the Internet. Bitcoin is a peer-to-peer currency network with
millions of bitcoins in circulation. The bitcoin is tradable with other world currencies, and as of
November 2013, it was selling around 400 U.S. dollars per bitcoin.25 The creators of the currency,
Amir Taaki and Donald Norman, say the idea came to them when they were in Amsterdam, and a
friend from the United Kingdom asked them to wire some emergency funds. Their only two options
were Western Union and MoneyGram, both of which took a usurious 20 to 25 percent of the transfer
in fees. They created bitcoin, an Internet currency, to bypass the fee gouging.26

Futurist Heather Schelgel, who advises the world’s leading banks on transaction standards, doesn’t
believe that global, Internet-based currencies will replace traditional currencies, but adds that “as
communities begin to realize the possibility of expressing themselves through money, I expect you’ll
see hundreds of BitCoin [sic], or something similar—or something we haven’t even thought of yet.”27
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Others are even more bullish. Jean-Francois Noubel, a cofounder of AOL France, believes it is
shortsighted to think that the same disruptive power of a distributed, collaborative, and latterly scaled
Internet that gave rise to eBay, Facebook, Amazon, Etsy, and thousands of other ventures wouldn’t
make its way into the financial domain. Noubel says he wouldn’t be surprised to see “millions of free
currencies circulating on the Net and through our cell phones” in the years ahead.28

SOCIAL ENTREPRENEURSHIP
New business models are beginning to emerge alongside new funding vehicles and social currencies
to accommodate the requisites of two very different economies—one, a capitalist economy operating
in the market, and the other a social economy operating on the Commons. The new business models
are an attempt to find value in the spaces where the two economies enjoy symbiotic relationships. We
already discussed cooperatives. From the perspective of their architectural design and operating
protocols, they are best positioned to bridge the gap between the two economies and find value at the
edges where potential synergies arise.

In the United States, the “benefit corporation” is an interesting new business model that’s
attempting a makeover of the conventional capitalist corporation to allow it to be more agile and able
to maneuver in the hybrid world of markets and Commons. Patagonia, the California-based global
sports clothier, with annual sales around $540 million, is the most prominent company to date to make
the switch to a benefit corporation.29

Benefit corporations, which are now recognized and regulated as legal entities in 18 U.S. states,
offer entrepreneurs a form of legal protection against outside investors who might force them to give
up their social or environmental commitments in return for new financing.30 Although benefit
corporations operate as capitalist companies and are responsible to their shareholders, their new
legal status enables them to put their social and environmental mandates up front without risking the
wrath of investors interested only in optimizing shareholder value.

The benefit corporation is part of a larger wave loosely defined under the rubric of social
entrepreneurialism that’s captured the imagination of a younger generation coming out of business
schools around the world. Social entrepreneurialism casts a wide net from the nonprofits that are the
mainstay of the Commons to the traditional shareholding companies that are the dominant enterprises
in the marketplace. The two models—nonprofit organizations and profit-directed corporations—are
not only interacting at the edges where the social and market economies meet, but are also taking on
some of each other’s attributes, blurring the distinction between nonprofit and profit-seeking
enterprises. Social entrepreneurship is the big tent where the profit-making and nonprofit worlds are
creating all sorts of new business arrangements and protocols to accommodate a dual-tier commercial
space made up of both the market economy and the Collaborative Commons.

Social entrepreneurialism has its roots in the nonprofit community. The paring down of the welfare
state in the United States, the United Kingdom, and elsewhere in the 1980s and 1990s created a crisis
and an opportunity for the nonprofit sector. The shrinking of government programs to aid the needy
left disadvantaged communities at risk. Private philanthropy attempted to fill the vacuum by financing
nonprofit initiatives, but the available revenue to communities paled in comparison to the lost revenue
stream when the government began to exit. Caught with an expanding social burden and less revenue
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to meet critical community needs, nonprofit organizations began to look to new business models that
could mesh with their primary mission and provide a supplemental source of revenue to continue
operating and expand their services. Countless nonprofit organizations established a fee-for-services
component into their playbook. Nonprofits—whose managers were previously skilled in seeking
government grants and philanthropic contributions from foundations to administer programs ranging
from the arts and recreation to food kitchens and health clinics—began recruiting a new type of leader
versed in entrepreneurialism but committed to using his or her skills to advance the social well-being
of the communities being served.

With government disengagement, new for-profit startups also began to eye promising business
opportunities in the social sector and came in from the market side to fill the vacuum. Peter Drucker,
the management guru, talked up the idea of doing good and doing well. He made the argument that the
problems of chronic poverty, poor education, environmental deterioration, and a host of other societal
ills were best addressed by letting loose the creative juices of entrepreneurialism. Schools, day-care
centers, low-income housing projects, and scores of other activities and services traditionally
embedded in the governmental domain became fair game for commercial exploitation.

Meanwhile, as described in chapter 7, in the 1990s, a new generation in the United States—the first
to be exposed to service learning in high schools and colleges—began to enter the economy. Service
learning’s pivotal role in creating the mindset for the new social entrepreneurialism has never been
fully recognized or acknowledged. Young people weaned on participating in and contributing to
nonprofit projects and initiatives in communities at risk got a taste of a new way to find meaning and
self-worth, beyond the strictly commercial opportunities offered up by the marketplace. Their
enthusiasm translated into a new career path, at least for a significant minority. Social
entrepreneurship was born.

Defining social entrepreneurialism can be a slippery business. While profit-making enterprises
emphasize what they call the triple bottom line of “people, planet, and profit,” a term coined by John
Elkington in 1994, nonprofit organizations prefer “people and planet before profit.”31 An in-depth
survey of 80 social entrepreneurs, from both the profit and nonprofit sectors, highlights some of the
subtle differences in how they approach the same set of circumstances. To begin with, the profit-
making social entrepreneurs are motivated by the prospect of commercial opportunity, while the
nonprofit social entrepreneurs are more focused on addressing unmet social needs. Second, both
entrepreneurs are risk takers, but of a different kind. The former bundles risks in terms of return on
investment. The latter rarely risks their own funds. For them, risk is bound up in their social
“reputation” in the community. Third, while both profit-seeking and nonprofit-directed social
entrepreneurs believe in the centrality of their role, the study found that nonprofit “social
entrepreneurs more clearly must include and, indeed, must share credit for success with a collective
of volunteers and beneficiaries.”32

Whatever the differences, it is interesting to observe the various ways that the profit-seeking and
nonprofit-directed social entrepreneurs are edging closer together, especially among millennials, who
are feeling their way toward new business models that combine attributes long associated with each
respective domain. The Economist, in an editorial titled “Capital Markets with a Conscience”
described the evolution of social entrepreneurialism.
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The notion of social capital markets can seem incoherent because it brings together such a diverse group of people and institutions.
Yet there is a continuum that connects purely charitable capital at one extreme and for-profit capital at the other, with various
trade-offs between risk, return and social impact in between. Much of the discussion . . . is expected to focus on that continuum

and to figure out, for any given social goal, which sort of social capital, or mix of different sorts of it, is most likely to succeed.33

For example, while the benefit corporation is an attempt to modify the profit-making drive of
capitalist firms to edge closer to the social and environmental priorities of nonprofits in the social
Commons, nonprofit organizations are making their own modifications, edging closer to the profit
orientation of capitalist firms. Nine states in the United States—Illinois, Maine, Rhode Island
Michigan, Louisiana, Wyoming, North Carolina, Vermont, and Utah—have enacted what are called
L3C laws. These are variations of the laws governing limited liability companies that allow
nonprofits to make a “low profit” as long as their primary objective is social goals. The L3Cs
provide a legal means for nonprofits to have access to capital, which is becoming ever more
important as they become more oriented to social-entrepreneurial ventures, while retaining their
status as charitable organizations.34

Social entrepreneurship has become the hot item at scores of universities around the world. The
Harvard curriculum includes courses with titles such as “Managing Social Enterprise” and
“Introduction to Social Entrepreneurship.”35 The sociology department has an entrepreneurship
“collaboratory” to immerse students in the sociological aspects of the new social economy. The
President’s Challenge, another university initiative, distributes $150,000 to student teams engaged in
academic and field work to find “solutions to global problems, from education to health to clean
water and air.”36

Global networks like Ashoka, the Skoll Foundation, the Acumen Fund, and Duke University’s
Center for the Advancement of Social Entrepreneurship serve as think tanks, trade associations, and
funding agents to advance social entrepreneurship around the world. Bill Drayton, a leading figure in
the social-entrepreneurial movement, is the founder of Ashoka. The organization runs competitions
that draw social entrepreneurs from every corner of the world to collaborate on issues ranging from
human trafficking to conflict resolution. Social entrepreneurs are encouraged to post their projects on
Ashoka’s Changemakers website, where others can log in and collaborate to enhance their initiatives.
Ashoka currently supports the work of more than 3,000 social-entrepreneur fellows in more than 70
countries.37

The Skoll Foundation, another key player in social entrepreneurship, founded in 1999, has awarded
more than $358 million in grants to 97 social entrepreneurs and 80 organizations on five continents
that are involved in advancing social entrepreneurship.38

Success for social entrepreneurs is measured more by the improvement in the well-being of the
communities served than on return on investment. Social capital is the critical asset and it, in turn, is a
reflection of the bonds of solidarity and trust forged by the collaborative partnership between the
social enterprise and the community. In this regard, nonprofit social entrepreneurs generally enjoy an
advantage over profit-seeking social entrepreneurs, although not always, because the primary
motivation is “doing good” rather than “doing well.”

There are several hundred thousand social enterprises in the United States that employ over 10
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million people and that have revenues of $500 billion per year. These enterprises represented
approximately 3.5 percent of the nation’s GDP in 2012. Some 35 percent of social enterprises are
nonprofit organizations, and 31 percent are corporations or limited liability companies. Social
enterprises have experienced a spectacular growth curve. Sixty percent of all U.S. social enterprises
were created in 2006 or after, and 29 percent of them were created in 2011 and 2012.39

In the United Kingdom there were 62,000 social enterprises employing a workforce of 800,000
people and contributing £24 billion to the U.K. economy in 2010. Peter Holbrook, chief executive of
the U.K. Social Enterprise Coalition (SEC), foresees a threefold increase in the social enterprises
contribution to the nation’s GDP by 2020. The SEC is also lobbying for the government to formally
recognize the social-enterprise sector as an entity distinct from the volunteer and private sectors, with
accompanying tax incentives and other support.40

In Australia there were an estimated 20,000 social enterprises in 2010. In the nonprofit arena, 29
percent of the organizations had a business venture and 58 percent of the organizations provided fees
for services.41

Social entrepreneurship, which today is rather equally balanced between for-profit and nonprofit
businesses, is likely to increasingly gravitate to the latter in the coming decades as the social
economy embedded on the Collaborative Commons continues to gain ground on the capitalist
marketplace.

NEW KINDS OF EMPLOYMENT
Social entrepreneurs are not the only ones in the workforce who are beginning to pass from the
capitalist market economy to the Collaborative Commons. Millions of others have already done so.
As discussed in chapter 8, the marginal cost of labor is heading toward near zero in the capitalist
marketplace, as IT, Big Data, advanced analytics, AI, and robotics replace millions of workers
across the manufacturing and service industries and the knowledge and entertainment sectors.

The reality is the IoT is both a job killer and a source of employment. In the long run, the smart IoT
infrastructure—the Communications Internet, the Energy Internet, and the Logistics Internet—is going
to carry on much of the economic activity of civilization with a small supervisory and professional
work force.

In the short and mid terms, however, the massive build-out of the IoT infrastructure in every
locality and region of the world is going to give rise to one last surge of mass wage and salaried
labor that will run for 40 years, spanning two generations. Transforming the global energy regime
from fossil fuels and nuclear power to renewable energies is extremely labor intensive and will
require millions of workers and spawn thousands of new businesses. Retrofitting and converting
hundreds of millions of existing buildings into green micropower plants and erecting millions of new
positive micropower buildings will likewise require tens of millions of workers and open up new
entrepreneurial opportunities for energy-saving companies (ESCOs), smart-construction companies,
and green-appliance producers. Installing hydrogen and other storage technologies across the entire
economic infrastructure to manage the flow of green electricity will generate comparable mass
employment and new businesses as well. The reconfiguration of the world’s electricity grid into an
Energy Internet will generate millions of installation jobs and give birth to thousands of clean Web
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app start-up companies. And finally, rebooting the transport sector from the internal-combustion
engine to electric and fuel-cell vehicles will necessitate the makeover of the nation’s road system and
fueling infrastructure. Installing millions of plug-in electric fueling outlets along roads and in every
parking space is labor-intensive work that will employ a sizable workforce.

In the mid to long term, an increasing amount of employment is going to migrate from the market
sector to the Commons. While fewer human beings will be required to produce goods and services in
the market economy, machine surrogates will play a smaller role on the Commons for the evident
reason that deep social engagement and the amassing of social capital is an inherently human
enterprise. The very idea that machines might someday create social capital is not entertained by even
the most ardent technophiles.

The nonprofit sphere is already the fastest-growing employment sector in many of the advanced
industrial economies of the world. Aside from the millions of volunteers who freely give of their
time, millions of others are actively employed. In the 42 countries surveyed by the Johns Hopkins
University Center for Civil Society Studies, 56 million full-time workers are currently employed in
the nonprofit sector. In some countries, employment in the nonprofit arena makes up more than 10
percent of the workforce. In the Netherlands, nonprofits account for 15.9 percent of paid employment.
In Belgium, 13.1 percent of the workforce is in the nonprofit sector. In the United Kingdom, nonprofit
employment represents 11 percent of the workforce, while in Ireland it’s 10.9 percent. In the United
States, nonprofit employment accounts for 9.2 percent of the workforce, and in Canada it’s 12.3
percent. These percentages will likely rise steadily in the coming decades as employment switches
from a highly automated market economy to a highly labor-intensive social economy.42

Despite the dramatic growth curve in Commons employment, many economists look at it askance,
with the rejoinder that the nonprofit sector is not an independent economic force but rather largely
dependent on government-procurement contracts and private philanthropy. One could say the same
about the enormous government procurements, subsidies, and incentives meted out to the private
sector. But this aside, the Johns Hopkins study of 42 countries revealed that contrary to the view of
many economists, approximately 50 percent of the aggregate revenue of the nonprofit sector operating
on the Commons already comes from fees for services, while government support accounts for only
36 percent of the revenues, and private philanthropy for only 14 percent.43

I expect that by midcentury, if not much sooner, a majority of the employed around the world will
be in the nonprofit sector on the Collaborative Commons, busily engaged in advancing the social
economy, and purchasing at least some of their goods and services in the conventional marketplace.
The traditional capitalist economy will be managed by intelligent technology attended by small
professional and technical workforces.

John Maynard Keynes’s futurist essay, written more than 80 years ago for his grandchildren and
alluded to in chapter 1, envisioned a world where machines have freed up human beings from toil in
the marketplace to engage in deep cultural play on the Commons in the pursuit of more lofty and
transcendent goals. It might prove to be his most accurate economic forecast.

The business at hand will be to provide both retraining for the existing workforce and the
appropriate skill development for students coming into the labor market to ease the transition into the
new job categories and business opportunities that come with a massive build-out of an Internet of
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Things infrastructure around the world. At the same time, students will need to be educated for the
new professional skills that come with the job opportunities opening up in the Collaborative
Commons. Although a herculean effort will be required, the human race has shown itself capable of
similar efforts in the past—particularly in the rapid shift from an agricultural to an industrial way of
life between 1890 and 1940.

IT’S UNDERSTANDABLE THAT IN A SOCIETY where the market imperative and capitalist
mystique are so firmly entrenched in popular lore, not to mention in government subsidies, that the
slew of new economic initiatives and institutional arrangements flooding onto the Collaborative
Commons are still being treated as mere supplements to the main economic currents. Few are
suggesting that the quickening pace to near zero marginal cost that is beginning to impact the media,
entertainment, and publishing industries; renewable energies; 3D printing of manufactured products;
and open-source online higher education are any more than variations that can be fit comfortably
within the existing economic paradigm. Even fewer are suggesting that the replacement of the global
workforce with AI and automated technology, the shift from ownership to access, the transformation
from markets to networks, and the emergence of a sharing economy represents a fundamental assault
on the system itself. Even when confronted with the crowdfunding of capital, the democratization of
currency, and the rapid spread of social entrepreneurialism, there is little worry that they pose any
kind of significant threat to capitalism. Yet one can’t help but be awed by how these new models
fundamentally diverge from the standard way we have organized economic life over the past two
centuries.

These new approaches are so radically different from the existing economic paradigm, in both their
overarching narrative and operating assumptions, that it is difficult to imagine how they might be
absorbed, in total, into the current regime. It is more probable that as these various departures mesh
and begin to feed off each other, they are likely to outgrow their capitalist context and at some point
rupture the existing paradigm, giving birth to a new economic order whose life force is as different
from market capitalism as the latter was from the feudal and medieval systems from which it
emerged.
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PART V
THE ECONOMY OF ABUNDANCE
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CHAPTER FIFTEEN
THE SUSTAINABLE CORNUCOPIA

lassical and neoclassical economic theory is mute once a society’s productive economic
activity approaches near zero marginal cost. When marginal costs shrink to near zero, profits
disappear because goods and services have been liberated from market pricing. They become

essentially free. When most things become nearly free, the whole operating rationale of capitalism as
an organizing mechanism to produce and distribute goods and services becomes meaningless. That’s
because capitalism’s dynamism feeds off scarcity. If resources, goods, and services are scarce, they
have exchange value and can be priced in the marketplace beyond what they cost to bring them there.
But when the marginal cost of producing those goods and services approaches zero and the price
becomes nearly free, the capitalist system loses its hold over scarcity and the ability to profit from
another’s dependency. Free implies free in two senses of the term: free in price and free from
scarcity. When the marginal cost of producing additional units of a good or service is nearly zero, it
means that scarcity has been replaced by abundance. Exchange value becomes useless because
everyone can secure much of what they need without having to pay for it. The products and services
have use and share value but no longer have exchange value.

The notion of organizing economic life around abundance and use and share value rather than
scarcity and exchange value is so alien to the way we conceive of economic theory and practice that
we are unable to envision it. But that is what is just beginning to emerge in wide sectors of the
economy as new technologies make possible efficiencies and productivity that all but eliminate the
cost of producing additional units and services—that is, excluding the initial investment and overhead
costs.

DEFINING ABUNDANCE
Abundance is a slippery word. Traditionally the term meant sufficient access to resources to ensure a
flourishing life. Biologists tell us that the average human being requires around 2,000 to 2,500
calories a day to maintain his or her physical well-being.1 Today more than 2 billion human beings
live on less than that and a billion of them are classified as undernourished.2 With the human
population expected to increase by 35 percent, or 2.5 billion people, by 2050, the United Nations
Food and Agriculture Organization says that food production alone would have to increase by 70
percent to provide the nourishment needed to “adequately” ensure every individual’s well-being.3

The average American, by contrast, consumes 3,747 calories of energy a day.4 If all 7 billion
people living on the planet today were to “sustain” their lives by consuming a comparable amount of
resources as the average American, it would require four to five more Earths. The human race, rich
and poor, is currently gobbling up the equivalent resources of 1.5 Earths—in other words it takes
approximately one and a half years to regenerate what we consume in a single year. The United
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Nations projects that if population growth and consumption trends continue, even without an
appreciable change in the quality of life of the world’s poor, by 2030 we will need the equivalent of
two Earths to support our resource appropriations.5

Abundance, then, is in the eye of the beholder. The sustainability of the planet, however, is not.
When it comes to reconciling abundance and sustainability, Gandhi’s observation, cited in chapter 6,
that the “Earth provides enough to satisfy every man’s need but not for every man’s greed” remains
the gold standard.6

Gandhi had an instinctual understanding of sustainability. Today, however, we can actively
measure it with sophisticated metrics. It is called ecological footprint. Sustainability is defined as the
relative steady state in which the use of resources to sustain the human population does not exceed the
ability of nature to recycle the waste and replenish the stock. Ecological footprint is a direct measure
of the demand human activity puts on the biosphere. More precisely, it measures the amount of
biologically productive land and water that is required to produce all the resources an individual or
population consumes and to absorb the waste they generate, given prevailing technology and
resource-management practices. This area can then be compared with biological capacity
(biocapacity)—that is, the amount of productive area that is available to generate these resources and
to absorb the waste.7

The enlargement of humanity’s ecological footprint over the past half century is unprecedented. In
1961, our species’ footprint was approximately half of the planet’s biocapacity—which means, in
ecological accounting terms, we were still drawing off of the ecological interest but had not yet eaten
into the principal. By 2008, however, the ecological footprint of 6.7 billion human beings alive at the
time was equivalent to 18.2 billion global hectares (a hectare is equivalent to 2.47 acres), with an
average footprint of 2.7 hectares per person, on a planet with only 12 billion global hectares of
biocapacity available, or 1.8 hectares available per person. We were consuming Earth’s biocapacity
faster than it could be recycled and replenished. The United States alone, with only 4 percent of the
world’s population, was using 21 percent of Earth’s available biocapacity and the ecological
footprint of the average American was a whopping 10 hectares of biocapacity.8

The statistics on ecological footprint become even more pronounced when the high-income
population of the world is compared to the low-income population. The 1 billion wealthiest
consumers—with a gross national income of $12,196 or more per person—are using up the
equivalent of 3.06 hectares of biocapacity per person while the 1.3 billion poorest human beings—
with a gross national income of $995 or less per person—are using the equivalent of 1.08 hectares of
biocapacity per person.9

If abundance is tied to sustainability and measured by living only on the interest but not the
principal of Earth’s biocapacity, the question is, how many human beings can live comfortably
without destroying the biosphere’s ability to continually replenish the ecological resources necessary
to maintain the health and well-being of each individual and our species as a whole?

Lester Brown, founder of the World Watch Institute—an organization that tracks the human impact
on global resources—says that the answer depends on which diet we choose. If we look to the U.S.
diet as a baseline—the average person takes in 800 kilograms (a kilogram is equivalent to 2.2
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pounds) of grain per year in the form of food and feed. If everyone in the world had an equivalent
diet, then the 2 billion metric tons annual world harvest of grain could support a global population of
only 2.5 billion people. If, however, the Italian/Mediterranean diet of 400 kilograms of grain per
person per year was used as the baseline, the annual world harvest could sustain a population of 5
billion people. Finally, if we were to use the Indian diet of 200 kilograms of grain consumed per
person per year, the planet could sustain a maximum of 10 billion people.

Brown makes the point that populations that live too high or too low on the food chain do not live
as long as those who eat near the middle of the food chain. Those engaged at the top suffer from
diseases of affluence—including diabetes, cancers, heart disease, and strokes—while those at the
bottom suffer from malnutrition and die of diseases of poverty—including rickets, scurvy, beriberi,
pellagra, anemia, and xerophthalmia. Study after study indicates that people who eat a Mediterranean
diet—consisting of meat, fish, cheese, and vegetables—live healthier, longer lives.10

To bring our human population in line with the biocapacity of the planet and transform our society
from scarcity to sustainable abundance, we will need to address the great disparity in ecological
footprint between the rich and poor, while simultaneously lowering the overall human population on
Earth.

WHAT MAKES US HAPPY?
While the notion of ecological footprint provides a compelling scientific metric for reducing human
impact on the biosphere’s carrying capacity, the spate of studies and surveys in recent years reporting
on what makes people happy provides an equally compelling sociological and psychological
rationale for equalizing the ecological footprint.

Virtually every scientific study on happiness concludes that it appreciates then depreciates along a
classic bell curve. The more than 40 percent of the human race that lives on two dollars per day or
less in dire poverty and barely surviving from week to week, are understandably deeply unhappy.11
Lacking the bare essentials of life, and unable to even feed and clothe their own children and provide
the rudiments of shelter, they live in a despondent state, their lives sapped of vigor and hope. As the
poor are lifted out of poverty, they begin to experience happiness. Each advance in income, wealth,
and security makes them happier. But here’s where it becomes surprising. When individuals reach an
income level that provides the basic comforts and securities of life, their level of happiness begins to
plateau. Additional increases of wealth and accompanying consumption triggers diminishing marginal
returns in overall happiness, until a point is reached, after which happiness actually reverses course
and individuals become less happy. The studies show that the accumulation of wealth becomes an
albatross and that profligate consumption becomes an addiction with fewer and shorter-lived
psychological rewards. The possessions end up possessing the owners.

A closer examination into the reasons why increasing wealth beyond the comfort level leads to
malaise and despair shows that relationships with others become increasingly mediated by status and
are driven by envy and jealousy. Individuals report that their relationships become superficial and
valued only by what can be gained and lost in a strictly material sense.

Yet even when confronted with their own increasing unhappiness, materialistic individuals are far
more likely to rev up their pursuit of material gain in the belief that the problem is not with their
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preoccupation with wealth, but rather, with not having enough. They reason that if only they can gain a
bit more material success that their elevated status will earn them the abiding admiration of others
and the pleasures they hope will come with indulging in even more consumptive behavior—what
psychologists refer to as the hedonistic treadmill. Instead, each additional foray into this hedonistic
fantasy brings them more unhappiness, pulling them ever downward in a vicious cycle of addiction
from which there is no escape, until they get off the treadmill and pursue an alternative path to
happiness.

Studies conducted around the world have shown a close correlation between materialist values,
depression, and substance abuse. Materialists are more likely than others to exhibit possessiveness
and to be less generous and trusting. Materialists also have more difficulty reining in impulses and
are more aggressive toward others.

Psychology professor Tim Kasser, author of The High Price of Materialism, sums up the
overwhelming evidence accumulated in years of studies on materialistic behavior. What virtually
every study shows, he says, is that

people who strongly value the pursuit of wealth and possessions report lower psychological well-being than those who are less
concerned with such aims. . . . The more materialistic values are at the center of our lives, the more our quality of life is

diminished.12

Several years ago, I had the opportunity of visiting with the British economist Richard Layard
whose book Happiness: Lessons from a New Science caused a bit of a stir among economists.
Layard was one of my faculty hosts for a lecture I gave at the London School of Economics. He took
me back to his office and shared with me some interesting data he had collected on the increasing
wealth of a society and the population’s sense of their happiness over time. I was quite interested in
seeing the data on the United States. It turns out that while Americans today enjoy twice the income
they did in 1957, the percentage of “very happy” had dropped from 35 to 30 percent.13

Nor is the United States an exception. Studies conducted in other industrialized countries tell pretty
much the same story. Layard’s research shows that individual happiness rises until the average
individual income hits about $20,000 per year—the minimum comfort level—after which additional
increases of income result in diminishing returns in the level of happiness.14

Studies also show that the level of happiness of a society closely tracks with the income disparity
of the population. The United States, which boasted the most robust middle class in the world in
1960, descended over the subsequent 50 years, with the top 1 percent becoming richer while the
ranks of the middle class thinned and the number of people in poverty thickened. By 2012, the United
States had the ignominious distinction of being ranked 28 out of 30 Organization for Economic
Cooperation and Development (OECD) countries in income disparity—the gap between the rich and
the poor—bettering only Mexico and Turkey.15

It’s not surprising that the increasing disparity in income has led to a drop in the overall happiness
of society. Happiness studies show that countries that have the smallest gap between rich and poor
score higher in their sense of collective happiness and well-being. Part of the reason lies in the fact
that increased poverty breeds unhappiness. But equally important, the gap between the haves and the
have-nots is a breeding ground for mistrust. It creates a mental garrison with those on the top
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increasingly fearful of reprisal from the impoverished masses and more protective of their wealth and
possessions.

I remember a moment my wife and I experienced in Mexico City nearly 20 years ago. We were
riding in the back seat of an armored car that was ferrying us from a lecture presentation I had just
given before an audience of distinguished business leaders to a dinner party at the home of one of
Mexico’s wealthiest families. My host, a leading social reformer in Mexico who had dedicated much
of his life to improving the lot of Mexico’s poor, was sitting in the front seat across from an armed
driver. As we worked our way out of some of the city’s worst slums, with police on every corner,
into a posh, fortresslike gated community protected by security guards, where the rich huddled
together, he noted the irony, remarking that Mexico was a nation increasingly made up of imprisoned
communities for the rich and the poor, with each fearful and mistrusting of the other’s intentions. As
the United States has become more like Mexico, mistrust has risen as well. In the 1960s, 56 percent
of Americans said that most people can be trusted. Today, less than one-third still do.16

What makes materialism so toxic is that it robs the individual of the primary drive that animates our
species—our empathic nature. We are learning from evolutionary biologists and neuroscientists that
human nature is not what we’ve been told over the past several hundred years. Our Enlightenment
philosophers, at the very beginning of the modern era, painted a picture of human nature as rational,
self-interested, materialistic, utilitarian, and driven by a need for autonomy—all of which
predisposes us to accumulate more property and become an island unto ourselves. The new scientific
studies tell a different story. Human beings are the most social of creatures. We yearn for
companionship and crave social embeddedness. Much of that sociability is soft wired into our neural
circuitry and either nourished or extinguished by our culturalization.

In the 1990s, scientists stumbled upon mirror neurons in human 
beings—popularly dubbed empathy neurons. Several of our primate relatives and elephants have
empathy neurons—we are still not sure of other species. Mirror neurons and other parts of our neural
makeup allow us to experience another being’s feelings as our own—not just intellectually, but
physiologically and emotionally. For example, if I’m observing a spider travel up another person’s
arm, I’m likely to feel the same creepy feeling in my neural circuitry as if it was climbing up my limb.
We take these everyday feelings for granted but are just beginning to understand that it is this
physiological ability to experience the other as one’s self—to feel their joy, shame, disgust, suffering,
and fears—that makes us the social creatures we are. The empathic sensibility is what allows us to
respond to one another as an extended self, embedded in a deeply integrated society. When we hear
of individuals who lack all sense of empathy, whose behavior shows no sensitivity to or concern for
others, we think of them as inhuman. The sociopath is the ultimate pariah.

Studies repeatedly show a close correlation between materialistic behavior and the suppression or
extinction of the empathic drive. Children who grow up with parents who are cold, arbitrary, sadistic,
and uncaring, and who experience emotional abuse and the inflicting of corporal punishment, often
become either aggressive and exploitive or withdrawn loners as adults. Their empathic drive is
squashed and replaced by fear, mistrust, and a sense of abandonment. By contrast, parents who are
affectionate and responsive and able to nurture an infant, and who provide him or her with a secure
environment that encourages the development of selfhood, bring out the social trust that is so essential
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for empathy to flourish.
Children who never experienced empathy growing up are less likely to be able to express it to

others as adults. Unable to connect with their fellow human beings at the most basic level, they
become for all intents and purposes isolated and alone. Their materialism becomes a pale substitute
for their sense of loss. Their attachment to things becomes a surrogate for a loss of attachment to
people. Their obsession with material success, fame, and recognition also becomes a means to win
social acceptance.

As their materialism comes to define their lives, it also shapes their relationships with others. In a
world driven by material success, every relationship becomes a means to advance that end. Others
are treated expediently and become reduced to instruments to accumulate more wealth. The sought-for
prize of human warmth and affection becomes ever more elusive as the world of the materialist
becomes divided into two realms—mine versus thine. The miserly Ebenezer Scrooge in Charles
Dickens’s A Christmas Carol is both despised and pitied, and treated as an outcast by society.

For the materialist, advertising becomes the powerful drug that feeds the addiction. Advertising
prays on one’s sense of inadequacy and loneliness. It promises that products and services will
enhance a person’s personality and identity and make him or her more appealing, attractive, and
acceptable to others. The German philosopher Georg Friedrich Hegel defined the new materialis
man and woman coming of age at the dawn of the capitalist ethos. He argued that beyond its utilitarian
and material value, property is an expression of one’s persona. It’s by forcing one’s will into objects
that one projects his unique persona on the world and creates a presence among his fellow human
beings. One’s very personality, then, is present in all the objects one claims as one’s own. Our
property becomes indistinguishable from our personality. Everything that is mine enlarges my unique
presence and sphere of influence and becomes the means by which others know me.

The philosopher William James described the consumer personality in terms that are uncomfortably
recognizable to most of us living in a highly charged materialist culture. He wrote:

It is clear that between what a man calls me and what he simply calls mine the line is difficult to draw. We feel and act about
certain things that are ours very much as we feel and act about ourselves. Our fame, our children, the work of our hands, may be
as dear to us as our bodies are, and arouse the same feelings and the same acts of reprisal if attacked. . . . In its widest possible
sense, however, a man’s Self is the sum total of all that he CAN call his, not only his body and his psychic powers, but his
clothes and his house, his wife and children, his ancestors and friends, his reputation and works, his lands and horses, and yacht and
bank-account. All these things give him the same emotions. If they wax and prosper, he feels triumphant; if they dwindle and die
away, he feels cast down . . . a great part of our feeling about what is ours is due to the fact that we live closer to our own things,

and so feel them more thoroughly and deeply.17

Advertising plays off the idea that property is the measure of a human being and pushes products
and services as essential to the creation of an individual’s identity in the world. For much of the
twentieth century, advertising pitched the idea that property is an extension of one’s personality and
made deep inroads in reorienting each successive generation to a materialist culture. The Boston
College sociologist Juliet Schor notes that by the 1990s, children spent “as much time shopping as
visiting, twice as much time shopping as reading or going to church, and five times as much as playing
outdoors.”18 Even more disturbing, youngsters said that they “would rather spend time buying things
than doing almost anything else” and more than half believe that “when you grow up, the more money
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you have, the happier you are.”19
It’s been 15 years since these surveys were conducted. In the interim, a Millennial Generation has

come of age, and the evidence is contradictory on the question of how the young line up on the
spectrum running from empathy to materialism. Psychologists, sociologists, political scientists, and
anthropologists are publishing reports and studies that are deeply at odds with one another.

A massive study of 14,000 college students conducted between 1979 and 2009 by the Institute for
Social Research at the University of Michigan concluded that “college kids today are about 40
percent lower in empathy than their counterparts of 20 or 30 years ago, as measured by standard tests
of this personality trait.”20 Sarah Konrath, a University of Michigan researcher who conducted the
meta-analysis study, which combined the results of 72 studies of American college students over the
30-year period, says that today’s college students are less likely to agree with statements such as, “I
sometimes tried to understand my friends better by imagining how things look from their perspective”
and “I often have tender, concerned feelings for people less fortunate than me.”21

Other studies on the Millennial Generation, however, appear to show the opposite trend. Unlike the
Gen Xers, millennials are “much more likely to feel empathy for others in their group and to seek to
understand each person’s perspective.”22 Studies also show that the Millennial Generation is more
likely to give others’ opinions in their peer group equal weight, prefer to work collaboratively, and
seek group consensus, all of which require an empathic mindfulness.

On the question of trusting others, which is so essential to fostering empathy, while millennials are
far more distrustful of government, the business community, and experts of all kinds, they are far more
trusting of their fellow collaborators on the Internet and, as mentioned earlier, more willing to put
their trust in opinions, reviews, and rankings of their peers and in the combined wisdom of crowds.

Studies also indicate that millennials are the least prejudiced and most empathic of any generation
in history in championing the legal and social rights of previously marginalized groups of the
population, including women, people of color, gays and lesbians, and the disabled. They are also less
xenophobic. About 23 percent of American college students have studied abroad, and 73 percent of
millennials favor liberal immigration policies compared to only 39 to 57 percent of the rest of the
adult population.23

My sense is that the Millennial Generation is not a monolith, but rather a mix of contradictions.
While there is evidence of their famed narcissism and materialism, there is also evidence of an
increase in empathic engagement. I also suspect that the narcissistic and materialistic inclination is of
waning influence in the aftermath of the Great Recession. A spate of new studies concur. In December
2013, The New York Times ran a lead article in its “Sunday Review” section reporting new findings
by researchers that suggest that the millennial generation, deeply affected by the Great Recession and
a stagnant global economy, has begun to shift its psychic priorities from material success to living a
meaningful existence. A report commissioned by the Career Advisory Board found that among
millenials between the ages of 21 and 31, having a meaningful career took precedence over making
lots of money. A longitudinal study carried out by Jennifer L. Aaker, a professor of marketing at the
Stanford Graduate School of Business, and her colleagues, followed several hundred Americans for a
month to assess what the subjects meant by “meaningful.” What they discovered is that young
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millennials who said they have a meaningful life “saw themselves as more other-oriented—by being
more specifically a ‘giver.’” People who said that doing things for others was important to them
reported having “more meaning in their lives.”24

Even more telling, in a 2013 survey of 9,000 high school high achievers conducted by the National
Society of High School Scholars, students were asked to pick a place they would like to work for in a
list of over 200 enterprises, and health care, hospitals, and government accounted for 14 of the top 25
choices. St. Jude Children’s Research Hospital was the top choice of the best and brightest high
school students in the country. James W. Lewis, the CEO of the National Society of High Schoo
Scholars, summed up the findings, saying that “the focus on helping others is what millennials are
responding to.”25

As noted, less empathic individuals tend to be more materialistic. If millennials are more empathic
than previous generations, then we should pick up the trend in their changing views on materialism
over the past decade. That’s beginning to happen. In a study published in the summer of 2013 in the
journal Social Psychological and Personality Science, researchers examined surveys that tracked the
attitudes of hundreds of thousands of high school seniors over nearly 40 years and found a startling
reversal in values with the onset of the Great Recession in 2008. While empathy for others had been
decreasing and materialism was becoming more rampant with each passing year, the trend suddenly
turned around after 2008 among young millennials, who reported “more concern for others and less
interest in material goods.”26 The new studies find that millennials are less interested in keeping up
with materialistic trends and less invested in obsessive consumerism as a way of life.

These findings dovetail with the sharp rise of collaborative consumption and the sharing economy.
All over the world, a younger generation is sharing bikes, automobiles, homes, clothes, and countless
other items and opting for access over ownership. A growing number of millennials are eschewing
designer brands in favor of generics and cause-oriented brands and are far more interested in the use
value of material things than their exchange value or status. A sharing economy of collaborative
prosumers is, by its very nature, a more empathic and less materialistic one.

The waning of the materialistic ethos is also reflected in the increasing commitment to
sustainability and environmental stewardship. It’s not surprising that materialists display less
empathy not only to their fellow human beings, but also to their fellow creatures and the larger natural
environment. They view nature in a purely instrumental manner as a resource to exploit rather than a
community to preserve. For them, the environment, like their relationships with others, is valued only
for its utility and market value and never for its intrinsic value.

At the University of Rochester, researchers tested 80 students to ascertain how materialistic values
affected the way they chose to use natural resources. The students were categorized as holding either
highly materialistic values or nonmaterialistic values. They were then invited to play a game in which
they were the head of a timber company in competition with other companies bidding to log 200
hectares of national forest. Each could bid to cut up to a maximum of ten hectares per year, with the
understanding that whatever remained would grow back at 10 percent a year. If the group bid to cut
only a few hectares, profits would be low. But if they bid to cut a huge number of acres, profits would
be high but the forest would be depleted in short order.

Not surprisingly, the materialists bid to harvest far more of the forest than the nonmaterialists,
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giving them a quick profit but at the expense of an equally quick depletion of the forest. They
consistently focused on short-term financial gain over long-term conservation practices. The
nonmaterialists enjoyed greater profit in the long run because the forest lasted longer.27

The kind of value orientation demonstrated in this experiment is showing up in the real world.
Millennials are not only less materialistic but also far more supportive of environmental stewardship
than older generations. According to a 2009 survey conducted by the Center for American Progress, a
think tank based in Washington, D.C., 75 percent of the Millennial Generation favors a shift out of
fossil fuels and into renewable energies—surpassing all the other adult generations.28 A Gallup poll
conducted several years ago is even more dramatic. Some 58 percent of young people between the
ages of 18 and 29 said that environmental protection should be a national priority in the United States
“even at the risk of curbing economic growth.”29

So what do all these experiments, studies, and surveys show us? First, that money doesn’t buy
happiness. While poverty breeds despair, increasing wealth, after a modicum of comfort is reached,
also breeds increasing despair. Second, rampant materialism, far from making people happier, makes
them increasingly alienated, fearful, mistrusting, and lonely.

Third, the primary human drive is not insatiable material wants, as the economists would have us
believe, but rather the quest for sociability. What makes us happy, after our minimum requirements for
material comfort are met, is affection and companionship. We seek to belong, not to possess and
devour—all of which puts into doubt the two governing assumptions of economics: that the things we
want most in life are scarce, and that our wants are unlimited. In reality, the things we want most are
not scarce but infinitely abundant—love, acceptance, and recognition of our humanity. The
advertising industry understands this even if the economists do not. Hundreds of billions of
advertising dollars are spent each year appealing to these deeper drives, suggesting, in a twisted way,
that they can best be met by buying, hoarding, and consuming more material things, knowing full well
that in reality these fabricated wants only pull us further away from our search for community.
Imagine how quickly human behavior would change were the advertising industry to suddenly
disappear from our daily lives. The obsession with materialism would quickly fade, allowing us the
breathing room to rediscover our yearning for one another rather than for things.

But what about the argument that in a near zero marginal cost society, where everyone can have
many of the things they desire, whenever they want, for nearly free, human beings will likely gobble
up Earth’s remaining resources even more quickly, bringing ruin to the planet? Not likely. It’s scarcity
that breeds overconsumption, not abundance. In a world where everyone’s material needs are met, the
fear of going without is extinguished. The insatiable need to hoard and overindulge loses much of its
currency. So too does the need to grab what one can from others. Moreover, in a world where
everyone’s needs are more or less met, social distinctions based on material status become less
relevant. Society is no longer solely divided up on the basis of “mine versus thine.” Nor is
everyone’s worth determined by what they have.

That’s not to argue that an era of abundance takes the human race to utopia. No one is naïve enough
to believe that the dark side of human nature will suddenly vanish from our cultural DNA. It’s only to
say that when abundance replaces scarcity, the human disposition is likely to be far less consumed
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with the relentless drive to have more and more for fear of what tomorrow might bring. Although, at
first glance, the very notion of replacing an economy of scarcity with an economy of abundance might
conjure up the prospect of runaway consumption of the planet’s remaining largesse, in fact it is likely,
for all the reasons mentioned above, to be the only effective path to securing a sustainable future for
our species on Earth.

At least a portion of the younger generation growing up in a new world mediated by distributed,
collaborative, peer-to-peer networks is starting to break out of the materialist syndrome that
characterized much of the economic life of the capitalist era. They are creating a shareable economy
that is less materialistic and more sustainable, less expedient and more empathic. Their lives are
being lived out more on a global Commons and less in a capitalist market. The new ethos of sharing
is just beginning to have a measurable impact on the ecological footprint of a younger generation in
the advanced industrialized economies.

This shift from materialism to a sustainable quality of life opens up the prospect of dramatically
reducing the ecological footprint of the wealthiest human beings on the planet, making available more
of Earth’s abundance so the world’s poorest human beings can lift themselves out of poverty, raise
their standard of living, and enjoy the happiness that comes from meeting their basic needs and
comforts. Whether these two forces can come together and meet at the gateway of comfort where the
whole of humanity can live off Earth’s ecological interest rather than its capital in a sustainable
quality of life is an open question.

I’m quite sure that at this point many readers are asking, is this enough? Even if the richest 40
percent of the human race narrows its ecological footprint, it will be of little solace if the poorest 40
percent increases its numbers and expands its ecological footprint. Agreed. We not only have to
narrow the ecological footprint of the rich, but also reduce the rising tide of population of the poor if
we are all to enjoy the fruits that an abundant planet can provide.

Handing out condoms and counseling families on limiting births is a futile exercise as long as they
are mired in poverty. We know that in the poorest countries of the world, large families serve as a de
facto insurance policy, guaranteeing that additional bodies will be available to take on the work
should some siblings die prematurely. Women and children in impoverished communities in the
developing world are the beasts of burden. In particular, they are the mules that marshal much of the
scant resources to assure their families’ survival. So how do we encourage smaller families?

We are beginning to learn that the key to population stabilization on Earth is access to electricity.
That’s why Ban Ki-moon, secretary general of the United Nations, has made the universal access to
electricity the centerpiece of his administration’s economic development agenda.

It was electricity that freed women in Europe, the Americas, and certain other countries in the
twentieth century. Electricity liberated women from the yolk of household chores that chained them to
the hearth as little more than indentured servants. Electricity allowed young girls, as well as boys,
enough time to pursue an education and better their lot in life. As women became more independent as
well as breadwinners, their lives became more secure and the number of births dramatically
declined. Today, with few exceptions, the fertility rate in industrialized countries has fallen to 2.1
children per woman, the rate at which children replace parents. Population has fallen precipitously
across the wealthiest nations of the world.30
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Still, more than 20 percent of the human race is without electricity, and an additional 20 percent has
only marginal and unreliable access to electricity. These are the very countries where population is
rising the fastest. The United Nations Industrial Development Organization (UNIDO) has made 
commitment to help empower local populations to lay down a Third Industrial Revolution (TIR)
infrastructure that can bring green electricity to 1.5 billion impoverished people. In 2011, I joined Dr.
Kandeh Yumkella, director general of UNIDO and the head of U.N. Energy, at the organization’s
global conference in support of the TIR build-out in developing nations. Yumkella declared that “we
believe we are at the beginning of a third industrial revolution and I wanted all member countries of
UNIDO to hear the message and ask them the key question: How can we be part of this
revolution?”31 The goal is to make electricity universally available by 2030. The electrification of
every community on Earth will provide the impetus to lift the world’s poor out of poverty and toward
the zone of comfort that can sustain a decent quality of life for every human being.

As the movement for universal access to electricity unfolds, the population surge in the poorest
countries will very likely diminish as it has in every other country where electrification has brought
people out of abject poverty. By midcentury, the falling fertility rate is likely to approach 2.1 children
per family across the world, marking the beginning of a slow decline in human population, eventually
bringing it down to 5 billion people—the number that will secure our ability to live off of nature’s
ecological interest and enjoy an economy of abundance.

THE TWO WILD CARDS OF THE APOCALYPSE
Reducing the ecological footprint of the wealthy, bringing 40 percent of the human race up out of
poverty, and stabilizing and shrinking the human population to allow our species to live off the
interest rather than the principal of Earth’s biocapacity are challenging but not impossible endeavors.
These tasks, however, are made more problematic by two wild cards that could undermine our best
efforts to replenish the planet and replace scarcity with abundance.

Industrial-induced climate change is now compromising our ecosystems and imperiling our
species’ survival as well as the survival of our fellow creatures. If that weren’t enough to contend
with, the same IT and Internet technologies that are connecting the human race in a sharable economy
of abundance are increasingly being used by cyberterrorists to wreak havoc on the evolving Internet
of Things infrastructure, with potentially catastrophic impacts that could result in the collapse of
modern civilization and the deaths of hundreds of millions of people.

A WARMING PLANET
Climate scientists report that the global atmospheric concentration of carbon, which ranged from a
180 to 300 parts per million (ppm) for the past 650,000 years, has risen from 280 ppm just before the
outset of the industrial era to 400 ppm in 2013.32 The atmospheric concentrations of methane and
nitrous oxide, the other two powerful global warming gases, are showing similar steep trajectories.33

At the Copenhagen global climate summit in December 2009, the European Union proposed that the
nations of the world not exceed carbon dioxide emissions of 450 ppm by 2050, with the hope that if
we were able to do so, we might limit the rise in Earth’s temperature to 3.5°F (2°C). Even a 3.5°F
rise, however, would take us back to the temperature on Earth several million years ago, in the
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Pliocene epoch, with devastating consequences to ecosystems and human life.34
The EU proposal went ignored. Now, four years later, the steep rise in the use of carbon-based

fuels has pushed up the atmospheric levels of carbon dioxide (CO2) far more quickly than earlier
models had projected, making it likely that the temperature on Earth will rush past the 3.5° target and
could top off at 8.1°F (4.5°C) or more by 2100—temperatures not seen on Earth for millions of
years.35 (Remember, anatomically modern human beings—the youngest species—have only
inhabited the planet for 175,000 years or so.)

What makes these dramatic spikes in the Earth’s temperature so terrifying is that the increase in
heat radically shifts the planet’s hydrological cycle. We are a watery planet. The Earth’s diverse
ecosystems have evolved over geological time in direct relationship to precipitation patterns. Each
rise in temperature of 1°C results in a 7 percent increase in the moisture-holding capacity of the
atmosphere.36 This causes a radical change in the way water is distributed, with more intense
precipitation but a reduction in duration and frequency. The consequences are already being felt in
ecosystems around the world. We are experiencing more bitter winter snows, more dramatic spring
storms and floods, more prolonged summer droughts, more wildfires, more intense hurricanes
(category 3, 4, and 5), a melting of the ice caps on the great mountain ranges, and a rise in sea levels.

The Earth’s ecosystems cannot readjust to a disruptive change in the planet’s water cycle in such a
brief moment in time and are under increasing stress, with some on the verge of collapse. The
destabilization of ecosystem dynamics around the world has now pushed the biosphere into the sixth
extinction event of the past 450 million years of life on Earth. In each of the five previous extinctions,
Earth’s climate reached a critical tipping point, throwing the ecosystems into a positive feedback
loop, leading to a quick wipe-out of the planet’s biodiversity. On average, it took upward of 10
million years to recover the lost biodiversity. Biologists tell us that we could see the extinction of
half the Earth’s species by the end of the current century, resulting in a barren new era that could last
for millions of years.37

James Hansen, former head of the NASA Goddard Institute for Space Studies and the chie
climatologist for the U.S. government, forecasts a 6°C rise in the Earth’s temperature between now
and the turn of the century—and with it, the end of human civilization as we’ve come to know it. The
only hope, according to Hansen, is to reduce the current concentration of carbon in the atmosphere
from 385 ppm to 350 ppm or less—something no government, not even the European Union, is
currently proposing.38

Here, the wild card is the impact that climate change and the shift in the hydrological cycle is likely
to have on agricultural production and infrastructure. The dramatic rise in floods and droughts are
wreaking devastation on large swaths of agricultural land around the world. Typhoon Haiyan, one of
the most powerful storms ever recorded, ravaged the agriculture fields of the Philippines at the onset
of the rice planting season in November 2013, destroying hundreds of thousands of hectares of
plantable land, decimating the rice production in that country. Just a month earlier, cyclone Phailin
stormed across east India with nearly equal destructive force. In the regions of Odisha and Bihar
alone, crop losses were estimated at $45 billion.39 In June 2013, torrential rainfall across Central
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Europe caused rivers to overflow their banks, flooding agricultural fields. In Passau, Germany, where
the Danube, Inn, and Ilz rivers come together, flood waters peaked at 42.3 feet, topping the worst
flood ever recorded in the region back in 1501.40 I saw the devastation firsthand while traveling
from the Frankfurt airport to the historic city of Weimar. Cropland along the route was underwater.
Damage to agriculture production is expected to exceed $16.5 billion.41

Mojib Latif, a climate scientist at the Helmholtz Center for Ocean Research in the German city o
Kiel, warned that more extreme storms and floods, like the ones Europe experienced in 2002 and
2013, are the new normal as rising world temperatures, caused by climate change, intensify
precipitation events. Latif noted that powerful storms and flooding “such as the one[s] we’re seeing
now are occurring about twice as often as they did a century ago.”42

Droughts are also proliferating everywhere in the world, further reducing agricultural production.
Recurring drought in the western United States over the past several years has dramatically reduced
agricultural output. With the 17 western states accounting for 40 percent of the nation’s net farm
income, concern is mounting that climate change might turn the most bountiful farming region in the
world into a desert in the coming decades. In 2012, more than 15,000 counties—half of the counties
in the United States—experienced such extreme drought that they were declared national disaster
areas. These agricultural regions have been experiencing temperatures of 10–20 degrees higher than
the long-term averages for several years. In 2013, temperatures reached 105°F, or ten degrees higher
than the threshold for most temperate-zone crops. The western United States is quickly losing surface
and ground water and having to pump water in from other areas of the country, increasing its already
high energy costs.43 According to a 2011 study by the U.S. National Center for Atmospheric
Research, climate change is likely to induce droughts in the United States more severe than those that
caused the great dust bowl in the 1930s.44

Climate change-induced droughts are also proliferating in other regions around the world, further
reducing agricultural yield. A recent study projects a twofold increased in the frequency of droughts
worldwide by the mid-twenty-first century, and a threefold increase by the end of the century.45

A 2009 International Food Policy Research Institute report on the impact of climate change on
agriculture in the developing world was 
sobering—even more so because its forecasts were based on earlier estimates of an increase in
temperature of only 3°C. South Asia is likely to be the hardest hit by 2050, with an estimated decline
from the level of the year 2000 of 50 percent in wheat yields, 17 percent in rice outputs, and 6 percent
in maize yields because of the impact of climate change. In East Asia and the Pacific, rice production
will decrease by 20 percent, soybeans by 13 percent, wheat by 16 percent, and maize by 4 percent by
2050. The average calorie availability is forecasted to plunge by 15 percent, and cereal consumption
is projected to decline by 24 percent by 2050 because of climate change. The number of
malnourished children is expected to rise to 59 million in South Asia and to 14 million in East Asia
and the Pacific.46

Sub-Saharan Africa, already the poorest region of the world, is expected to face equally
devastating declines in food production because of its reliance on rainfall agriculture. By 2050
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average rice yields will decline by 14 percent, wheat by 22 percent, and maize by 5 percent. In a
subcontinent already plagued by malnutrition, forecasts project an additional drop of 500 calories per
person per day by 2050 because of climate change, which amounts to a 21 percent decline in food
consumption per person. The number of malnourished children is expected to increase from 33 to 42
million in the next 38 years. The number increases to 52 million when accounting for climate
change.47

The impact on agriculture in the Middle East and North Africa over the next four decades because
of climate change is equally alarming. Rice yields will decline by 30 percent, maize by 47 percent,
and wheat by 20 percent. As with Sub-Saharan Africa, the average person will see their food intake
reduced by 500 calories per day, resulting in over 2 million malnourished children by 2050.48

Latin America and the Caribbean fare somewhat better, with rice yields declining by 6.4 percent,
maize by 3 percent, soybeans by 3 percent, and wheat by 6 percent. Average food consumption will
diminish by 300 calories per day or a 12 percent decline overall, with 6.4 million malnourished
children in the region by 2050.49

Agricultural output in the industrialized countries of the North will also be negatively impacted by
climate change. Corn and soy yields in the United States are expected to decline by 30 to 46 percent
in a low carbon-dioxide-emissions scenario, and a decline of 63 to 82 percent in a high carbon-
dioxide-emissions scenario by the end of the century. The higher emissions scenarios take on added
significance with new scientific data suggesting their greater likelihood. These projected declines in
the nation’s corn and soy yields—of 80 percent or more—are potentially catastrophic, especially
when we consider the fact that the United States is the leading grain exporter in the world.50

Unless we can dramatically reduce global warming emissions to the levels Hansen and other
climatologists say is required to slow the course of climate change, any hope of creating an economy
of abundance, especially when it comes to food, is likely to escape us in the coming century and for
centuries, if not millennia, to come.

Climate change will have no less of a dramatic impact on human infrastructure in the twenty-first
century. Category 3, 4, and 5 hurricanes and torrential storms producing flash floods and the overflow
of rivers are increasing at an alarming rate, with devastating impacts on infrastructure. Hurricane
Katrina, a category 3 storm that slammed into New Orleans and the Gulf Coast in 2005, caused $148
billion in damages to the region’s infrastructure and economy and the loss of 1,833 lives. The storm
destroyed more than 126,000 homes and damaged an additional 1.2 million dwellings. Three million
people in eight states were without power, some for weeks, and 600,000 families were homeless,
some for months.51

Sandy, also a category 3 hurricane, which roared up the East Coast in 2012, destroyed vital
infrastructure from New Jersey and New York into New England. Though less severe than Katrina, i
sowed a path of destruction that will take years to repair. Some 8.51 million people lost power,
305,000 homes were damaged or destroyed, and public transport came to a near halt in New York
City. The estimated damage in New York and New Jersey alone exceeded $71 billion.52

The power grid, transportation arteries, telecommunications, and water and sewage systems that
were never designed to withstand the fury of a runaway hydrological cycle are being crippled in
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regions around the world. The energy infrastructure is particularly vulnerable. Power stations near
rivers and coast lines are often defenseless against storm surges. The tsunami that slammed into the
east coast of Japan in 2011 tore the Fukushima nuclear facility apart, resulting in the meltdown of four
of its six nuclear reactors and the spread of nuclear radiation across the island, making a 62-square-
mile radius around the plant uninhabitable for decades, perhaps even centuries.53 Flooding is also
disabling offshore oil rigs, leading to shutdowns and spills. Oil pipelines on land are also being
adversely affected by extreme-weather-related events.54

Droughts are increasingly threatening the supply of cooling water to power stations. In France, 43
percent of all fresh water consumed each year goes to cooling nuclear reactors. When the heated
water is returned, it dries out already drought-ridden ecosystems, affecting agricultural yields. At the
front end, when the water becomes too hot because of extreme heat induced by climate change, it can
no longer be used to cool nuclear reactors, forcing a slowdown or shutdown of nuclear power plants.
In the summer of 2009, a heat wave across France led to a shortage in cooling waters, forcing one-
third of the nuclear power plants in the country to shut down.55 With nuclear power accounting for 28
percent of the electricity supply of the EU, increasing temperatures, brought on by climate change, are
expected to cause significant disruptions to the continent’s power generation in the years ahead.56

Extreme storms are also damaging power and transmission lines, resulting in frequent disruptions
in electrical service and a record number of brownouts and blackouts. Loss of electrical power also
has a cascading effect on other parts of the infrastructure since electricity is needed to maintain
communication, water treatment plants, pumping stations, ICT equipment, gasoline pumps, etc.

High-intensity water-related events also damage roads, bringing freight and commuter traffic to a
standstill, with severe impacts on the economy. Rail transport is also affected by washed-out rail
lines. Subways are vulnerable to flooding, as was the case in New York when Hurricane Sandy
swept down into the tunnels, filling them with water across lower Manhattan. Some subway service
was out for days and weeks.57

Extreme wind and storms are also increasingly shutting down airports and backing up air traffic
over connecting regions. Seaports and inland waterways are likewise experiencing downtime from an
increase in floods, more droughts, and even more dense fog.

The water infrastructure is acutely vulnerable to changes in the hydrological cycle. Changes in
rainfall patterns have multiple effects, including drought, which diminishes the available water in
reservoirs. Changes in precipitation also stress drainage systems, causing backups and floods. Higher
mean water temperatures can also negatively impact biological treatment processes and the quality of
drinking water.58

Total public spending on infrastructure in the United States alone exceeds $300 billion per year.59
That figure is expected to rise dramatically in the decades ahead as a result of the increasing damage
inflicted on infrastructure by extreme weather events. Some economists are even beginning to suggest
that the price tag for maintaining human civilization could become prohibitive—forcing the human
race into a new world that we can scarcely imagine.

Shoring up the existing fossil fuel infrastructure to withstand more severe weather is likely to be a
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futile exercise as long as our industrial society continues to emit massive amounts of carbon dioxide
into the atmosphere. It’s simply foolish to believe that we can get ahead of the extreme weather and
effectively arrest its escalating assaults by patching up a carbon-based regime.

Rather, the primary focus of our efforts should be on transitioning out of a carbon-based
configuration. The IoT infrastructure offers a realistic hope of quickly replacing fossil fuel energies
with renewable energies and slowing climate change. The question becomes whether the new
infrastructure can be deployed around the world fast enough to significantly reduce carbon dioxide
emissions and other greenhouse gas emissions before climate change so disrupts the planet’s
hydrological system that it becomes too late to make a difference.

THE CYBERTERRORISTS ARE OUT THERE
A second wild card that could undermine efforts to transition into a sustainable economy of
abundance is cyberterrorism. Governments and businesses around the world are becoming
increasingly alarmed over the escalation of cyberterrorist attacks aimed at infrastructure and are
voicing growing concern over the possibility that they might cripple and even shut down many of the
vital services necessary to operate society, leading to a high-tech Armageddon and the collapse of
civilization.

In 2009, hackers deep inside North Korea succeeded in shutting down websites at the U.S
Treasury Department, the Secret Service, and the Federal Trade Commission. That same year it was
discovered that hackers had inserted sophisticated software into the U.S. electricity grid that would
allow them to disrupt the system at a later date of their own choosing.60

Other cyberattacks aimed at governments, businesses, and infrastructure have been proliferating
ever since, with greater ability to disrupt and inflict damage. Hacking has graduated from pranks to
terrorist activity, creating a new mass fear not unlike the terror people felt with the spread of nuclear
weaponry in the latter half of the twentieth century.

Cyberterrorists employ software programs to do damage in both virtual and physical space. The
Center for Strategic and International Studies defines cyberterror as “the use of computer network
tools to shut down critical national infrastructures (such as energy, transportation, government
operations) or to coerce or intimidate a government or civilian population.”61

In March 2013, American Express card members attempting to access online accounts found
instead a blank screen. The site was down for more than two hours. The American Express
cyberattack was just one in a series of highly choreographed assaults that began six months earlier
and had taken down, if only temporarily, some of the world’s leading financial institutions, including
Bank of America, JPMorgan Chase, and Wells Fargo. A group calling itself Izz ad-Din al-Qassam
Cyber Fighters claimed responsibility for the cyberattacks, saying that they were a reprisal for an
anti-Islamic video on YouTube. The group was suspected of being a front for the Iranian government.
In the same vein, the United States and Israel were successful in using online hacking to disable much
of Iran’s nuclear enrichment plants. In retaliation, Iran announced the establishment of its own state-
run initiative, which it dubbed Cyber Corps, to retaliate.62

The mounting concern over cyberattacks has spawned a massive cyber-security industry. The
global cyber-security market, already at $61.1 billion in 2012, is expected to top $100 billion by
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2030, according to a study done by Morgan Stanley.63
Governments are most worried about attacks aimed at the electrical power grid. A U.S. government

commission report noted that

electrical power is necessary to support other critical infrastructures, including supply and distribution of water, food, fuel,
communications, transport, financial transactions, emergency services, governments services, and all other infrastructures

supporting the national economy and welfare.64

If a cyberattack were to target key components of the power grid and disable them, the country
could be without electrical power for several months, or even a year or longer. Without electricity,
virtually everything in modern society shuts down—the water system, gas pipelines, sewage,
transport, heat, and light. Studies show that within weeks of a massive power outage, society would
be thrown into chaos. Millions would die from lack of food, water, and other basic services.
Government would cease to function, and the military would be helpless to intervene and restore
order. Those that survive would have to flee to the countryside and attempt to eke out a subsistence
survival, throwing humanity back into a preindustrial era.

The commission report concluded that, “should significant parts of the electrical power
infrastructure be lost for any substantial period of time, . . . the consequences are likely to be
devastating, and many people may ultimately die for lack of the basic elements necessary to sustain
life in dense urban and suburban communities.”65

HOW VULNERABLE IS THE NATION’S 
ELECTRICITY TRANSMISSION GRID?

If cyberattacks were to knock out the 2,000 or so custom-built transformers in the United States that
are responsible for revving up the high-voltage electricity for bulk transmission and reducing the
voltage for distribution to end users, it would be devastating because most of them are built
overseas.66

Building 2,000 transformers, shipping them to the United States, and installing them could take a
year or more—and this assumes that the cyberattack only targeted U.S. transformers and not those in
Europe or elsewhere. Try to imagine the entire U.S. society without electricity and basic government
and commercial services for upward of a year. By that time, the United States as we know it will
have long since ceased to exist.

In June 2012, some of America’s leading security experts, including former homeland security
secretary Michael Chertoff and General Michael Hayden, former head of the National Security
Agency, called on the Senate to pass a cybersecurity bill to protect vulnerable U.S. infrastructure.
They pointed out that 9/11 might have been prevented with the better use of existing intelligence and
cautioned that “we do not want to be in the same position again when ‘cyber 9/11’ hits.” They
concluded with a warning that “it is not a question of ‘whether’ this will happen; it is a question of
‘when.’”67

The U.S. National Academy of Sciences flagged the potential cyberthreat to the nation’s electrical
grid in a detailed report issued in 2012, paying close attention to the vulnerability of electrical

233



transformers. In March 2012, technicians conducted an emergency-preparedness drill, shipping three
transformers from St. Louis to Houston and installing them to assess their ability to respond quickly to
a cyberattack on the country’s transformers.68 Richard J. Lordan of the Electrical Power Research
Institute (EPRI) said that the nation’s power sector is beginning to ask how many transformers need to
be stockpiled and stored and how best to transport and deploy them to critically exposed regions in
the aftermath of a concerted cyberattack on the nation’s power grid.69

Although the Congress, EPRI, the National Academy of Sciences, governmental commissions, and
private sector groups are to be praised for drawing attention to the level of the threats, their responses
come up short because their various “what if” scenarios continue to assume a business-as-usual
power grid that relies on fossil fuels and nuclear power to generate electricity that is then distributed
across power lines that are designed to transmit it only from a centralized power station to millions of
end users. If a centralized smart grid were brought online, it would only exacerbate the potential
vulnerability to a cyberattack on the grid.

Unfortunately, the United States is playing directly into the hands of cyberterrorists by championing
a centralized smart grid. The European Union and other governments, by contrast, are deploying a
distributed smart grid—or Energy Internet—that lessens the potential threat and damage that can be
inflicted by a massive cyberattack. Even if the electrical transformers were to flame out, if a fully
functioning Energy Internet were operational across every region of the country, local communities
could go off-grid and continue to generate their own green electricity, sharing it with their neighbors
and businesses on microgrids, keeping the power and lights on, at least long enough to keep society
functioning.

Interestingly, a similar concern about the vulnerability of America’s communications network
inspired, at least in part, the creation of the Internet. In the 1960s, Paul Baran and other researchers at
the Rand Corporation began to ponder the question of how to ensure the continued operability of the
nation’s communications network in the event of a nuclear attack. Baran and his colleagues began to
envision a distributed network of host computers, without a central switchboard, that could continue
to function even if a nuclear attack was to cripple part of the nation’s communications system. The
idea was to build a communications system in which data could travel several different routes to get
to its destination so that no one part was totally dependent on the functioning of another. An
experimental network was funded by the Advanced Research Projects Agency (ARPA) of the
Department of Defense and was called the ARPAnet. It connected a handful of computers at major
universities and eventually metamorphosed into the Internet.70

The distributed architecture of the Energy Internet builds in a similar ability to withstand
cyberattacks. The problem is that in many locales, not only in the United States, but also in the
European Union and elsewhere, installed micropower in the form of solar installations, wind, etc., is
shackled to the main grid, forcing locally generated power to feed only into the larger system. When
the main system goes down, the micropower shuts off as well, making it useless on-site. The reason
this is done is so power and utility operators can control how the power is dispersed along the grid.
They worry that with dynamic pricing monitoring meters available at every micropower site—
alerting the owner about moment-to-moment changes in the price of electricity—small generators of
electricity might program their system to only sell to the main grid when the price is high and go off-
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grid and use their electricity when they choose.
The shortcomings of this system became apparent in the aftermath of Hurricane Sandy, when

electrical power on Long Island and in the New Jersey coastal towns went out. Many homes and
offices with installed solar panels on their roofs were unable to deploy them. Ed Antonio, a
homeowner in Queens, equipped his home with a $70,000 solar system powered by 42 solar panels;
it went unused, as did similar green micropower systems in the region. Homes like Antonio’s “feed
electricity from the roof array through an inverter and into the home’s electrical panel, sending the
excess to the broader electric grid.”71 But when the power goes out, the inverter shuts down to
ensure that no electricity is flowing into the grid while utility company workers are patching up the
line.

New systems are now available, however, that would allow micropower plants to continue to
operate even after a power failure on the transmission lines. A separate electrical panel and more
sophisticated inverter can be installed that transfers the electricity flow to the house alone, allowing it
to operate essential appliances, light, and heat, and even power an electric vehicle.

The U.S. military is pioneering much of the research, development, and deployment of microgrid
technology. Worried that a massive power shutdown would incapacitate the nation’s military, the
Department of Defense and the Department of Energy have initiated a $30 million project called
Smart Power Infrastructure Demonstration for Energy Reliability and Security (SPIDERS). The gree
microgrid power infrastructure is being installed in three military installations—Camp H. M. Smith in
Hawaii, Fort Carson in Colorado, and the Joint Base Pearl Harbor–Hickam in Hawaii. SPIDER
will enable the military bases to operate all critical functions, even if a cyberattack takes down the
main power grid, by relying on locally generated green electricity.72

As with global warming impacts on agriculture and infrastructure, where a race is on between an
escalating change in Earth’s temperature, forcing potentially catastrophic damage on its ecosystems,
and the quick deployment of a collaborative IoT infrastructure that can wean society off carbon
before reaching a tipping point, a similar race is pitting increasingly sophisticated cyberterrorists
against the champions of distributed power generation. The question is whether an Energy Internet can
be brought online quickly enough to allow hundreds of millions of local micropower generators to
operate off the main grid—when necessary—to keep the economy operating, and effectively counter
cyberattacks aimed at the nation’s electrical transmission system.

WITH BOTH OF THESE WILD CARDS—climate change and cyberterrorism—humanity faces a
formidable threat to its security and an equally challenging opportunity to pass into a more sustainable
and equitable post-carbon era. Turning the threat to an opportunity, however, will require more than a
workable economic plan. We have the architecture of that plan as well as the technological know-
how to implement it. Both will be for naught, however, without a fundamental change in human
consciousness. We will need to leave behind the parochialisms of the past and begin to think and act
as a single extended family living in a common biosphere. What’s urgently called for now is a new
way of living on Earth if our species is to survive and flourish.
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CHAPTER SIXTEEN
A BIOSPHERE LIFESTYLE

ost conventional economists are still betting that the extreme productivity unleashed by the
emerging Internet of Things—even if it speeds the economy ever closer to near zero
marginal costs and the swift rise of the Collaborative Commons—will ultimately be

absorbabe by the capitalist system. But the reverse is much more likely. That is, the two economies
will become accustomed to functioning in more of a hybrid partnership, with the Collaborative
Commons increasingly becoming dominant by the mid-twenty-first century and the capitalist economy
settling into a more supplementary role.

My sense is that with an unswerving commitment, no costly mistakes or setbacks, and a little luck,
the race to a new economic paradigm can be achieved. My reasons for saying so are not based merely
on intuition or wishful thinking, but rather on historical comparisons and present trajectories. The
incipient infrastructure of both the First and Second Industrial Revolutions in America and Europe
was put in place in 30 years, and matured in another 20 years.

The Third Industrial Revolution is following an even faster timeline. The World Wide Web went
online in 1990 and matured by 2014, connecting much of the human race across a communications
medium that operates at near zero marginal costs. The same exponential curve that enabled the
Communications Internet to build out in less than 25 years is moving the Energy Internet forward on a
similar timeline, with the prospect of approaching near universal generation of green electricity in
many countries at near zero marginal cost in 25 years. The Logistics Internet, although still in its
infancy, is likely to run apace. As for 3D printing, it is already experiencing a faster growth trajectory
than the Communications Internet at a comparable stage of development.

We’ve also seen how the evolution of the social economy on the Commons speeds up even more
dramatically when prosumers proliferate and peer production accellerates exponentially across the
Internet of Things, reducing the costs of producing, marketing, and delivering goods and services.
Already, prosumers and social entrepreneurial firms are grabbing a significant share of economic
activity, shrinking already paper-thin profit margins of existing Second Industrial Revolution
companies and forcing many of them out of business.

I am also guardedly hopeful that a near zero marginal cost society can take the human race from an
economy of scarcity to an economy of sustainable abundance over the course of the first half of the
twenty-first century. My hope rests not with technology alone, but with the history of the human
narrative. Here’s why.

HOMO EMPATHICUS
The great economic paradigm shifts in human history not only bring together communication
revolutions and energy regimes in powerful new configurations that change the economic life of
society. Each new communication/energy matrix also transforms human consciousness by extending
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the empathic drive across wider temporal and spatial domains, bringing human beings together in
larger metaphoric families and more interdependent societies.

In early forager/hunter societies, the source of energy was the human body itself—we had not yet
domesticated animals as energy carriers or harvested the wind and water currents. Every
forager/hunter society created some form of oral language to coordinate foraging and hunting and
carry on social life. And every forager/hunter society—even those few still remaining today—had
“mythological consciousness.” The empathic drive in forager/hunter societies only extended to blood
ties and tribal bonds. Studies of forager/hunter societies reveal that the largest social units that could
maintain a cohesive community rarely exceeded 500 people—the number of blood-related, extended
family members with whom social relations could be regularly maintained and social trust secured,
with some degree of familiarity.1 Other tribes that occasionally intruded into a band’s migratory
region were thought of as nonhuman or even demons.

The advent of the great hydraulic civilizations in the Middle East around 3500 B.C., in the Yangtze
Valley of China in 3950 B.C., and in the Indus Valley of South Asia in 2500 B.C. brought a new
communication/energy matrix. Building and maintaining a centralized, canal-irrigated agricultural
system required both mass labor and technical skills.2 The energy regime—stored grain—gave rise
to urban life and spawned granaries, road systems, coinage, markets, and long-distance trade.
Governing bureaucracies were established to manage the production, storage, and distribution of
grain. Centralized management of these far-flung hydraulic enterprises only became possible with the
invention of a new form of communication called writing.

The coming together of writing and hydraulic agricultural production shifted the human psyche from
mythological to “theological consciousness.” Several great world religions were formed during the
period called the Axial Age (about 800 B.C. to 100 A.D.): Judaism and Christianity in the Middle East,
Buddhism in India, and Confucianism (a spiritual quest) in China.

The shift from mythological to theological consciousness was accompanied by a vast extension of
the empathic drive from blood ties to new fictional families based on religious identity. Although not
blood related, Jews began to identify with other Jews as a fictional family. So did Buddhists. In first-
century Rome, early converts to Christianity would kiss each other on the cheeks and greet one
another as brother or sister—a concept completely alien to previous generations for whom the family
was always limited to blood ties.

The great axial religions all spawned the golden rule, “do unto others as you would have others do
unto you.” This extension of empathic sensibility to extended fictional families based on religious
affiliation allowed large numbers of people to create social bonds across the more expansive
temporal and spatial reach of the new civilizations born of the coming together of writing and
hydraulic agriculture production.

In the nineteenth century, the convergence of coal-powered steam printing and the new coal-
powered factory and rail-transport system gave rise to “ideological consciousness.” The new
communication/energy matrix made possible the expansion of commerce and trade from local to
national markets and solidified the nation-state as the governing mode to manage the new economic
paradigm. Individuals began to see themselves as citizens and to regard their fellow citizens as an
extended family. Each nation created its own historical narrative—much of it fictional—complete
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with an accounting of great events, historic struggles, collective commemorations, and national
celebrations, all designed to stretch empathic sensibility beyond blood and religious ties to include
national ties. French men and women began to think of each other as brothers and sisters, and
empathized with one another as an extended family that stretched across the new temporal/spatial
reach of national markets and national political borders that made up the communication/energy
matrix of French industrial society. The Germans, Italians, British, Americans, and others likewise
extended the empathic drive to encompass their own national boundaries.

In the twentieth century, the coming together of centralized electrification, oil, and automobile
transport, and the rise of a mass consumer society, marked still another cognitive passage, from
ideological to “psychological consciousness.” We are so accustomed to thinking introspectively and
therapeutically and of living simultaneously in both an inner and outer world that continuously
mediates the way we interact and carry on life that we forget that our great-grandparents and all of the
generations that preceded them were unable to think psychologically—that is, with a few notable
exceptions through history. My grandparents were able to think ideologically, theologically, and even
mythologically, but simply unable to think psychologically.

Psychological consciousness extended the empathic drive across political boundaries to include
associational ties. Human beings began to empathize in a larger fictional family based on professional
and technical affiliations, cultural preferences, and a range of other attributes that stretched the
boundaries of social trust beyond the nation to include affinity with like-minded others in a world
where the communication/energy matrix and markets were becoming global.

New communication/energy matrices and accompanying economic paradigms don’t cast aside
previous periods of consciousness and empathic extension. Those remain, but become part of a larger
empathic domain. Mythological consciousness, theological consciousness, ideological consciousness,
and psychological consciousness all still exist and coexist in ensembles embedded in each individual
psyche and in various proportions and degrees in every culture. There are tiny pockets in the world
where forager/hunters still live with mythological consciousness. Other societies are exclusively
bound to theological consciousness. Still others have migrated to ideological consciousness and now
even psychological consciousness.

Nor have the shifts in consciousness proceeded mechanistically and linearly. There have been dark
periods and regressions in between where a form of consciousness was blotted out and left forgotten
only to be rediscovered in later times. The Italian and Northern Renaissances are good examples of
the rediscovery of past forms of consciousness.

Nonetheless, there is a detectable pattern to human evolution, captured in the spotty but
unmistakable transformation of human consciousness and the accompanying extension of the human
empathic drive to larger fictional families cohering in ever more complex and interdependent
communication/energy matrices and economic paradigms.

If this journey appears a revelation, it’s only because historians have, for the most part, chronicled
the pathological events that punctuate the human saga—the great social upheavals, wars, genocides,
natural catastrophes, power struggles, redress of social grievances, etc. Their preoccupation with the
dark side of the human journey is understandable. These exceptional, extraordinary events get our
attention. They imprint an indelible stamp on our collective memory for the simple reason that they
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are so unusual and destabilizing to our everyday life.
But if much of human history was made up of primarily pathological episodes and disruptive

events, and our true nature as a species was predatory, violent, aggressive, volatile, and even
monstrous, we would have perished as a species long before now.

I recall reading a comment by Georg Wilhelm Friedrich Hegel more than 30 years ago on the nature
of human history that struck me and inspired some of my own thinking in the writing of The Empathic
Civilization. Hegel observed that “the periods of happiness . . . are the blank pages of history”
because they are “periods of harmony.”3

There is, indeed, another side of the human historical narrative—the evolution of human
consciousness and the extension of the human empathic drive to ever larger and more inclusive
domains. The unwritten side of human history includes the periods of happiness and harmony brought
about by the human impulse to continually transcend ourselves and find identity in ever more evolved
social frames. These frames become our vehicles to create social capital, explore the meaning of the
human journey, and find our place in the grand scheme of things. To empathize is to civilize . . . to
civilize is to empathize. They are, in fact, inseparable.

The history of the human journey suggests that happiness is not to be found in materialism, but,
rather, in empathic engagement. When we look back at our own personal histories at the sunset of our
lives, the experiences that stand out in our memory are rarely about material gain, fame, or fortune.
The moments that touch the core of our being are the empathic encounters—the transcendent feeling of
coming out of ourselves and experiencing the fullness of another’s struggle to flourish as if it were
our own.

Often, people mistake empathic consciousness with utopianism when, in fact, it is the very
opposite. When you and I feel empathy toward another being—be it another human being or one of
our fellow creatures—it’s tinged with the whiff of their eventual death and the celebration of their
existing life. In experiencing their joy, sorrow, hopes, and fears I am constantly reminded of the
precarious nature of each of our lives. To empathize with another is to recognize their one and only
life as I do my own—to understand that each of their moments, like my own, are irreversible and
unrepeatable and that life is fragile and imperfect and challenging, whether it be a human being’s
journey in civilization or a deer’s journey in the woods. When I empathize, I feel the frailty and the
transitory nature of another’s existence. To empathize is to root for the other to flourish and
experience the full potential of their short abide. Compassion is our way of celebrating each other’s
existence, acknowledging our common bond as fellow travelers here on Earth.

There is no need of empathy in heaven and no place for it in utopia because in these otherworldly
realms there is no pain and suffering, no frailties and flaws, but only perfection and immortality. To
live among our fellows in an empathic civilization is to come to each other’s aid and, through our
compassion, acknowledge the reality of our temporary existence, by continually celebrating each
other’s struggle to thrive in an imperfect world. Does anyone doubt for a moment that the happiest
moments are always and unequivocally our most empathic ones?

BIOSPHERE CONSCIOUSNESS
All of which gets us back to the question of advancing the individual and collective happiness of our
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species. For those who have lost hope in the future prospects of humanity and even our ability to
survive as a species—much less secure some measure of collective happiness to boot—let me ask
this question: Why would we stop here and put an end to a journey that has taken us into ever more
inclusive domains of empathic engagement and collective stewardship? If we have passed from
mythological consciousness to theological consciousness to ideological consciousness to
psychological consciousness and have extended our empathic drive from blood ties to religious
affiliations to national identities and associational communities, is it not possible to imagine the next
leap in the human journey—a crossover into biosphere consciousness and an expansion of empathy to
include the whole of the human race as our family, as well as our fellow creatures as an extension of
our evolutionary family?

A new smart infrastructure, made up of an interactive Communications, Energy, and Logistics
Internet is beginning to spread nodally, like Wi-Fi, from region to region, crossing continents and
connecting society in a vast global neural network. Connecting every thing with every 
being—the Internet of Things—is a transformational event in human history, allowing our species to
empathize and socialize as a single extended human family for the first time in history. A younger
generation is studying in global classrooms via Skype; socializing with cohorts around the world on
Facebook; gossiping with hundreds of millions of peers on Twitter; sharing homes, clothes, and just
about everything else online in the Communications Internet; generating and sharing green electricity
across continents over the Energy Internet; sharing cars, bikes, and public transport on the evolving
Logistics Internet; and, in the process, shifting the human journey from an unswerving allegiance to
unlimited and unrestrained material growth to a species commitment to sustainable economic
development. This transformation is being accompanied by a change in the human psyche—the leap to
biosphere consciousness and the Collaborative Age.

The collaborative sensibility is an acknowledgement that our individual lives are intimately
intertwined and that our personal well-being ultimately depends on the well-being of the larger
communities in which we dwell. That collaborative spirit is now beginning to extend to the
biosphere. Children all over the world are learning about their “ecological footprint.” They are
coming to understand that everything we human beings do—and for that matter every other creature—
leaves an ecological footprint that affects the well-being of some other human being or creature in
some other part of Earth’s biosphere. They are connecting the dots and realizing that every creature is
embedded in myriad symbiotic and synergetic relationships in ecosystems across the biosphere and
that the proper functioning of the whole system depends on the sustainable relationships of each of the
parts. A younger generation is learning that the biosphere is our planetary community, whose health
and well-being determines our own.

Today’s youth, connecting with one another across virtual and physical space, is quickly
eliminating the remaining ideological, cultural, and commercial boundaries that have long separated
“mine” from “thine” in a capitalist system mediated by private property relations, market exchanges,
and national borders. “Open source” has become the mantra for a generation that views power
relationships in a fundamentally different fashion than their parents and grandparents did. In a
geopolitical world, the conversation cues from right to left and hones in on the question of who
should own and control the means of production, with some favoring capitalism and others socialism.
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The Millennial Generation rarely speaks of right versus left or capitalism versus socialism. When
millennials judge political behavior they have a very different political spectrum in mind. They ask
whether the institutional behavior, be it in the form of a government, political party, business, or
educational system, is centralized, top down, patriarchal, closed and proprietary, or distributed,
collaborative, open, transparent, peer-to-peer, and an expression of lateral power. Young people are
going beyond the capitalist market even as they continue to use it. They are comfortable conducting
much of their economic life on a networked Collaborative Commons and engaging each other in the
social economy as much as in the market economy.

Their newfound openness is tearing down the walls that have long divided people by gender, class,
race, ethnicity, and sexual orientation. Empathic sensitivity is expanding laterally as quickly as global
networks are connecting everyone together. Hundreds of millions of human beings—I suspect even
several billion—are beginning to experience “the other” as “one’s self,” as empathy becomes the
ultimate litmus test of a truly democratic society. Millions of individuals, especially young people,
are also beginning to extend their empathic drive, although less pronounced, to include our fellow
creatures, from the penguins and polar bears adrift on the poles to the other endangered species
inhabiting the few remaining pristine, wild ecosystems. The young are just beginning to glimpse the
opportunity of forging an empathic civilization tucked inside a biosphere community. At this stage,
much of the anticipation is more hope than expectation. Still, there is an unmistakable feeling of
possibility in the air.
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AFTERWORD
A PERSONAL NOTE

have mixed feelings about the passing of the capitalist era. I look hopefully to the coming of the
Collaborative Commons and am convinced that it offers the best vehicle to heal the planet and

advance a sustainable economy of abundance. Still there are features of the capitalist system that I
deeply admire while other aspects I equally abhor. (I suspect this is also true for many others—no
less the men and women at the helm of the capitalist system who have experienced, up close, both its
creative dynamism and its destructive excesses.)

I grew up in an entrepreneurial home. My father, Milton Rifkin, was a lifelong entrepreneur. After a
brief but unsuccessful stint as an actor in early films in Hollywood in the late 1920s, my dad turned
entrepreneur, a vocation that consumed the rest of his life. Not too surprising. In many ways,
entrepreneurs are artists of the marketplace, continually in search of creative new commercial
narratives that can capture an audience, tell a compelling story, and bring people into the universe
they’ve invented—think Steve Jobs. Entrepreneurs from Thomas Edison to Sergey Brin and Larry
Page have thrilled the multitudes with innovative inventions that have transformed their daily lives.

My own father was one of the early pioneers in the plastics revolution. And, before the snickers, I
will tell you that when Mr. McGuire turned to a young Ben in the film The Graduate and whispered
just one word to him, “Plastics,” I shrank down in my chair in the movie theater, half amused and half
embarrassed, thinking that was my dad whispering to me. My father would corral me over the years,
attempting to entice me into the family plastics business, regaling me with the bright future that
awaited the human race in a society wrapped in plastic—the miracle material.

My father was, to my knowledge, among the very first manufacturers to convert polyethylene into
plastic bags in the early 1950s. While young people today can’t possibly comprehend a world
without plastic, in those early years it was a novelty. Packaging was usually in the form of paper
bags, cardboard, burlap, or metal, glass, and wood containers.

I remember my father sitting the family down around our tiny kitchen table each night entertaining us
with new ideas about how plastic bags might be used. Why not package groceries in plastic bags,
laundry from the cleaners, appliances from the department store. We may have been the first family to
wrap all of our furniture in plastic. I can still recall the sticky feeling of the plastic covers on a hot
summer day when I plopped down on the couch in my shorts.

My dad’s excitement was contagious. Every bit the performer, he drew prospective buyers into his
storyline and they became converts and players in the plastic makeover of the world.

During his nearly 25 years as an entrepreneur in the plastics industry, I never heard my father talk
about the financial rewards of his work. While I’m sure it was always in the back of his mind, he was
far more concerned with the entrepreneurial game itself. He saw his efforts in creative terms as more
art than industry. He wanted to make a difference in people’s lives by giving something of himself that
could make their lives a little better. Although his efforts were on a very small scale compared to

242



some of the great entrepreneurial giants that created the capitalist economy, biographical accounts of
other inventors and innovators follow pretty much the same script.

That is not to say that pecuniary interests are not at play, but many entrepreneurs I’ve met over the
years are far more driven by the creative act than the almighty dollar. The pecuniary fetish generally
comes later when entrepreneurial enterprises mature, become publicly traded in the market, and take
on shareholders whose interest is in the return on their investment. There are countless tales of
entrepreneurs driven out of their own companies by professional management brought in to transform
the enterprise from a creative performance to a sober, “financially responsible” business, a
euphemism that means focusing more attention on the bottom line.

Of course, my father could never have imagined in the early years that the millions of plastic bags
he was selling would end up in landfills and pollute the environment. Nor could he have foreseen that
the petrochemicals used to extrude the polyethylene would emit carbon dioxide and play a key role in
altering the climate of the planet.

Reflecting on my own father’s career, it is clear to me that the invisible hand that Adam Smith
alluded to 237 years ago in The Wealth of Nations is really not all that invisible. It’s the
entrepreneurial spirit that drove my dad and countless other entrepreneurs to innovate, reduce
marginal costs, bring cheaper products and services to the market, and spur economic growth. That
entrepreneurial spirit is now taking us to near zero marginal costs and into a new economic era of
history where more goods and services will be nearly free and shared on a Collaborative Commons.

For those who were long skeptical of the operating assumptions of the invisible hand of supply and
demand, the approach of a near zero marginal cost society—the optimum efficient state—is “visible”
proof that the system first described by Smith did indeed work, in part, although I would add four
caveats. First, the invisible hand was often slowed or blocked altogether for long periods of time by
the inevitable concentration of monopoly power that continually thwarted innovation in virtually
every commercial sector. Second, the invisible hand did little to ensure that the increase in
productivity and profits was shared with the workforce that jointly created the largesse. The workers
had to fight management at every step of the journey by organizing themselves into trade unions and
political lobbies to ensure a fair return on their labor. Third, while capitalism dramatically improved
the lives of everyone inside the system, its track record at the margins of the system, where human
resources were, more often than not, ruthlessly exploited to benefit those cocooned inside, was
horrendous by any reasonable standard. And fourth, the operating logic of the invisible hand of supply
and demand never extended beyond the confines of the market mechanism itself and was, therefore,
never able to account for the damage that the capitalist system inflicted on the larger environment
from which it drew its raw materials and where it dumped its wastes.

Still, Smith’s invisible hand proved to be a formidable social force, but not for the philosophical
reasons he put forth. Smith’s theory revolves around the notion that in a market economy each
individual pursues his or her own self-interest in the acquisition and exchange of property, without
any intention of promoting the public interest, and by doing so, “inadvertently” advances the general
well-being of society as a whole.

Here are Smith’s exact words:

Every individual necessarily labors to render the annual revenue of the society as great as he can. He generally, indeed, neither
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intends to promote the public interest, nor knows how much he is promoting it . . . he intends only his own gain, and he is in this, as
in many other cases, led by an invisible hand to promote an end which was no part of his intention. Nor is it always the worse for
the society that it was no part of it. By pursuing his own interest he frequently promotes that of the society more effectually than

when he really intends to promote it. I have never known much good done by those who affected to trade for the public good.1

By suggesting that each individual does not have others’ interest in mind, Smith strangely
misunderstood the dynamic of one of the key tenets of classical economic theory—the sellers’
unswerving search of new innovations to increase productivity, which enables them to lower
operating costs and the price of their products and services in order to win over prospective buyers,
improve their profit margins, and increase their market share. Somehow, Smith completely missed the
critical element between seller and buyer that brings them together into a mutually reciprocal
relationship and makes the invisible hand work. That is the seller’s role in tending to the personal
welfare of the buyer by continually providing better products and services at lesser prices. It is by
being continuously mindful of the needs, desires, and wants of buyers and servicing them that
capitalist entrepreneurs thrive. An entrepreneur or firm that is not looking out for the welfare of
prospective customers is not going to stay in business for very long.

In other words, it’s in an entrepreneur’s self-interest to be sensitive to the well-being of others if he
wants to succeed. Henry Ford understood that and made it his life’s mission to provide a cheap,
durable automobile that could put millions of working people behind the wheel and ease their lives.
Steve Jobs understood this as well. Servicing the needs and aspirations of a highly mobile, globally
connected human population by providing cutting-edge communication technologies was his all-
consuming passion. It is this dual role of pursuing one’s entrepreneurial self-interest by promoting the
welfare of others in the marketplace that has moved us ever closer to a near zero marginal cost
society.

The march toward near zero marginal costs and nearly free goods and services has not only
partially validated the operating logic of the invisible hand but also, interestingly enough, the
utilitarian arguments offered up by David Hume, Jeremy Bentham, and others in defense of market
capitalism. Recall that Hume and Bentham argued that private property exchanged in the market is a
purely human convention with no basis in natural law and is justified because it is the best mechanism
to “promote the general welfare.” Were they right?

Since the market mechanism has helped take us to near zero marginal costs and the promise of
nearly free goods and services, which is considered to be the optimally efficient state for promoting
the general welfare, Hume and Bentham’s claim that private property, exchanged in markets, is the
best means of promoting the general welfare has proven its utilitarian worth. The irony is that when
near zero marginal cost is reached, goods and services become nearly free, profit margins evaporate,
and private property exchanged in markets loses its reason for existing. The market mechanism
becomes increasingly unnecessary in a world of nearly free goods and services organized around an
economy of abundance, and capitalism shrinks to a niche economic realm.

So we would have to say that Hume and Bentham’s particular brand of utilitarianism, wedded to
the exchange and accumulation of private property in the capitalism marketplace, was never meant to
be an eternal verity but only a specific description of the particular economic forces at work that
would come to span the First and Second Industrial Revolutions of the nineteenth and twentieth
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centuries. No doubt, the nineteenth-century utilitarian economists and their twentieth-century
progenies would be aghast at the prospect that the very theory they espoused would eventually run its
course, but not before taking society to the cusp of a new economic order where promoting the
general welfare is best achieved through collaborative pursuits operating in vast networked
Commons in an evolving social economy.

Admittedly, the very idea that an economic system that is organized around scarcity and profit
could lead to an economy of nearly free goods and services and abundance is so counterintuitive that
it is difficult to accept. Nonetheless, this is exactly what is unfolding.

Passing judgment on the capitalist system at the end of its reign is not an easy matter. The capitalist
market was not the savior its zealous supporters claimed. Nor was it the devil incarnate that its vocal
critics claimed. Rather, it was the most agile and efficient mechanism at the time to organize an
economy whose energy and communication matrices, and accompanying industries, required large
concentrations of financial capital to support vertically integrated enterprises and accompanying
economies of scale.

So, while I celebrate, with qualifications, the entrepreneurial spirit that drove my father and so
many others, I don’t mourn the passing of capitalism. The new social entrepreneurialism that animates
a generation embedded in collaborative networks on the Commons—although as passionately
embraced as commercial entrepreneurialism embedded in markets—is of a different kind. The new
spirit is less autonomous and more interactive; less concerned with the pursuit of pecuniary interests
and more committed to promoting quality of life; less consumed with accumulating market capital and
more with accumulating social capital; less preoccupied with owning and having and more desirous
of accessing and sharing; less exploitive of nature and more dedicated to sustainability and
stewardship of the Earth’s ecology. The new social entrepreneurs are less driven by the invisible
hand and more by the helping hand. They are far less utilitarian and far more empathically engaged.

While the inherent logic of the invisible hand and the market mechanism helped get us to this
critical crossroad of a near zero marginal cost society and the possibility of transforming the human
journey from an economy of scarcity to an economy of sustainable abundance, it needs to be said that
the entrepreneurs didn’t do it alone. Rather, they must share the credit with visionaries wedded to the
idea of a social economy on the Commons. The exponential curve in computing that helped bring the
marginal cost of producing and sending information to near zero was primarily driven by global
companies. On the other hand, recall that the Internet was invented by government scientists and
university academics, and the World Wide Web was the creation of a computer scientist interested in
promoting the Commons. GPS, touchscreen displays, and voice activated personal assistants (e.g.,
Siri)—the key technologies that make the celebrated iPhone “smart”—were the result of government
funded research. Linux, Wikipedia, and MOOCs are inspirations that come largely from the social
economy while Facebook and Twitter are commercial ventures whose success depends on building
social Commons in the hopes of reaping financial gain. Breakthroughs in renewable energy have
come from government and university laboratories as well as from private companies working the
marketplace. Similarly, the 3D printing revolution is being spurred by both nonprofit Fab Labs and
commercial developers.

The point is that while the entrepreneurial spirit of the marketplace is helping drive the economy to
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near zero marginal cost and near free goods and services, it’s doing so on an enabling infrastructure
made possible by the creative content of all three sectors—the government, the social economy on the
Commons, and the market. The contributions from players in all three sectors suggest that the new
economic paradigm will likewise continue to be a hybrid venture of the government, the market, and
the Commons, although by midcentury the Collaborative Commons is likely to define much of the
economic life of society.

I’d like to address my final remarks to those ensconced in the heart of the capitalist system who
fear that an approaching society of nearly zero marginal cost will spell their own ruin. Economies are
never static. They continually evolve and occasionally metamorphose into entirely new forms.
Likewise, business enterprises come and go as economies change. Peter Senge of the MIT Sloan
School of Management points out that the average life span of a Fortune 500 Company is only around
30 years. Indeed, only 71 companies that appeared in the original Fortune 500 list of biggest
companies in 1955 were still on the list in 2012.2

It’s not that we wake up one day and suddenly the old economic order has been routed and a new
regime has slipped into place. Recall that the Second Industrial Revolution emerged in the 1890s
while the First Industrial Revolution was in full throttle and ran parallel to it for another half century
until it eventually became the dominant economic force. During the long transition, many First
Industrial Revolution industries and companies withered and died—but not all. Those that survived
reinvented themselves along the way and found the right balancing act that allowed them to be in two
industrial eras simultaneously, while carefully retiring the old model and easing into the new one.
Many more start-up companies seized hold of the new opportunities that the Second Industrial
Revolution made possible and quickly filled up the remaining playing field.

Similarly, today many Second Industrial Revolution companies are faced with a comparable
opportunity, and a choice. Some are already making the leap into the Third Industrial Revolution,
incorporating the new business models and services into their existing portfolios and developing
transitional strategies to keep pace with the paradigm shift into a hybrid economy made up of both the
Collaborative Commons and conventional capitalist marketplace.

The powerful social forces unleashed by the coming zero marginal cost society are both disruptive
and liberating. They are unlikely to be curtailed or reversed. The transition from the capitalist era to
the Collaborative Age is gaining momentum in every region in the world—hopefully, in time to heal
the biosphere and create a more just, humane, and sustainable global economy for every human being
on Earth in the first half of the twenty-first century.
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